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Abstract: With the rapid growth of customer data in financial institutions, such as trusts, issues of
data quality have become increasingly prominent. The main challenge lies in constructing an effective
evaluation method that ensures accurate and efficient assessment of customer data quality when
dealing with massive customer data. In this paper, we construct a data quality evaluation index
system based on the analytic hierarchy process through a comprehensive investigation of existing
research on data quality. Then, redundant features are filtered based on the Shapley value, and
the multiple linear regression model is employed to adjust the weight of different indices. Finally,
a case study of the customer and institution information of a trust institution is conducted. The
results demonstrate that the utilization of completeness, accuracy, timeliness, consistency, uniqueness,
and compliance to establish a quality evaluation index system proves instrumental in conducting
extensive and in-depth research on data quality measurement dimensions. Additionally, the data
quality evaluation approach based on multiple linear regression facilitates the batch scoring of data,
and the incorporation of the Shapley value facilitates the elimination of invalid features. This enables
the intelligent evaluation of large-scale data quality for financial data.

Keywords: quality evaluation; analytic hierarchy process; multiple linear regression; index system;
Shapley value

1. Introduction

Quality evaluation commonly pertains to the methodologies that organizations em-
ploy to ensure the attainment of strategic objectives, establish regulatory compliance,
and monitor data integrity [1]. In the past, data collected from various transaction systems
within companies or institutions were often regarded as a mere by-product of business
operations, possessing limited value beyond the transactions [2]. Today, as the complexity
and volume of data continue to escalate, numerous companies and businesses are com-
pelled to adapt their business models accordingly. Customers need personalized products,
and service products must be industrialized. These factors inevitably influence business
processes and organizational strategies, and high-quality data are a prerequisite for meeting
these changing business demands and achieving corporate agility objectives [3]. A single
data management solution is insufficient to meet the demands of the business. Therefore,
different approaches to integrating solutions to data problems must be employed [4].

Financial institutions must ensure the completeness and accuracy of their data quality
so that regulatory bodies can better understand the operation of the institutions, predict
risks, and take corresponding measures [5]. In the era of rapid big data technology advance-
ment, financial institutions have been compelled to enhance their management, processing,
and analysis of vast volumes of personal customer information. This imperative arises
from the goals to enhance business efficiency and strengthen risk management capabilities.
Institutions are increasingly utilizing machine learning technologies to analyze customer
behavior, predict market trends, and identify fraudulent behaviors. These technologies also
must be able to support a large amount of high-quality data; therefore, financial institutions
must establish effective data governance and evaluation mechanisms to ensure data quality.
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Mcgilvray [6] introduced a methodical yet adaptable framework consisting of ten steps
to address an organization’s business needs and data quality issues. Within this framework,
data quality dimensions are employed to precisely define, measure, and effectively manage
the quality of data. Omara et al. [7] presented a comprehensive compilation of prevalent
data quality dimensions, encompassing accuracy, completeness, consistency, and timeliness.
Furthermore, they proposed a novel approach to gauge row completeness utilizing a data
mining model developed on neural networks. Peltier et al. [8] measured data quality from
a systems perspective with more dimensions and considered customer data quality to
facilitate the development of personalized interactive marketing initiatives. Taleb et al. [9]
developed a scheme to evaluate data quality on large datasets using sampling strategies,
which adopted some data quality measurement metrics tailored to specific data quality
dimensions. Juddoo [10] conducted an investigation on a variety of data quality metrics,
with a specific focus on the measurement and quantification of particular dimensions like
completeness and consistency. Recently, the analytic hierarchy process (AHP) was used to
integrate various data quality dimensions as well as expert preferences for quantifying a
comprehensive score of data quality [11], and has been applied to healthcare [12], financial
statements [13] and cloud computing [14].

For the data quality evaluation system, most experts only consider qualitative or
quantitative situations, citing a single data quality evaluation method, such as fault tree
analysis, AHP, gray relational degree analysis, etc. Some scholars combine commonly used
engineering evaluation methods to build evaluation models on the basis of combining
qualitative and quantitative methods. Through research and combining, this paper finds
that many scholars have not unified the selection of data quality indicators, and most of
them use more traditional methods, which lack certain innovation. This leads to the main
contributions of this paper as listed below:

1. We proposed a new system for constructing quality evaluation indicators by surveying
the current status of data quality evaluation research. This system forms primary
indicators according to completeness, accuracy, timeliness, consistency, uniqueness,
and compliance. We used AHP to determine the weight among these indicators.

2. We proposed a data quality evaluation method based on multiple linear regression
(MLP) to objectively evaluate data quality. In addition, we employed et al.Shapley
value for feature selection to reduce the complexity of the model and shorten the
training time.

3. By using customer-related table information from a specific financial institution as
an example, we verified the feasibility and accuracy of the quality evaluation system
and the quality evaluation model. Additionally, we found that the evaluation and
processing of incremental customer form information could be automated.

The remainder of this paper is organization as follows: In Section 2, we formulate
the primary indicators and adopt the AHP to determine the weights of the indicators.
In Section 3, we construct a quality evaluation model using MLP algorithms. We next
utilize a concept of the Shapley value to evaluate the contribution of each indicator to the
scoring model, facilitating feature selection. In Section 4, we use the customer information
system of a trust company as an example for empirical analysis. In Section 5, we summarize
the results of this study and discuss its contributions.

2. Construction of Quality Evaluation Indicator System

The construction of the evaluation system should consider the following points
data [15]:

1. Quality evaluation focuses on each dataset as the target. Every department is respon-
sible for managing multiple datasets [16]. These datasets are typically represented as
information source tables.

2. Data usability is the fundamental prerequisite for effective data utilization. The data
resource centralization department can contribute by identifying factors that impede
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the basic usability of the data. These factors include empty data items, irregular
formats, incomplete data, and other similar issues (Table 1).

3. Data flexibility takes center stage as a crucial consideration. When evaluating the
quality of customer data types, it is essential to consider its unique characteristics
while maintaining a certain level of flexibility. For instance, empty fields may be the
result of non-required fields [17].

Table 1. Problem situations and examples of some data.

Problem Situation Description and Examples

field empty Empty values appear in required fields such as gender, nationality, address,
contact information, and certificate validity period

irregular format The 18-digit format that does not meet the standard, such as ID number, etc.

consistency error Formats that do not meet the standard, such as the ID number does not
match the gender or the date of birth, etc.

timeliness error The validity period of the certificate has “valid until less than the current
date”, etc.

data record duplica-
tion

The same data are repeatedly recorded, and there is a situation of “multiple
compilations for one household”

Because of multiple systems and vast amounts of data, it is crucial to strike a balance
between quality and efficiency of the evaluation process [18]. To address this, a quality
evaluation index framework for trustworthy data should be established, consisting of six
dimensions: completeness, accuracy, timeliness, consistency, uniqueness, and compliance.

2.1. Basic Attributes of Quality Evaluation

A completeness evaluation encompasses three secondary indicators: record com-
pleteness, attribute completeness, and value completeness. The following fields should
be assigned:

1. Required fields: These fields must be filled in accordance with the business rules of
each department or according to the specifications outlined in the data dictionary.

2. Key fields: These fields serve as unique primary keys or facilitate associations with
related data tables. Examples of such key fields include the identity card number,
the unified social credit identifier, and other identification numbers or codes that act
as primary keys in related associations.

Data accuracy encompasses three aspects: logical accuracy, value accuracy, and con-
ceptual accuracy (Table 2). If the identity card number for a piece of data is not accurate or
does not correspond to the name, this identity card number is considered to be one piece of
erroneous data.

Table 2. Some types of data accuracy and related descriptions.

Question Type Problem Statement

False The data are not true, such as the ID number being non-existent

inconsistent informa-
tion

The related information does not correspond, such as the ID number not
corresponding to the name, or there being a situation where one ID number
corresponds to multiple names

timing relationship
error

The relative timing between data is not correct, such as the creation time of
individual customers being later than the modification time

invalid data
Data records should not be valid relative to a certain period of time or a
certain point in time; for example, the establishment time of the enterprise
is later than the current time
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The timeliness requirement differs depending on the update frequencies of various
information resource tables. As a result, rules can be established differently [19].

A consistency evaluation measures the level of data association, assessing the logical
accuracy and completeness of the same information subject across different datasets [20].

A uniqueness evaluation gauges the extent of data duplication. For a dataset that
consists of four fields, customer number, customer name, customer status, and gender, if N
data records have the same values for all four fields, it would produce N-1 duplicate data
records. As presented in Table 3, we identified a total of two duplicate data records.

Table 3. Example of duplicate data records.

Data Record NO. Customer Number Customer Name Gender

1 1000103445 112803 He Zhixiong 2
2 1000103445 112803 He Zhixiong 2
3 1000103445 112803 He Zhixiong 2
4 1000083575 112803 Zhu Hongyan 1

Compliance ensures that the data types and precision of each data field fall within the
specified range. For those fields governed by industry unified standards, adherence to the
relevant standards is required. In the absence of unified standards, compliance is based on
the data dictionary or relevant regulations provided by each department.

2.2. Determination of Indicator Weights Based on the AHP

The AHP is characterized by its ability to convert judgments into comparisons of
importance between pairs of several factors [21]. The complete process involves decom-
position, judgment, synthesis, and other steps, effectively addressing the limitations of
alternative methods that aim to minimize subjective judgment from decision makers.

2.2.1. Single Scoring

To score a dataset from an information resource table, the scores of each secondary
indicator can be computed using the previous scoring rules. The total score of the evaluated
dataset can then be calculated by taking the weighted average.

Y = ∑
n

λnXn (1)

where Y is the total score of the evaluated data set, λn is the indicator weight, Xn is the
indicator score, and n is the secondary indicator number.

In the evaluation of a data set from an information resource table, the scoring range
for each indicator ranges from 0 to 100 points. The scoring rules and formula are detailed
in Table 4.

Table 4. Scoring rules and scoring formulas for data quality evaluation indicators.

Indicator Number Indicator Name Scoring Formula and Instructions

B1 integrity XB1 = λC11XC11 + λC12XC12 + λC13XC13

C11 record integrity

XC11 = 100× (1− NC11/WC11)

NC11: the number of missing data items in the data table
WC11 : the total number of data items that should be recorded in the data table

C12 attribute integrity

XC12 = 100× (1− NC12/WC12)

NC12: the number of missing attributes in the data table
WC12: the total number of attributes that should be recorded in the data table
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Table 4. Cont.

Indicator Number Indicator Name Scoring Formula and Instructions

C13 value integrity

XC13 = 100× (1− NC13/WC13)

NC13: missing required fields in the data table
WC13: the total number of data items that should be required in the data table

B2 accuracy XB2 = λC21XC21 + λC22XC22 + λC23XC23

C21 record accuracy

XC21 = 100× (1− NC21/WC21)

NC21 : the number of inaccurate data items recorded in the data table
WC21 : the total number of assigned data items in the data table

C22 value accuracy

XC22 = 100× (1− NC22/WC22)

NC22: number of data items in the data table with inaccurate values
WC22: the total number of data items that should be recorded in the data table

C23 conceptual accuracy

XC23 = 100× (1− NC23/WC23)

NC23 : the number of conceptually inaccurate data items in the data table
WC23: the total number of data items that should be recorded in the data table

B3 timeliness XB3 = XC31

C31 data update timeliness

XC31 = 100× (1− NC31/WC31)

NC31: the number of data items that are not updated in time in the data table
WC31: the total number of data items that should be recorded in the data table

B4 consistency XB4 = XC41

C41 logical consistency

XC41 = 100× (1− NC41/WC41)

NC41 : the number of data items in the data table that do not satisfy the logic
WC41 : the total number of data items that should be recorded in the data table

B5 uniqueness XB5 = XC51

C51 record uniqueness

XC51 = 100× (1− NC51/WC51)

NC51: the number of data items repeated in the data table
WC51: the total number of assigned data items in the data table

B6 compliance XB6 = XC61

C61 data format compliance

XC61 = 100× (1− NC61/WC61)

NC61: number of data items with non-compliant format in the data table
WC61: the total number of assigned data items in the data table

2.2.2. Comprehensive Scoring

Trusts continuously update the collected data. Therefore, if it is necessary to showcase the
overall quality of a data set from a specific information resource table over a certain time frame,
the numerous evaluation outcomes within this period can be comprehensively processed:

Si = ∑
k

Yk
Ki

(2)

where Yk represents the single data quality evaluation score of the information resource
data table, k is the order of evaluation, Ki represents the total number of times the data
table is evaluated during the evaluation period, and i is the number of each information
resource table.



Future Internet 2023, 15, 338 6 of 15

3. Construction of Quality Evaluation Model Based on Multiple Liner Regression

In this study, we present a machine learning-based data quality evaluation method.
The method revolves around the creation of a data quality evaluation indicator system.
The key steps of this approach are as follows:

1. Select relevant customer information data from the customer information database,
and preprocess the data based on the proposed label generation algorithm.

2. Extract quality evaluation indicators and associated data, constructing a quality
evaluation indicator system suitable for machine learning models.

3. Train and test the machine learning model to complete its construction.
4. Evaluate the results using performance indicators.

3.1. Data Acquisition and Indicator Extraction

As shown in Figure 1, we extracted the table being evaluated from the ECIF (Enter-
prise Customer Information Facility) database by employing the data quality evaluation
indicators. Subsequently, to facilitate the implementation of the machine learning model,
we had to transform the actual customer data into a trainable dataset. Therefore, in this
study, by leveraging the constructed data quality evaluation indicator system, we intro-
duced a related label generation algorithm. Subsequently, we used the overall score of the
single-table quality evaluation as the output indicator, which represents the data quality.
Meanwhile, we used the scores of the six primary indicators as the input indicators for the
machine learning-based quality evaluation model.

Figure 1. Quality evaluation model based on multiple linear regression.

3.2. Label Generation Algorithm

Suppose there are p primary indicators (i = 1, 2, . . . , p), and each primary indicator i
has qi secondary indicators. A given data table is scored based on the data quality evalua-



Future Internet 2023, 15, 338 7 of 15

tion system established. Specifically, Equation (3) is utilized to generate the corresponding
labels for this data table:

y =
p

∑
i=1

αi

qi

∑
j=1

β jxj (3)

where αi represents the weight corresponding to each primary indicator, and β j represents
the weight corresponding to the secondary indicator. In the end, each table is associated
with a quality evaluation score, which serves as the label for that table.

On the basis of the existing large data table, we randomly sampled different numbers
of data entries and generated data subtables. We then applied the label generation algo-
rithm to produce labels yn for each table. Next, we compiled a trainable assessment table
X = {Xi}, Xi = {xj} based on each table’s primary indicators and their respective final
quality evaluation scores. This process led to the formation of a dataset that includes
n samples.

To examine the relationships among the dependent variables and between the depen-
dent and independent variables, we conducted a Pearson correlation analysis of the data.
Once the correlations among the indicators were determined, we were able to identify and
remove the correlated indicators to streamline the model and reduce the training time.

3.3. Feature Selection Based on Shapley Value

Feature selection and hyperparameter tuning are two important steps in every machine
learning task. They help improve performance most of the time but have the disadvantage
of being expensive in time. The more parameter combinations, or the more precise the
selection process, the longer the duration. The usual approach is to combine tuning and
feature selection. For feature selection, we adopt a ranking-based selection algorithm.
Rank selection involves iteratively removing less important features while retraining the
model until convergence is reached. SHAP helps when we perform feature selection using
ranking-based algorithms. Instead of using the default variable importances generated by
gradient boosting, we choose the best features, e.g., the one with the highest Shapley value.

The Shapley value originates from cooperative game theory and is a distribution
method based on contribution. It requires that profits and costs be fairly shared among
each agent in an alliance [22]. The Shapley value has numerous applications in machine
learning, including data pricing, federated learning, interpretability, reinforcement learning,
and feature selection [23].

The equation for the Shapley value of n members is as follows [24]:

φi(v) = ∑
S⊂N,i∈S

(|S| − 1)!(n− |S|)!
n!

[v(S)− v(S− {i})], i = 1, . . . , n, (4)

where (|S|−1)!(n−|S|)!
n! represents the probability of member i joining the alliance (|S| − i).

The denominator represents the number of permutations of n members. The numera-
tor represents the number of permutations of the first (|S| − 1) members entering the
alliance (|S| − i). Upon joining the alliance, member i acquires a certain value, denoted
as [v(S)− v(S− {i})]. This value represents the contribution that member i makes to the
alliance S.

In numerous scenarios involving data mining and machine learning, we frequently
encounter challenges, such as the high dimensionality of features [25] and unknown
relationships. In this study, we adopted the Powershap algorithm to select and eliminate
indicators [26].

The following steps outline the automated feature selection methodology implemented
through Powershap, which is constructed based on the foundation of the genetic algorithm:

1. Population initialization: A set of feature subsets is randomly produced, marking the
formation of the initial population.
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2. Fitness evaluation: A fitness function is implemented to assess the aptness of each
entity, employing metrics like accuracy, F1 score, and so forth.

3. Selection process: Individuals exhibiting higher fitness are chosen to serve as the
base for the next-generation population as determined by the fitness function assess-
ment results.

4. Crossover procedure: Using a crossover operation, select individuals with superior
fitness are randomly amalgamated to generate new offspring.

5. Mutation procedure: To enhance the population’s diversity, random alterations are
introduced to the new offspring through a mutation operation.

6. Iteration: Steps 2–5 are reiterated until the predetermined stop conditions are satisfied.

3.4. Regression Model Building

Linear regression is a linear model that assumes a linear relationship between an
input variable and a single output variable.Specifically, using the linear regression model,
the output variable y can be calculated from the linear combination of a set of input variables
x, that is, y = ax + b. If there are two or more independent variables, such linear regression
analysis is called multiple linear regression (MLP). The multiple linear regression model is
a relatively simple regression model in machine learning. After using the Shapley value to
eliminate model features, the weights calculated based on AHP will no longer be accurate.
Therefore, consider using MLP to recalculate the weights.

In the MLP model, it assumes that if the secondary indicators are reasonably set,
the quality of the data table is considered only from the dimensions of the primary indica-
tors [27]. If the primary indicator value and the quality of the data table are related linearly,
a multivariate regression model can be established [28]: y = ∑

p
i aixi + b. The most suitable

{ai} can be solved by solving the MLP problem. We employed the MLP solution method,
specifically gradient descent, to determine the optimal parameters for the indicators. This
was achieved after eliminating irrelevant features from the model.

4. Results

Financial institutions, such as trusts, have a large number of customers. Analyzing the
current status of customers is extremely important for enhancing the accuracy of customer
marketing and improving the user experience of customer services [29]. This section takes
the personal customer table and institutional customer table in the customer information
integration system of a trust institution as examples to illustrate the practical application of
the data quality evaluation model.

4.1. Quality Evaluation Indicator System

By following the AHP procedure and the selected primary and secondary indicators
in Figure 2, the decision makers have to indicate preferences or priority for each decision
alternative in terms of how it contributes to each criterion as shown in Table 5.

Figure 2. Dimensions of quality evaluation system.
Then, the following can be performed manually or automatically by the AHP software

Expert Choice:

1. Synthesizing the pair-wise comparison matrix (example: Table 5).
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2. Calculating the priority vector for a criterion such as experience (example: Table 5).
3. Calculating the consistency ratio.
4. Calculating λmax.
5. Calculating the consistency index, CI.
6. Selecting appropriate value of the random consistency ratio from Table 5.
7. Checking the consistency of the pair-wise comparison matrix to check whether the

decision maker’s comparisons were consistent or not.

Table 5. Average random consistency (RI).

Size of Matrix 1 2 3 4 5 6 7 8 9 10

Random consistency 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49

w is the eigenvector corresponding to the largest eigenvalue.
Now, we find the consistency index, CI, as follows:

CI =
λmax − n

n− 1
=

6.068− 6
6− 1

= 0.0136 (5)

Selecting an appropriate value of random consistency ratio RI for a matrix size of five
using Table 5, we find RI = 1.24. We then calculate the consistency ratio CR as follows:

CR =
CI
RI

=
0.0136

1.24
= 0.011 (6)

As the value of CR is less than 0.1, the judgments are acceptable. Similarly, the pair-
wise comparison matrices and priority vectors for the remaining criteria can be found as
shown in Tables 6–9, respectively.

Regarding completeness, out of the 264,762 records, including 14,709 data items and
18 attributes, we obtained 67,839 records with null values. This accounted for approximately
25.62% of the data, resulting in a completeness score of 81.70.

Table 6. Quality evaluation system evaluation matrix A1.

B1
Integrity

B2
Accuracy

B3
Timeliness

B4
Consistency

B5
Uniqueness

B6
Compliance wi

B1 integrity 1 2 1/2 3 3 2 0.229
B2 accuracy 1/2 1 1/3 2 2 1 0.133

B3 timeliness 2 3 1 4 4 3 0.364
B4 consistency 1/3 1/2 1/4 1 1 1 0.084
B5 uniqueness 1/3 1/2 1/4 1 1 1 0.084
B6 compliance 1/2 1 1/3 1 1 1 0.106

λmax = 6.068, CR = 0.011 < 0.1

Table 7. Integrity assessment matrix A2.

C11 Record Integrity C12 Attribute Integrity C13 Value Integrity wi

C11 record integrity 1 5 5 0.714
C12 attribute integrity 1/5 1 1 0.143

C13 value integrity 1/5 1 1 0.143

λmax = 3.000, CR = 0.000 < 0.1
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Table 8. Accuracy evaluation matrix A3.

C21 Logical
Accuracy C22 Value Accuracy C23 Conceptual Accuracy wi

C21 logical accuracy 1 2 1/3 0.238
C22 value accuracy 1/2 1 1/4 0.137

C23 conceptual accuracy 3 4 1 0.625

λmax = 3.018, CR = 0.000 < 0.1

Table 9. Weights of quality bid evaluation indicators.

Level 1 Indicators Level 2 Indicators

indicator number indicator name weights (µm) indicator number indicator name weights (µn)

B1 integrity 0.229
C11 record integrity 0.714
C12 attribute integrity 0.143
C13 value integrity 0.143

B2 accuracy 0.133
C21 logical accuracy 0.238
C22 value accuracy 0.137
C23 conceptual accuracy 0.625

B3 timeliness 0.364 C31 data update timeliness 1
B4 consistency 0.084 C41 logical consistency 1
B5 uniqueness 0.084 C51 record uniqueness 1
B6 compliance 0.106 C61 format compliance 1

Concerning accuracy, among the 14,709 data records, we did not have any instances of
data being updated or created later than the current time. Additionally, we had 5191 records
with expired certificates. Roughly 35.29% of the data exhibited accuracy issues, resulting in
an accuracy score of 91.58.

In terms of timeliness, we did not identify any problems within the 14,709 data records
analyzed, warranting a perfect timeliness score of 100.

In terms of consistency, out of the 14,709 data records, 13,869 records belonging to the
same information subject within the dataset did not meet the criteria for logical accuracy.
This suggested that approximately 94.29% of the data exhibited consistency issues, resulting
in a consistency score of 5.71.

Regarding uniqueness, we did not find any instances of noncompliant record unique-
ness among the 14,709 data records, resulting in a uniqueness score of 100.

In terms of compliance, among the 14,709 data records, 169 records did not conform to
the requirement of 18-digit identity card numbers. Further scrutiny of the birth year, month,
day, and last digit did not reveal any records that violated the year and month requirements.
However, 1380 records did not comply with the day requirement. Additionally, for contact
information, 4908 records had noncompliant mobile phone numbers. Overall, the number
of noncompliant data items reached 6457, accounting for approximately 21.95% of the total
data. Consequently, the compliance score was calculated as 58.43.

Considering the six dimensions of data quality and the data quality evaluation model,
the individual quality evaluation score for the consignment customer form was determined
to be 82.39 as shown in Table 10 and Figure 3.
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Table 10. Individual customer completeness statistical results.

Field Chinese Name Field English
Name

Is
Empty

Null
Ratio Field Chinese Name Field English

Name
Is

Empty
Null
Ratio

name CST_NM 0 0 type of certificate CRDT_TP 0 0
ID number CRDT_NO 0 0 gender GND 4225 28.72%
nationality NAT 5145 34.98% profession OCP 11,549 78.52%

address PHY_ADR_INF 2859 19.44% contact information CTC_PER 3850 26.17%
certificate validity period CRDT_EFDT 5156 35.05% customer number CST_ID 0 0

contact type CTC_PER_TP 14,709 1 system source SYS_SRC 0 0
address type PHY_ADR_TP 2858 19.43% sales channels SALE_SRC 0 0

updater UPT_NM 8744 59.45% update time UPT_TM 8744 59.45%
founder CRT_NM 0 0 creation time CRT_TM 0 0

(a) The number of incomplete fields (b) Incomplete proportion of each field

Figure 3. Integrity statistics results.

4.2. Multiple Linear Regression Quality Evaluation Model

We created the evaluation dataset using the label generation algorithm and the quality
evaluation indicator system. The descriptive statistical results of various indicators of the
trust agency’s individual customer table and institutional customer table are shown in
Tables 11 and 12.

Table 11. Descriptive statistics of indicators in the personal customer table.

Index Maximum Value Minimum Value Average Standard Deviation

integrity 87.59 74.4 80.9 0.25
accuracy 98.3 80.26 91.56 0.38

timeliness 100 100 100 0
consistency 9.09 0 1.15 0.23
uniqueness 100 52.61 99.94 1.26
Compliance 74.12 6.67 67.53 1.71

Table 12. Descriptive statistical table of indicators in the institutional client table.

Index Maximum Value Minimum Value Average Standard Deviation

integrity 84.75 78.81 80.12 0.3
accuracy 97.83 82.1 92.33 0.28

timeliness 100 100 100 0
consistency 9.3 1.5 3.85 0.29
uniqueness 100 89.66 98.1 0.86
Compliance 50.66 11.5 43.21 2.03
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To examine the presence of correlations among dependent variables and between the
dependent and independent variables, we performed a Pearson correlation analysis of the
data. The results were visualized through a heatmap as depicted in Figure 4, showcasing the
correlations between the variables. In the heatmap, black represents a negative correlation,
white represents a positive correlation, and the diagonal line represents the correlation of
each independent variable with itself, resulting in a correlation coefficient of 1.

Figure 4. Heat map of correlation between variables.

We observed that the correlation between the various indicator variables was not
notably high, suggesting their independence from each other and the absence of multi-
collinearity. Moreover, the correlation between the independent variables and dependent
variables was quite strong. Among these correlations, the compliance_score exhibited the
highest correlation, with a coefficient of 0.93. This result indicated that compliance, as one
of the first-layer indicators, exerted the most significant influence on the final quality score.
Additionally, the integritya. ccuracy_score also demonstrated notable correlations with the
quality score, with coefficients of 0.64 and 0.59, respectively.

The modeling approach for the MLP model in this study had the following steps:
(1) The indicator data and quality score data were normalized. (2) The dataset was divided
into a training set (70% of the data) and a testing set (remaining 30% of the data). (3) The
MLP model was constructed using the gradient descent algorithm to derive the optimal
weight values for the model. The experimental results are shown in Figure 5 and 6.

(a) Personal customer data (b) Institutional client data

Figure 5. True value and predicted value of quality evaluation score.
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The Figure 5 shows the results of the real value and predicted value of the test set.
Among them, the blue is the predicted value, and the red is the real value. It is evident
from the figure that a discernible variance exists between the predicted and actual values.
The magnitude of this difference is relatively small, however, which suggests a high level
of accuracy in the prediction model.

Figure 6. Test set loss function graph.

In real-world applications, each sample represents a distinct customer table. Tables 4–7
demonstrate the evaluation of the consignment personal customer information table and
the general personal customer information table from the trust institution using two
different methods: the conventional scoring technique and a machine learning-based
method. The time invested and the quality assessment scores obtained from the AHP
are approximate representations of the outcomes achieved by the manual scoring method
currently employed by the trust.

According to the incremental experimental results, we observed that the time required
by both methods increased as the sample size grew. When the number of customer
tables doubled, the time spent on the traditional method also doubled, whereas the time
expenditure for the machine learning-based approach experienced only a slight increase.
Moreover, the quality assessment scores generated through the MLP method were relatively
higher than the traditional quality evaluation techniques. By employing Powershap for
feature selection, we excluded redundant data, thus reducing the time expenditure and
improving score precision(Table 13).

Table 13. The results for samples of different orders of magnitude were calculated based on the AHP
and the method proposed in this paper.

Table Name Number of
Samples

AHP Time
Spent

Quality Review
Score

Machine Learn-
ing Time Spent

Quality Review
Score

MO_CI_PER_CONSIGNMENT
10,000 600.02 s 81.39 613.89 s 83.55
20,000 1192.28 s 83.21 650.25 s 85.89
30,000 1532.43 s 80.91 690.11 s 83.22

MO_CI_PER_CUSTOMER
10,000 576.22 s 84.43 623.14 s 85.99
20,000 1312.34 s 79.98 652.25 s 82.01
30,000 1701.36 s 80.12 661.21 s 80.56

4.3. Feature Selection Based on Shapley Value

We initially split the data into a 3:7 ratio for testing and training purposes. Subse-
quently, we categorized the data into six classes, representing the six primary indicators.
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Then, we constructed a Powershap function, utilizing the chosen classification model,
which, in this study, was the logistic regression CV algorithm.

When employing the logistic regression CV algorithm model for 200 iterations, we
observed that significant features accounted for five-sixths of the total (Figure 7). By con-
sidering impact scores and other statistical results, the timeliness factor could be excluded
from the primary indicators. This exclusion not only reduced the required effort, but also
improved the precision in determining the weight values for subsequent analysis.

Figure 7. The importance of each feature.

5. Conclusions

This article organizes and analyzes the existing quality evaluation indicators, and com-
prehensively uses completeness, accuracy, timeliness, consistency, uniqueness and com-
pliance to establish a quality evaluation indicator system for trusts and other financial
institutions. Preliminary weight determination is made based on AHP. Since there are
many indicators, the Shapley value is introduced for feature selection. A multiple linear
regression model is used to determine new weights for the screened indicators. The model
is verified using customer data and institutional data from a trust company’s customer
information integration system.

Through data quality scoring, trust data can be graded for quality, thereby improving
data quality and promoting the transfer and transformation of data results from trusts
and other financial institutions. Using machine learning regression algorithms to evaluate
data quality has the advantages of quantifiable evaluation results, more intuitive results,
and higher accuracy. In addition, in the face of massive customer data, the intelligent data
quality evaluation model based on machine learning is faster and more convenient, and the
evaluation results are more accurate and objective.

Therefore, the data quality evaluation model based on the regression algorithm model
can not only be used to evaluate the quality of trust customer data but can also be used
in other industries and government departments to evaluate the quality of other types of
data, including their own, as well as the benefits and value that the data can bring.
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