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Abstract: Forecasting the risk factor of the financial frontier markets has always been a very challeng-
ing task. Unlike an emerging market, a frontier market has a missing parameter named “volatility”,
which indicates the market’s risk and as a result of the absence of this missing parameter and the lack
of proper prediction, it has almost become difficult for direct customers to invest money in frontier
markets. However, the noises, seasonality, random spikes and trends of the time-series datasets make
it even more complicated to predict stock prices with high accuracy. In this work, we have developed
a novel stacking ensemble of the neural network model that performs best on multiple data pat-
terns. We have compared our model’s performance with the performance results obtained by using
some traditional machine learning ensemble models such as Random Forest, AdaBoost, Gradient
Boosting Machine and Stacking Ensemble, along with some traditional deep learning models such as
Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM) and Bidirectional Long
Short-Term (BiLSTM). We have calculated the missing parameter named “volatility” using stock
price (Close price) for 20 different companies of the frontier market and then made predictions using
the aforementioned machine learning ensemble models, deep learning models and our proposed
stacking ensemble of the neural network model. The statistical evaluation metrics RMSE and MAE
have been used to evaluate the performance of the models. It has been found that our proposed
stacking ensemble neural network model outperforms all other traditional machine learning and
deep learning models which have been used for comparison in this paper. The lowest RMSE and
MAE values we have received using our proposed model are 0.3626 and 0.3682 percent, respectively,
and the highest RMSE and MAE values are 2.5696 and 2.444 percent, respectively. The traditional
ensemble learning models give the highest RMSE and MAE error rate of 20.4852 and 20.4260 percent,
while the deep learning models give 15.2332 and 15.1668 percent, respectively, which clearly states
that our proposed model provides a very low error value compared with the traditional models.

Keywords: frontier market; time-series; volatility; stacking ensemble of neural network; machine
learning ensemble; deep learning

1. Introduction

Frontier markets are considered as the “pre-emerging” market, which means these
markets have lower market capitalization than the emerging markets. The term “frontier
markets” was coined in 1992 by the International Finance Corporation (IFC), a private sector
arm of the World Bank Group [1]. The frontier market has fewer standards in the developing
world as it carries too much inherent risk, but countries in the earliest stage of economic
development make investments in the frontier market for the economy’s potential growth
over decades. About 26 countries, Argentina, Bahrain, Bangladesh, Bulgaria, Croatia,
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Estonia, Jordan, Kazakhstan, Kenya, Kuwait, Lebanon, Lithuania, Mauritius, Nigeria,
Oman, Pakistan, Qatar, Romania, Serbia, Slovenia, Sri Lanka, Trinidad and Tobago, Tunisia,
Ukraine, the United Arab Emirates and Vietnam, are listed as the frontier markets. The
important fact is that these small economic countries often fail to improve their economic
conditions due the high-risk nature of frontier markets. However, investors who tend to
maintain less risk and stability, but not for the growth of “pre-emerging markets”, always
look for emerging markets. In such cases, the companies listed under a frontier market
neither receive proper attention for investments to grow nor have the proper opportunity
of investigations to solve the issues. The issue associated with the higher risk of the frontier
market can be resolved by proper investigation that may allow the investors to invest in
that market with fewer doubts. To the best of our knowledge, the risk factor of this area
has not been investigated yet. Typically, previous works have tried to analyze the stock
price of the frontier market but not the risk factor. Previously, R. Chowdhury et al. [2]
showed a machine learning and modified Black–Scholes option pricing model particularly
for predicting the stock price of the frontier market. D. G. Anghelet et al. [3] also used the
machine learning approach for predicting the intra-day prices in the frontier market of
Romania. Their works particularly focus on predicting the stock price of the frontier market.
The modern machine learning approach for predicting future observations has become
very effective. However, the main issue of the frontier market is the risk factor, which
needs more attention. In this paper, we have tried to solve this issue by using modern
machine learning and deep learning techniques by analyzing 20 different Bangladeshi
companies’ stock price datasets, as they are of a frontier market. The machine learning
algorithms capture the pattern of the risk factor using the parameter that is responsible for
returning the magnitude of the risk factor with the time sequentially. However, while the
frontier market does not have a parameter that is responsible for representing the risk factor,
the stock market does have that parameter. This is another reason for having trouble of
analyzing the risk factor of the frontier market. This paper shows the process of calculating
the missing parameter called “volatility”, known as the risk factor. Using the parameter
“volatility”, we have trained different machine learning algorithms such as Random Forest,
AdaBoost, Gradient Boosting Machine, Stacking Ensemble and some traditional deep
learning models such as Convolutional Neural Network (CNN), Long Short-Term Memory
(LSTM) and Bidirectional Long Short-Term (BiLSTM). Those machine learning and deep
learning models are able to learn the risk factor pattern based on the previous observations
provided by the parameter. We have observed that the aforementioned models do not
provide a satisfactory performance for all the datasets. Therefore, we have developed a new
stacking ensemble of neural network models for more accurate prediction. Our proposed
model shows the best accuracy among all the machine learning and deep learning models.

2. Background and Literature Review

Since the risk factor of the frontier market is fully undiscovered in the research field,
we have not found any related work; instead, we have gone through some of the time series
related works that have been used the up-to-date analysis approaches.

Lin et al. [4] proposed a modified SVR model which separates the time-series data
into linear and non-linear parts. Their model combined with the linear model and the
SVR model. The linear model predicts the linear part, whereas the SVR model predicts the
non-linear part. Kavita et al. [5] showed a comparative work between the Linear Regression
(LR) and Support Vector Regression (SVR) models. They achieved RMSE values of 12.54
and 12.87, respectively, for the LR and SVR models. Johnson [6] showed a comparative
work between time series models such as GARCH (1,1), EGARCH (1,1) and TGARCH
(1,1), and deep learning models such as ANN and LSTM. They mentioned that none of the
time series models captured the fluctuations properly. They found that long short-term
memory (LSTM) accurately captured the patterns as it remembers the previous pattern
of the data. Madge and Bhatt [7] showed a machine learning approach for predicting
Stock Price; they used a Support Vector Machine (SVM) model for their investigation.
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They mentioned that the neural network finds the local minima and SVM finds the global
minima. However, finding local minima may lead the model to underfitting or overfitting
issues, which prevents the model from being generalized. Therefore, they chose SVM to
predict their stock price data. They achieved a mean accuracy within 49.5 percent and
50 percent. Yoon and Swales [8] showed a neural network approach to investigate its
ability to predict complex market stock price prediction. They compared the model with
multiple discriminant analysis (MDA) methods. In their experiment, the NN approach
outperformed the MDA methods. Zhao et al. [9] showed a deep learning ensemble method
using a set of stacked denoising autoencoders (SDAE) for the base model. The prediction
values from the SDAE models are averaged together to form the final prediction value.
They compared their proposed model with a random walk (RW), Markov regime-switching
model (MRS), feedforward neural network (FNN) and Support Vector Regression (SVR) en-
sembled model; their proposed model’s result outperformed all the aforementioned models.
Chen et al. [10] showed multiple machine learning models and one neural network model
to compare the performance of the models. They performed Logistic Regression (LR), linear
discriminant analysis (LDA), RandomForest (RF), XGBoost (XGB), Quadratic Discriminant
Analysis (QDA), Support Vector Machine (SVM) and Long Short-Term Memory (LSTM)
on a bitcoin daily price dataset. The LSTM model has achieved the best accuracy among
all the aforementioned models. Andriopoulos et al. [11] showed a comparative analysis,
where they made the comparison between deep learning methods such as Long short-term
Memory (LSTM), Convolutional Neural Network (CNN), Multi-Layer Perceptron (MLP)
and Artificial Neural Network (ANN). The CNN model has shown the best result among
all the models. Selvin et al. [12] also proposed a comparative work between three deep
learning models, which are: LSTM, RNN and CNN-Sliding Window model. Patel et al. [13]
showed a Multilayer Perceptron Neural Network approach on different stock price datasets.
Lie et al. [14] obtained 72 percent accuracy for the model to predict stock price data by
using the LSTM model. Their experiment precisely states that the LSTM model can play
a better forecasting effect. Siami et al. [15] showed that the BiLSTM model outperforms
the regular unidirectional LSTM model due to the bi-directional learning process. BiL-
STM learns data from both the forward and backward directions. Elliot and Hsu [16]
showed multiple deep learning models such as Recurrent Neural Network (RNN), Long
short-term memory and Generalized Linear Model (GLM) for predicting the stock price.
Elsayed et al. [17] proposed a Gradient Boosted Regression Trees (GBRT) model. They
compared their proposed model with various neural network models. Their model out-
performed others on window-based time-series data. Luong and Dokuchaev [18] showed
a random forest model for forecasting volatility. Qiu et al. [19] proposed a deep learning
stacking ensemble method on three different datasets of electricity load demand. They have
also applied Support Vector Regression (SVR), FeedForward Neural Network (FNN), Deep
Belief Network (DBN) and Ensemble FeedForward Neural Network (ENN) on the datasets
to compare the result with their proposed stacking ensemble model. Their proposed model
was built with 20 DBM models and an SVR model. They evaluated the models’ perfor-
mance using RMSE and some other statistical evaluation metrics. Their proposed model’s
RMSE value showed slightly improved results compared to the existing single models.
Zhao et al. [9] showed a deep learning ensemble method using a set of Stacked Denoising
AutoEncoders (SDAE) for the base model. The prediction values from the SDAE models
were averaged together to form the final prediction value. They compared their proposed
model with a Random Walk (RW), Markov Regime-Switching model (MRS), Feedforward
Neural Network (FNN), and SVR ensembled model. Their proposed result outperformed
all the models. Carta et al. [20] proposed a multilayer stacking ensemble method, where
they preprocessed the time series data into images and used the images as input for their
proposed model. Their proposed model consists of two layers. Layer-1 builds with hun-
dreds of CNN models, and Layer-2 builds with the reinforcement learning process for the
meta-learner. Their proposed model gave the highest accuracy of 0.56 for classifying the
trading day’s decision. Livieris et al. [21] proposed three types of ensemble methods such
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as averaging, bagging and stacking. The ensemble methods use LSTM and BiLSTM models
for the base learner and LR, SVR, KNN, and DTR models for meta-learner. They applied the
models on cryptocurrency time-series data and found that the stacking ensemble method
provides the highest accuracy compared to the averaging and bagging ensemble methods.
S. Li et al. [22] showed a similar stacking technique using three convolutional layers. They
extended the stacking technique concept using 3, 5 and 7 layers of CNN models for the
base models with decreasing filter size in each layer. Dey et al. [23] proposed a machine
learning ensemble method called Extreme Gradient Boosting (XGBoost) model. The ensem-
ble method outperformed SVM and ANN with an accuracy of 99 percent for predicting the
stock market’s direction.

Though the aforementioned papers have shown all techniques on time series data, the
risk factor of frontier markets has not been discussed and investigated in detail so far. Thus,
the main target of this paper is to investigate the risk factor of the frontier markets.

3. Materials and Methods
3.1. Dataset

Our dataset consisted of the stock prices of 20 different companies in Bangladesh’s
frontier market. The dataset has approximately two years of data, containing up to 500 trad-
ing days observations. The parameters of this dataset are: date, low, high, open, and
close prices. Among all the parameters, the close price is used to calculate the ‘Volatility’
parameter. Since this work focuses on predicting a frontier market’s risk factor, we are
required to analyze datasets from a frontier market. The companies we have chosen are
responsible for returning the risk factor from Bangladesh’s frontier market and contain a
close price parameter for calculating volatility. However, the whole experiment would be
carried out in any frontier market with a closing price parameter. Dataset can be found
from this link: https://github.com/ShapnaSS/Frontier-market-proj/blob/main/data.rar.
The duration of each dataset is shown in Table 1.

Table 1. List of companies with corresponding durations.

Names of Companies Duration

ABBANK 2018-01-10–2020-12-07

ACIBANK 2018-01-10–2020-12-07

APEXFOOT 2018-02-10–2020-12-07

BANKASIA 2018-01-10–2020-12-07

BATASHOE 2018-01-10–2020-12-02

BERGERPBL 2018-01-10–2020-12-07

BEXIMCO 2018-01-10–2020-12-07

BRACBANK 2018-02-10–2020-12-07

CITYBANK 2018-01-10–2020-12-07

DESCO 2018-01-10–2020-12-07

DHAKABANK 2018-01-10–2020-12-07

DUTCHBANGLABANK 2018-01-10–2020-12-07

Eximbank 2018-01-10–2020-12-02

Fuwangfood 2018-01-10–2020-12-07

IBNSINA 2018-01-10–2020-12-07

IFIC 2018-01-10–2020-12-07

JAMUNABANK 2018-01-10–2020-12-07

KEYACOSMET 2018-01-10–2020-12-07

UTTARABANK 2018-01-10–2020-12-07

GP 2018-01-10–2020-12-07

https://github.com/ShapnaSS/Frontier-market-proj/blob/main/data.rar
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3.2. Volatility Calculation

Volatility is the rate at which the price of a market index increases or decreases for a
given set of returns [24]. It is a measurement of the risk of security. If the daily price of a
particular security fluctuates very rapidly over a long period, that causes high volatility;
on the other hand, if the daily price of a particular security fluctuates very slowly over a
long time, then that causes low volatility. Volatility is measured by calculating the standard
deviation of the daily returns over a given period of time. The period which we have
picked to calculate the volatility can be varied with different purposes or events such as
dividends, splits and financial reports. Some companies may report their events after a
specific period of time [25]. Therefore, one can choose any specific or random periods based
on days, weeks or months. Since the companies we have chosen do not share a common
window, we have therefore taken 21 days of the rolling window for each dataset to maintain
consistency. The events can be taken into account while calculating the volatility. In that
case, the value of the rolling window needs to follow the event period [26,27]. However,
volatility has two types: historical volatility and implied volatility. Historical volatility
measures the fluctuations in the security’s prices in the past. However, historical volatility
is mostly used for predicting future trends based on the previous trends. On the other
hand, implied volatility measures the expected magnitude of a stock’s future price changes.
Unlike the historical volatility, it provides a progressive direction on possible future price
fluctuations. We will use historical volatility for predicting future fluctuations based on
the previous trends in our work. The frontier market lacks the “volatility”parameter, so
the “close price” parameter has been used to calculate the “volatility” parameter. First,
we derived the daily returns from the “close price” parameter. The daily return has been
calculated from the percentage of dollar change in the previous day’s closing price. Lastly,
the “volatility” parameter has been estimated from the standard deviation of daily returns
over a given period of time. The formula for the volatility calculation is shown below [2].

σ =

√√√√√ n

∑
i=1

(xi − µ)2

n− 1
(1)

where σ refers to standard deviation/volatility, x refers to daily returns, µ refers to the
mean of stock observations and n refers to the number of observations in the dataset.

3.3. Performance Metrics

Evaluating a model’s performance is necessary since it explains how close the model’s
predicted outputs are to the corresponding expected outputs. The evaluation metrics are
used to evaluate a model’s performance. However, the evaluation metrics differ with the
types of models. The types of models are classification and regression. Regression refers to
the problem that involves predicting a numeric value, whereas classification refers to the
problem that involves predicting a discrete value. The model of classification problem uses
the accuracy metric for evaluation. Unlike the classification problem model, the regression
problem uses the error metric for evaluating the model. Our dataset contains numerical
values which fall into the regression problem, so we use the error metric to evaluate all
used models. The most commonly used error metrics for evaluating a regression model
are: Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) [28–31].

RMSE: RMSE is a widely used error metric for performance calculation process.
The RMSE can be calculated as follows:

RMSE =

√
1
n

n

∑
i=1

(yi − xi)2 (2)

where, yi refers to predicted values, xi refers to actual values, and n refers to number of
samples. A perfect RMSE value is 0, which means all predicted values match the actual
values. the smaller the RMSE value, the better the accuracy is [32].
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MAE: Unlike the RMSE, the changes in MAE are linear. This is because MAE does
not square the error value in it; instead, the scores increase linearly. The MAE can be
calculated as follows:

MAE = (
1
n
)

n

∑
i=1
|yi − xi| (3)

where, yi refers to predicted value, xi refers to actual value and n refers to number of
samples. Like RMSE, a smaller MAE score indicates better performance of the model.

In a regression problem, most of the evaluation metric verifies how close the predicted
output with the actual value. Therefore, RMSE and MAE are efficient in checking if a
model works well or not. Some less popular metrics, such as the R2 score, have not been
addressed in previous research works [28,33]. Therefore, we have evaluated only using the
RMSE and MAE metrics.

3.4. Methodology

We have analyzed the time series data of twenty different datasets of a frontier market
by training the data with traditional machine learning models such as random forest,
AdaBoost, gradient boosting machine, stacking ensemble and deep learning models such
as CNN, LSTM and BiLSTM. We have calculated the “volatility” parameter and used the
estimated volatility as the input for all the aforementioned models. We split the input
data ‘volatility’ into two parts: 70 percent for training data and 30 percent for testing data.
This section introduces an overview of the algorithms that we have used for making the
prediction. Finally, we have introduced an overview of our proposed model.

3.4.1. Predictive Model: Random Forest

The most popular ensemble methods are bagging, boosting and stacking. Random
forest is a bagging ensemble learning model. The bagging ensemble learning model mostly
considers similar weak learners. The decision tree is used as the weak learner. The random
forest makes predictions for the regression problem by taking the average outcome of all
decision trees [34,35].

3.4.2. Predictive Model: AdaBoost

AdaBoost is a boosting ensemble learning model. The boosting ensemble learning
primarily considers similar weak learners. It also uses the decision tree as the weak learners
and learns them sequentially. Each decision tree learns from the previous model’s mistakes
by increasing the weights of the misclassified data points. Finally, AdaBoost makes a
weighted sum by combining the outputs from the weak learners. The weighted sum is
considered as the final output [36,37].

3.4.3. Predictive Model: Gradient Boosting

Gradient Boosting is a boosting ensemble learning model which uses the decision tree
model as the individual model. The individual model learns from the previous models, but
unlike AdaBoost, gradient boosting calculates residual errors made by the earlier models.
Finally, Gradient Boosting makes predictions by simply adding up the prediction values of
all decision trees [38,39].

3.4.4. Predictive Model: ML Stacking Ensemble

ML Stacking ensemble is a stacking ensemble learning model. Stacking ensemble
mainly considers similar weak learners, sometimes dissimilar weak learners. The model
learns the weak learners parallelly; takes predictions from them, and combines the pre-
dictions to train the meta learner. Finally, the meta learner gives the final prediction. The
model often uses simple linear regression as the meta learner as it can provide a smooth
evaluation of the base models’ prediction. The purpose of the stacking ensemble learning
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model is to improve prediction, and it is capable of performing better than any single model
of ensemble modeling [19,40–43].

3.4.5. Predictive Model: One Dimensional Convolutional Neural Network (1D-CNN)

Convolutional neural network was first introduced by Yann LeCun [44]. Today, one-
dimensional convolutional neural network (1D-CNN) is mostly used in time-series data [45].
1D-CNN architecture has achieved the state-of-the-art for signal processing such as ECG,
fault detection, structural damage detection, and so on [46–54].

In 1D-CNN architecture, the time series data is fed as an input to the input layer
and the input convolves with multiple kernels/filters/weights (w) in the intermediate
convolutional layers (l). A convolution is a linear operation that performs the dot product
operation between the weights and the inputs of the input layers. The weights are assigned
randomly during the convolutional operation, which are responsible for extracting the
input features. The dot product is an element-wise multiplication between the inputs
and the weights, which are then summed, resulting in a single value. The intermediate
convolutional layer consists of n number of neurons, where the linear transformation takes
place through the weighted summation by the weighted scalar [55–57].

Furthermore, 1D-CNNs are advantageous, since the model uses weight sharing, al-
lowing it to converge with fewer parameters. Hence, it makes the 1D-CNN converge
quickly [58].

The proposed model has 64 weights which has been shown in Table 1. The weights
(w1, w2, w3 . . . w64) are shared by both input layer (x1, x2, x3 . . . xn) and output layer
(o1, o2, o3 . . . on). The linear transformation between inputs and weighted scaler occurs
in the following way:

p1 = w1x1 + w2x2 + w3x3 + . . . w64x64

p2 = w1x2 + w2x3 + w3x4 + . . . w64x65

p3 = w1x3 + w2x4 + w3x5 + . . . w64x66

p4 = w1x4 + w2x5 + w3x6 + . . . w64x67

(4)

The scaler outputs (p1, p2, p3 . . . pn) are then passed through a non-linear function.

o1 = g(p1)

o2 = g(p2)

o3 = g(p3)

o4 = g(p4)

(5)

The formula for intermediate transformation layer in 1D-CNN is stated below:

pl
j = bl

j +
nl−1

∑
i=1

conv1D(xl−1
i ∗ wl−1

ij ) (6)

where, pl
j denotes the input, wl−1

ij denotes the weight from the ith neuron at layer l − 1,

xl−1
i denotes the output of the ith neuron at layer, bl

j denotes the bias of the jth neuron at

layer l − 1. pl
j are then passed through a activation function for the intermediate output.

ol
j = g(pl

j) (7)

In multilayer 1D-CNN, o1, o2, o3 . . . on are supposed to be the inputs for the next layer
(l + 1). For a single layer, the outputs will pass through the fully connected layer. Before
passing into the fully connected layer, the network is flattened into a single vector to be used
for the fully connected layer. Therefore, a fully connected layer gives the final probabilities
for every label. This process is known as feed-forward propagation.



Future Internet 2022, 14, 252 8 of 23

Since the weights initialized randomly, the fully connected layer’s final probabilities
have minimal chance of meeting the expected result, which is eventually responsible for
poor accuracy. The neural network develops a cost function that penalizes outputs far
from the expected value. Neural network’s weights are updated with the help of partial
derivatives ∂ f (x)

∂x and chain rule. The whole procedure of updating the weights using
gradient descent is known as backpropagation. Therefore, backpropagation is the fine-
tuning method, which updates each layer’s weights based on the error rate obtained in the
previous iteration. Backpropagation learns the patterns by calculating the gradient of a loss
function with respect to all network weights.

The loss function is shown below:

Lt = ∑
i=1

(oi − yi)
2 (8)

oi refers to the output from the fully connected layer, and yi refers to the expected
outputs.

Partial derivatives are used to define the relationship between the cost function and
each weight. Hence it is possible to update these weights through an iterative process using
gradient descent.

3.4.6. Predictive Model: Long Short-Term Memory (LSTM) Architecture

LSTM is a widely used artificial recurrent neural network (RNN) model to deal with
sequential data. Since LSTM process the single data point and the sequential data points, it
is efficient to train sequential data using LSTM. Some examples of sequential data points are
text dataset, time-series dataset, voice dataset and video dataset. Sequential data maintains
long-term dependencies, whereas LSTM is capable of learning long-term dependencies.
LSTM is a modified version of RNN and RNN is capable of remembering previous data
points. The basic architecture of LSTM is followed by the RNN model. An RNN architecture
consists of three layers: input layer, hidden layer, and output layer [59,60]. The fundamental
state (current state) of RNN architecture is as follows:

ht = f (ht−1, xt; θ) (9)

Here, ht refers to the current hidden state, f refers to the function of the previous
hidden state ht−1 and the current input xt, θ refers to the parameters of that function.

The primary mechanism of an RNN architecture is that the hidden layer’s input is the
current input and output derived from the earlier hidden state. Therefore, the hidden layer
works as conditional neural memory and remembers the sequential data. The process is
shown in a textual format and in Figure 1:

(Input + Previous_Hidden_output) –> Hidden –> Output

h

Input(Inp)

output(O)

h1 h2h2 ht

Inp1

O1 O2 O3 Ot

Inp2 Inp3 Inpt

Figure 1. Recurrent neural network (RNN) structure.

The drawback of the RNN architecture is that it forgets the necessary data when a
very large dataset is used. The nature of time-series data is that the current data depends
on the previous data. Hence, time-series data has long-term dependency over time. The
LSTM model proposed by Hochreiter Long [61] is an improved version of RNN that
can memorize the long-term dependency data by forgetting the unnecessary data and
memorizing the necessary data at every updation step of gradient descent [62]. LSTM



Future Internet 2022, 14, 252 9 of 23

architecture comprises of four parts: a cell, an input gate, an output gate, and a forget
cell [32]. The forget cell forgets the unnecessary data and remembers only the necessary
data. The forget gate is responsible for deciding which information should be discarded
based on the state h(t − 1) and input x(t) at the state c(t − 1). The forget gate’s sigmoid
function keeps all 1s and discards all 0s between 0 and 1 values at each cell state. The
value ‘1’ is considered as the necessary value, and ‘0’ is considered as the unnecessary
value [14,61,63,64]. The equation of the forget gate state is as follows:

ft = σ(W f .[ht−1, xt] + b f ) (10)

where ft refers to the current forget state, σ refers to the sigmoid activation function, W f
refers to the weights of the forget gate, ht−1 refers to the output from the previous hidden
state, xt refers to current input and b f refers to the bias of the forget gate function.

After forgetting the unnecessary value, new values need to be updated in the cell state.
The process has three parts:

1. A sigmoid layer called the “input gate layer” decides which values to update.
2. A tanh layer creates a vector of new candidate values to add to the state.
3. Combination of step 1 and 2 creates an update to the state.

The sigmoid layer state’s equation is:

it = σ(Wi.[ht−1, xt] + bi) (11)

Sigmoid layer from Equation (11) decides which value should be updated; tanh layer
from Equation (12) creates a vector of new candidates for creating a new value to the
state C(t).

The tanh layer’s state equation is:

C̃(t) = tanh(Wc.[ht−1, xt] + bC) (12)

The updation of the new cell at state C(t) occurs by adding C̃(t) ∗ it with Ct−1 ∗ ft.
The updation state’s equation is:

Ct = Ct−1 ∗ ft + C̃(t) ∗ it (13)

Finally, the output is filtered out by a sigmoid Equation (14) and a tanh Equation (15)
function to decide which output needs to be kept.

Ot = σ(Wo.[ht−1, xt] + bo) (14)

ht = Ot ∗ tanh(Ct) (15)

where ht provides the output values for the next hidden layer’s input.

3.4.7. Predictive Model: BiLSTM Architecture

BiLSTM is almost the same as LSTM, except that it allows both forward and backward
propagation. The BiLSTM model was first proposed by GRAVES [65]. LSTM does only
forward propagation. BiLSTM’s architecture learns both from past-to-future data as well
as future-to-past data. This concept makes the architecture more stable as it does not rely
only on past data. Hence, BiLSTM seems to perform relatively better than LSTM. The
structure of the bidirectional LSTM is shown in Figure 2. The backward propagation layer
is mainly a reverse layer of forwarding LSTM. The hidden layer synthesizes both forward
and backward information [66]. Hence, the reverse layer of LSTM is calculated as “the
reverse direction of forward direction”. The BiLSTM network calculation formula is:
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Figure 2. BiLSTM neural network structure.

The formulation [66] of backward propagation is as follows:

h f = f (w f 1xt + w f 2ht−1) (16)

hb = f (wb1xt + wb2ht+1) (17)

where h f is the forward layer output, hb is the reverse layer output.
The hidden layer’s final output is given below:

Oi = g(wo1 ∗ h f + wo2 ∗ hb) (18)

3.5. Proposed Model: Stacking Ensemble Neural Network Architecture

We have developed our proposed model using the stacking ensemble learning strategy.
We have considered heterogeneous weak learners for the base models and linear regression
for the meta-learner to build our proposed model. CNN, LSTM and BiLSTM models
are used for creating the base models. We used the parameter “volatility”to feed into
the architecture.

The proposed model’s data separation process is not the same as the process used in
machine learning and deep learning techniques. The data is separated into three parts:
60 percent for training, 10 percent for validation and 30 percent for testing.

This change is necessary to avoid the overfitting tendency during the meta-learner
training phase. Since the predicted dataset from the Level-0 is already a probability of
expected values, the meta-learner has a high chance of giving the exact probabilities as
Level-0. The combination of the validation dataset and the predicted dataset is used to
train the final model (meta-learner) to avoid overfitting issues. The prediction from Level-1
is the final output. The stacking ensemble takes predicted results from multiple models
and uses the predicted results for a final model (meta-learner) which is the output of the
stacking ensemble model.

The problem with the traditional stacking ensemble method is that the same multiple
models are used for the base model, which gives similar predictions. If the base model
performs poorly on the dataset, there is a high chance of obtaining an overall poor result.
However, the single neural network model has a bias and variance tendency towards the
dataset. So, we go for dissimilar models for creating the base model.

Figure 3 illustrates a high-level schematic representation of the proposed stacking
ensemble of neural network model.

As shown in Figure 3, the architecture has two parts: Level − 0 and Level − 1.
Level − 0 is built with CNN, LSTM and BiLSTM model. The three submodels learn

the data pattern and give three predictions parallelly. Each of the models used in Level − 0
has an equal contribution to the whole model.

Level − 1 is built with one linear regression; this is also called the meta-learner of the
architecture. The predicted outputs from Level 0 are used as input for the meta-learner in
Level-1. The meta learner best guesses the final outputs based on the predicted outputs
from Level-0. The meta learner refers to a model that can rapidly learn a new pattern
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or adapt to new datasets with a few training examples. The linear regression works as a
meta learner; the meta learner learns the pattern that has already been learned from three
different models. Hence, the model can learn utterly new data very well and can provide a
satisfactory result.

CNN

LSTM

BiLSTM

Meta-model
Training

set 

Level-0 Level-1

Prediction-1

Prediction-2

Prediction-3

New
Training

set
consists
of  three

predictions
from Leve-

0

Final
prediction
from level-

1

Figure 3. Modified stacking ensemble of neural network model.

4. Result and Discussion

Our proposed model worked best on twenty different companies’ datasets of a frontier
market. Using our dataset, we have trained four machine learning ensemble models, such
as Random Forest, AdaBoost, GradientBoosting, Xgboost, and ML stacking ensemble,
then three deep learning models such as CNN, LSTM, and BiLSTM, and finally, with our
proposed stacking ensemble neural network model. The results in Table 2 have shown
that the machine learning ensemble models have provided substantial RMSE errors. We
have achieved the highest RMSE error of 15.489 and the highest MAE error value of
15.416 using the machine learning models. The machine learning models’ error rates are
higher than the neural network and our proposed models’ error rates. CNN works well
on some of the data patterns, but not all. For instance, companies such as ACIBANK,
BANKASIA, DESCO, DHAKABANK, EXIMBANK, GP, IBNSINA, IFIC, JAMUNABANK
and UTTARABANK have lower RMSE error percentages of 2.3866, 0.6713, 1.5500, 0.8770,
0.8822, 1.6824, 1.4132, 1.1520, 1.0167, and 1.3121, respectively. On the other hand, compa-
nies such as ABBANK, APEXFOOD, BATASHOE, BERGERPBL, BEXIMCO, BRACBANK,
CITYBANK, DUTCHBANGLABANK, FUWANGFOOD and KEYACOSMET have higher
RMSE error percentages of 3.6829, 5.4682, 6.3256, 5.4822, 5.8887, 4.3199, 3.2923, 11.5777,
3.6536, and 6.8706, respectively. LSTM and BiLSTM models also show inconsistent results
over the datasets. LSTM performed better on ACIBANK, BANKASIA, BRACKBANK,
CITYBANK, DESCO, DHAKABANK, EXIMBANK, GP, IBNSINA, IFIC, JAMUNABANK
and UTTARABANK with an error rate of 1.2314, 0.4191, 2.7113, 1.8324, 0.9894, 1.0917,
1.04872, 0.9660, 1.6709, 1.8123, 0.4649 and 0.9504, respectively, and performed poorly on
ABBANK, APEXFOOT, BATASHOE, BERGERPBL, BEXIMCO, DUTCHBANGLABANK,
FUWANGFOOD and KEYACOSMET with RMSE error rates of 3.8222, 4.7450, 7.7107, 5.4605,
5.3503, 15.2332, 4.4977, and 5.8391. BiLSTM provides satisfactory results on ACIBANK,
APEXFOOT, BANKASIA, BATASHOE, BEXIMCO, CITYBANK, DESCO, DHAKABANK,
EXIMBANK, FUWANGFOOD, GP, IBNSINA, IFIC, JAMUNABANK, and UATTARABANK
with the RMSE error rates of 0.2280, 1.3357, 0.4956, 1.5567, 2.5656, 2.7964, 0.7367, 1.6444,
0.4895, 2.2982, 1.0760, 1.0107, 1.8714, 0.7879 and 0.6997, respectively, and unsatisfactory
result on ABBANK, BERGERPBL, BRACBANK, DUTCHBANGLABANK and KEYACOS-
MET with RMSE error rates of 3.9660, 4.4781, 4.0452, 10.1262 and 8.4249, respectively.
These results show that BiLSTM performs comparatively better than CNN and LSTM.
The main problem is that none of the traditional models confirm that they can precisely
predict every dataset. The randomness in the result proves that we cannot rely on those
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models. However, our proposed model provides a satisfactory result for every company:
ABBANK, ACIBANK, APEXFOOT, BANKASIA, BATASHOE, BERGERPBL, BEXIMCO,
BRACBANK, CITYBANK, DESCO, DHAKABANK, DUTCHBANGLABANK, EXIMBANK,
FUWANGFOOD, GP, IBNSINA, IFIC, JAMUNABANK, KEYACOSMET and UTTARA-
BANK had RMSE error rates of 0.6766, 1.1880, 1.0634, 0.8139, 0.9859, 0.4721, 0.6300, 2.1705,
0.7283, 0.8349, 0.5206, 1.0317, 1.0317, 2.5696, 2.5696, 0.9153, 0.3626, 0.5614, 1.0614 and 0.6741,
respectively, which clearly evidence that it maintains consistent results on every dataset.
Moreover, our model can maintain high accuracy on multiple data patterns as we have
achieved the RMSE and MAE error values between 0 < result < 3 for all the datasets. Our
proposed model has shown a consistent low error rate and outstanding accuracy as the
RMSE value has remained below 2.

Table 2. Experiment results obtained from 20 different companies’ stock price datasets of a frontier
market using deep learning models such as CNN, LSTM, BiLSTM and our proposed STacking
Ensemble of Neural Network model.

Dataset Deep Learning Models RMSE MAE

ABBANK

CNN 3.6829 3.4811
LSTM 3.8222 3.7760
BiLSTM 3.9660 3.9122
Proposed Stacking Ensemble of Neural Network 0.6766 0.5116

ACIBANK

CNN 2.3866 1.8764
LSTM 1.2314 0.9824
BiLSTM 0.2280 0.1931
Proposed Stacking Ensemble of Neural Network 1.1880 0.8805

APEXFOOT

CNN 5.4682 5.3320
LSTM 4.7450 4.5975
BiLSTM 1.3357 1.0584
Proposed Stacking Ensemble of Neural Network 1.0634 0.9504

BANKASIA

CNN 0.6713 0.5675
LSTM 0.4191 0.3472
BiLSTM 0.4956 6.8461
Proposed Stacking Ensemble of Neural Network 0.8139 0.6806

BATASHOE

CNN 6.3256 6.0763
LSTM 7.7107 7.5957
BiLSTM 1.5567 1.3306
Proposed Stacking Ensemble of Neural Network 0.9859 0.7908

BERGERPBL

CNN 5.4822 5.4256
LSTM 5.4605 5.3972
BiLSTM 4.4781 4.4417
Proposed Stacking Ensemble of Neural Network 0.4721 0.3812

BEXIMCO

CNN 5.8887 5.8245
LSTM 5.3503 5.3172
BiLSTM 2.5656 2.5383
Proposed Stacking Ensemble of Neural Network 0.6300 0.4795

BRACBANK

CNN 4.3199 3.7514
LSTM 2.7113 2.3612
BiLSTM 4.0452 3.3964
Proposed Stacking Ensemble of Neural Network 2.1705 2.4467

CITYBANK

CNN 3.2923 3.1774
LSTM 1.8324 1.7528
BiLSTM 2.7964 2.7133
Proposed Stacking Ensemble of Neural Network 0.7283 0.6993

DESCO

CNN 1.0141 0.8770
LSTM 0.9895 0.8442
BiLSTM 0.7367 0.5795
Proposed Stacking Ensemble of Neural Network 0.8349 0.8349

DHAKABANK

CNN 1.5500 0.8770
LSTM 1.0917 1.0176
BiLSTM 1.6444 1.4745
Proposed Stacking Ensemble of Neural Network 0.5206 0.5206
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Table 2. Cont.

Dataset Deep Learning Models RMSE MAE

DUTCHBANGLABANK

CNN 11.5777 11.4175
LSTM 15.2332 15.1668
BiLSTM 10.1262 10.0926
Proposed Stacking Ensemble of Neural Network 1.0317 0.9021

EXIMBANK

CNN 0.8822 0.7254
LSTM 1.04872 0.8899
BiLSTM 0.4895 0.3822
Proposed Stacking Ensemble of Neural Network 0.4631 0.4093

FUWANGFOOD

CNN 3.6536 2.7259
LSTM 4.4977 3.5727
BiLSTM 2.2982 1.8985
Proposed Stacking Ensemble of Neural Network 2.5696 2.444

GP

CNN 1.6824 1.4521
LSTM 0.9660 0.7848
BiLSTM 1.0760 0.9343
Proposed Stacking Ensemble of Neural Network 0.5970 0.4611

IBNSINA

CNN 1.4132 1.2915
LSTM 1.6709 1.5288
BiLSTM 1.0107 0.8399
Stacking Neural Network Ensemble 0.9153 0.9659

IFIC

CNN 1.1520 0.9446
LSTM 1.81234 1.5902
BiLSTM 1.8714 1.8041
Proposed Stacking Ensemble of Neural Network 0.3626 0.3682

JAMUNABANK

CNN 1.0167 0.8089
LSTM 0.4649 0.3752
BiLSTM 0.7879 0.6579
Proposed Stacking Ensemble of Neural Network 0.5614 0.5526

KEYACOSMET

CNN 6.8706 6.6129
LSTM 5.8391 5.7513
BiLSTM 8.4249 8.3693
Proposed Stacking Ensemble of Neural Network 1.0614 0.9095

UTTARABANK

CNN 1.3121 1.0543
LSTM 0.9504 0.7705
BiLSTM 0.6997 0.5853
Proposed Stacking Ensemble of Neural Network 0.6741 0.6611

Table 3 provides the representation of RMSE and MAE error values obtained from
20 different datasets of a frontier market using machine learning ensemble models such as
RandomForest, AdaBoost, GradientBoosting and ML stacking Ensemble Learning.

Table 3. Experiment results obtained from 20 different companies’ stock price datasets of a frontier
market using machine learning models such as RandomForest, AdaBoost, GradientBoosting and ML
stacking Ensemble Learning.

Dataset Machine Learning Models RMSE MAE

ABBANK

ML ensemble method (RandomForest) 4.3384 4.2509
ML ensemble method (AdaBoost) 6.1229 6.0434
ML ensemble method (GradientBoosting) 6.9083 6.8461
ML Stacking Ensemble Learning 5.1710 4.8450

ACIBANK

ML ensemble method (RandomForest) 2.3326 1.6824
ML ensemble method (AdaBoost) 2.7053 2.0491
ML ensemble method (GradientBoosting) 2.4149 1.8078
ML Stacking Ensemble Learning 1.9230 1.6032
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Table 3. Cont.

Dataset Machine Learning Models RMSE MAE

APEXFOOT

ML ensemble method (Randomforest) 6.6466 6.4764
ML ensemble method (AdaBoost) 7.3927 7.2382
ML ensemble method (GradientBoosting) 7.6668 7.526
ML Stacking Ensemble Learning 5.2078 5.0352

BANKASIA

ML ensemble method (RandomForest) 0.4049 0.3000
ML ensemble method (AdaBoost) 0.4208 0.2945
ML ensemble method (GradientBoosting) 0.4052 0.2987
ML Stacking Ensemble Learning 0.6428 0.4658

BATASHOE

ML ensemble method (RandomForest) 6.2606 5.9338
ML ensemble method (AdaBoost) 7.1886 6.9948
ML ensemble method (GradientBoosting) 6.0615 5.7666
ML Stacking Ensemble Learning 5.7256 5.6674

BERGERPBL

ML ensemble method (RandomForest) 5.3535 5.2818
ML ensemble method (AdaBoost) 7.8242 7.7765
ML ensemble method (GradientBoosting) 6.6984 7.0529
ML Stacking Ensemble Learning 4.9378 4.8600

BEXIMCO

ML ensemble method (RandomForest) 6.4896 6.3802
ML ensemble method (AdaBoost) 7.1802 7.0570
ML ensemble method (GradientBoosting) 7.1802 7.5636
ML Stacking Ensemble Learning 9.5758 9.5000

BRACBANK

ML ensemble method (Randomforest) 5.8722 4.4277
ML ensemble method (AdaBoost) 6.3241 4.8102
ML ensemble method (GradientBoosting) 7.1432 5.7192
ML Stacking Ensemble Learning 6.5281 5.6115

CITYBANK

ML ensemble method (Randomforest) 3.6603 3.5544
ML ensemble method (Adaboost) 5.1566 5.0716
ML ensemble method (GradientBoosting) 4.5469 4.4633
ML Stacking Ensemble Learning 3.6076 3.5365

DESCO

ML ensemble method (Randomforest) 1.0350 0.8394
ML ensemble method (Adaboost) 1.6060 1.3092
ML ensemble method (GradientBoosting) 1.1690 0.9720
ML Stacking Ensemble Learning 0.9726 0.8290

DHAKABANK

ML ensemble method (RandomForest) 1.4607 1.2543
ML ensemble method (AdaBoost) 1.7555 1.6016
ML ensemble method (GradientBoosting) 1.6657 1.4554
ML Stacking Ensemble Learning 1.6992 1.5735

DUTCHBANGLABANK

ML ensemble method (RandomForest) 15.4895 15.4166
ML ensemble method (AdaBoost) 18.8228 18.7540
ML ensemble method (GradientBoosting) 14.9011 14.8032
ML Stacking Ensemble Learning 20.4852 20.4260

Eximbank

ML ensemble method (Randomforest) 0.9836 0.8807
ML ensemble method (Adaboost) 1.4827 1.3170
ML ensemble method (GradientBoosting) 1.2541 1.0899
ML Stacking Ensemble Learning 0.7287 0.6072

Fuwangfood

ML ensemble method (RandomForest) 7.3138 6.1929
ML ensemble method (AdaBoost) 7.5585 6.2670
ML ensemble method (GradientBoosting) 9.7713 8.6078
ML Stacking Ensemble Learning 5.2664 4.5548

IBNSINA

ML ensemble method (RandomForest) 1.3931 1.1716
ML ensemble method (AdaBoost) 1.5116 1.2887
ML ensemble method (GradientBoosting) 1.4613 1.2196
ML Stacking Ensemble Learning 1.2653 1.0263

IFIC

ML ensemble method (Randomforest) 3.5166 3.4134
ML ensemble method (AdaBoost) 3.8412 3.7434
ML ensemble method (GradientBoosting) 4.2209 4.0965
ML Stacking Ensemble Learning 2.9332 2.8153
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Table 3. Cont.

Dataset Machine Learning Models RMSE MAE

JAMUNABANK

ML ensemble method (RandomForest) 0.3725 0.2716
ML ensemble method (AdaBoost) 0.4013 0.2725
ML ensemble method (GradientBoosting) 0.5965 0.4986
ML Stacking Ensemble Learning 0.5364 0.4164

KEYACOSMET

ML ensemble method (RandomForest) 6.7334 6.4327
ML ensemble method (AdaBoost) 7.7225 7.4159
ML ensemble method (GradientBoosting) 8.1252 7.5307
ML Stacking Ensemble Learning 9.0140 8.8783

UTTARABANK

ML ensemble method (RandomForest) 0.9987 0.6482
ML ensemble method (AdaBoost) 1.0256 0.6621
ML ensemble method (GradientBoosting) 1.0327 0.6583
ML stacking Ensemble Learning 0.9832 0.7307

Table 2 provides the representation of RMSE and MAE error values obtained from
twenty different datasets of a frontier market using deep learning models such as CNN,
LSTM and Bi-LSTM and our proposed stacking ensemle of neural network model.

Earlier, several ensemble learning methods have been proposed in the literature
for analyzing the time series data. X. Qiu et al. [19] developed an ensemble learning
model with a different number of epochs using the same feedforward back-propagation
neural networks (FNN) model and experimented on electricity load demand datasets such
as Mackey–Glass, NSW, SA, TAS, CART, FAD and CH. They compared their proposed
model’s result with traditional machine learning and deep learning models such as support
vector regression (SVR), feedforward neural network (FNN), deep belief network (DBN)
and ensemble feedforward neural network (ENN). The RMSE results shown in Table 4
confirm that their proposed model works better than the aforementioned traditional models.
However, the results they received show no significant difference. Therefore, a small
difference does not create any novelty in this research area.

Table 4. RMSE Results derived from existing work.

Dataset Name SVR FNN DBN ENN Proposed

Mackey- Glass 0.0024 0.002 0.0018 0.0226 0.0015

NSW 74.3053 95.8105 90.2061 78.6394 72.2545

SA 44.6742 38.8585 35.9375 34.9473 30.5989

TAS 20.1068 19.7952 19.9187 19.9034 19.7580

CART 0.0406 0.0420 0.0412 0.0428 0.0403

FAD 0.0339 0.0349 0.0320 0.0315 0.0313

CH 0.1637 0.1803 0.1773 0.1615 0.1508

S. Li et al. [22] developed a hybrid convolutional neural network for environmental
sound recognition. They stacked the model with two models, MelNet [67] and RawNet [68].
Each of the models contains five convolutional neural networks and a fully connected layer.
They used the accuracy evaluation metric and evaluated this model on three datasets such
as ESC-10, ESC-50 and Urbansound8k, which are audio signal datasets. They achieved
an accuracy of 91.4 percent for MelNet, which is 9.9 percent and 4.5 percent higher than
the accuracy (81.5 percent) of previous work Piczak’s [69]. Finally, they evaluated the
algorithms on the Urbansound8k dataset. The accuracy of MelNet is 90.2 percent, which is
also higher than the 73.7 percent accuracy of Piczak [69] and the 79 percent of Salamon and
Bello [70]. The concept of their developed model is similar but not identical to ours. The
evaluation metric and dataset differ significantly from the regression problem metric and
time series dataset.

Carta et al. [20] developed a stacking ensemble learning with hundreds of deep
learning decisions, provided by a large number of CNNs trained with historical market
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data encoded into GAF images and used them as input for a reinforcement meta learner
classifier. Finally, they use meta learner for final prediction. Though they have improved
the result, the approach they have followed is basically for the classification problem.

The problems with the existing models are showing biased results on a particular
dataset and weak learners. Varying only the parameters is not a good approach since each
parameter can work differently on a different dataset. Moreover, single models are not
capable of working well on multiple datasets. Therefore, we have developed our model by
taking account of those issues. We have developed a completely new deep learning model
for the regression and classification problem and experimented on a time-series dataset
that falls under the regression problem. Since our developed model has not been reported
yet, we have shown comparative analysis with the existing models and found that our
model significantly reduces the value of error metrics.

4.1. Predicted Results

The predicted results of twenty selected datasets of Bangladesh frontier market are
shown in Figures 4 and 5. The CNN, LSTM, BILSTM and proposed models’ results are
individually plotted on the test dataset.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Cont.
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(j)

Figure 4. Comparison between original and predicted volatility obtained from jupyter notebook using
all models and methods of the last 30 days (a) Of company ABBANK. (b) Of company ACIBANK.
(c) Of company APEXFOOT. (d) Of company BANKASIA. (e) Of company BATASHOE. (f) Of
company BERGERPBL. (g) Of company BEXIMCO. (h) Of company BRACBANK. (i) Of company
CITYBANK. (j) Of company DESCOBANK.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5. Cont.



Future Internet 2022, 14, 252 18 of 23

(j)

Figure 5. Comparison between original and predicted volatility obtained from jupyter notebook
using all models and methods of the last 30 days (a) of company DHAKABANK. (b) Of company
DUCTHBANGLABANK. (c) Of company EXIMBANK. (d) Of company FUWANGFOOD. (e) Of
company GP. (f) Of company IBNSINA. (g) Of company IFICBANK. (h) Of company JAMUNA
BANK. (i) Of company KEYACOSMET. (j) Of company UTTARABANK.

4.2. Forecasting Results

The forecasting results for 20 frontier market datasets are shown in Figures 6 and 7.
Future 10 days of risk factor is forecasted using our proposed model.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6. Cont.
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(j)

Figure 6. Forecasting results of volatility obtained from jupyter notebook using our proposed
model for the next 10 days (a) of constituent ABBANK. (b) Of company ACIBANK. (c) Of company
APEXFOOT. (d) Of company BANKASIA. (e) Of company BATASHOE. (f) Of company BERGERPBL.
(g) Of company BEXIMCO. (h) Of company BRACBANK. (i) Of company CITYBANK. (j) Of company
DESCOBANK.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7. Cont.
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(j)

Figure 7. Forecasting results of volatility obtained from jupyter notebook using our proposed model
for the next 10 days (a) of company DHAKABANK. (b) Of company DUCTHBANGLABANK.
(c) Of company EXIMBANK. (d) Of company FUWANGFOOD. (e) Of company GP. (f) Of company
IBNSINA. (g) Of company IFICBANK. (h) Of company JAMUNA BANK. (i) Of company KEYACOS-
MET. (j) Of company UTTARABANK.

5. Conclusions

Our paper has shown a new approach for predicting the risk factor of any company in
a frontier market. The approach is useful for a frontier market as it shows both the processes
of finding the missing parameter named “volatility”, which does not exist in this market,
and predicting the risk factor using the estimated “volatility” parameter. The prediction
process is helpful for investors who invest money in this market as well as in other frontier
markets. The volatility prediction may help investors to increase their profit since the high
and low volatility indicate a significant fluctuation from the regular prices. The investors
can obtain an idea of the future risk of the frontier market that will allow them to invest
carefully. The machine learning models are capable of capturing the pattern of the risk
factor depending on the parameter “volatility”. After capturing the pattern, the model can
give future predictions. It should be noted that the future prediction values can be reliable
only if the model performs well. The measurement of the correctness of a model can be
evaluated with the help of evaluation metrics. In our paper, we have used RMSE and MSE
metrics to evaluate all the models. The metric evaluation result shows that our proposed
model performs best among all the machine learning models, which is not more than
RMSE and MAE values of 2.5696 and 2.444 percent, respectively. However, the traditional
machine learning models give very high RMSE and MAE error rates, which are 20.4852 and
20.4260 percent, respectively. The deep learning models also provide a high rate of RMSE
and MAWE value such as the traditional machine learning models, e.g., 15.2332 and 15.1668
percent; for such cases, our proposed model reduces the error rate significantly and gives
an error rate no more than the value of 3. Therefore, our model is capable of providing very
high accuracy even if traditional models fail to do that. The reason for showing the poor
result of the traditional machine learning models is that a single machine learning or deep
learning model has the tendency of bias and variance issues. We have tried to overcome
the issues and achieved a satisfactory result, which concludes that our proposed model can
be useful for predicting the risk factor of the frontier market with high accuracy. Since the
topic of predicting the risk factor of the frontier market is fully undiscovered, we have tried
to contribute in this area by showing the process of calculating the “volatility” parameter,
by making a comparative work using several machine learning and deep learning models
and by developing a new stacking ensemble of neural network model. We believe that by
following our work, future researchers might be motivated to contribute in this area, which
will help the area to be considered as a big and an important part of future investigations.
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