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Abstract: To address the shortcomings of existing deep learning models and the characteristics
of microblog speech, we propose the DCCMM model to improve the effectiveness of microblog
sentiment analysis. The model employs WOBERT Plus and ALBERT to dynamically encode character-
level text and word-level text, respectively. Then, a convolution operation is used to extract local
key features, while cross-channel feature fusion and multi-head self-attention pooling operations are
used to extract global semantic information and filter out key data, before using the multi-granularity
feature interaction fusion operation to effectively fuse character-level and word-level semantic
information. Finally, the Softmax function is used to output the results. On the weibo_senti_100k
dataset, the accuracy and F1 values of the DCCMM model improve by 0.84% and 1.01%, respectively,
compared to the best-performing comparison model. On the SMP2020-EWECT dataset, the accuracy
and F1 values of the DCCMM model improve by 1.22% and 1.80%, respectively, compared with the
experimental results of the best-performing comparison model. The results showed that DCCMM
outperforms existing advanced sentiment analysis models.

Keywords: dynamic character and word encoding; multi-head self-attention pooling; multi-granularity
feature interactive fusion; microblog sentiment analysis

1. Introduction

In recent years, Internet social media platforms have emerged rapidly, and because of
their advantages of rapid dissemination, wide audience, and ease of use, more and more
Internet users are choosing to use Internet social platforms to express their opinions and
exchange information, resulting in a huge amount of text data with emotional overtones.
In particular, Microblog, as the world’s largest Chinese social platform, has become an
important way for the public to express their emotions, opinions, and attitudes [1]. Ac-
cording to Microblog’s Q4 2021 earnings report, Microblog reached 573 million monthly
active users by the end of Q4 2021, up 10% year-on-year, and 249 million daily active
users, up 11% year-on-year. Due to the popularity of Microblog and the low threshold
for posting information, the discourse on this social media platform provides the most
up-to-date and extensive information. Therefore, sentiment analysis based on microblogs
has always been a hot topic for research. By analyzing the sentiment of microblogs and
mining valuable information, we can obtain information about people’s preferences for
specific products, and their concerns and emotional changes regarding government policies
or social phenomena. This is important for enterprise product marketing, online opinion
monitoring and analysis, national and social security, etc. [2].

However, there are significant differences between microblog sentiment texts and
ordinary texts: microblog sentiment texts have a large number of “different meanings for
the same word”; they are more colloquial and contain many Internet buzzwords with a
higher degree of irregularity; and they are shorter and contain limited information, which
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requires a higher level of ability in semantic understanding within the model. All these
present considerable challenges in microblog sentiment analysis [3].

Lexicon and traditional machine learning are the main approaches used in early
microblog sentiment analysis studies. Although lexicon and rule-based methods are simple,
easy to implement, and perform rapid classification, their accuracy depends on the quality
of the sentiment lexicon and the rationality of the manually designed rules. It requires
extensive manual intervention; thus, the actual classification effect is not ideal [4]. Sentiment
analysis methods based on traditional machine learning need to extract feature information
from the text and then use classification algorithms to classify the sentiment polarity of
the text, generally using three classification algorithms: Naive Bayes (NB), Support Vector
Machine (SVM), and Maximum Entropy (ME) [5]. Although the effect of these methods
is better than when using lexicon-based sentiment analysis methods, their generalization
ability is poor and their accuracy decreases rapidly with increasing data volume and the
emergence of various new language scenarios.

In recent years, the application of deep learning models to solve sentiment analysis
problems has gradually become the norm with the rapid development of deep learning [6].
By training deep learning networks and automatically adjusting their weighting parameters,
large-scale data can be processed efficiently with superior accuracy and time and effort
savings. The task of text sentiment analysis can be efficiently accomplished using deep
learning networks. The advantages of using deep learning models for the sentiment
analysis of microblogs are obvious when compared with earlier sentiment analysis methods.
However, due to the characteristics of microblog texts, which require models with a high
level of semantic understanding, there are still some shortcomings in existing models with
respect to accomplishing the task of sentiment analysis in microblogs.

First, the accuracy of the text coding of most existing models needs to be improved.
Most of the commonly used text representation methods focus only on character-level
or word-level features. In recent years, models that combine character-level and word-
level text features have appeared one after another; for example, Jin et al. [7] used CNN
(Convolutional Neural Network) for feature extraction of word-level text after completing
word text embedding, a Bi-GRU (Bidirectional Gated Recurrent Unit) combined with the
attention mechanism for feature extraction of word-level text, and finally fused the two
to enhance the effect. Zhang [8] et al. adopted dynamic encoding for character-level text
and static encoding for word-level text, using a dual-channel network to complete a named
entity recognition task, etc. The above studies prove that joint character- and word-level
text features can indeed improve model performance, but the dynamic encoding is not used
for all features when they are encoded. Although the existing deep learning models have
become more comprehensive in obtaining text information, the accuracy of text coding still
needs to be improved.

Second, the existing models use a combination of CNN and RNN (Recurrent Neural
Network) to make full use of the local and global semantic information in the text, which
is time-consuming. CNN has excellent local learning ability but cannot obtain global
semantic information. RNN can capture the global information of the input sequence,
but local key feature acquisition ability is poor. To solve this problem, Hu et al. [9] used
multi-channel modeling to combine CNN with Bi-LSTM to improve the effect of text
classification in medical records. Yan [10] et al. fused CNN with BiGRU as a way to achieve
sentiment analysis of text. Although the above models can obtain both the local and global
semantic information in a text, they have a high time cost due to the complex structure of
RNN models.

Third, existing models have typically adopted pooling strategies to reduce the parame-
ters and speed up model convergence, but the ordinary pooling approach has the drawback
of losing key text information. Max-pooling [11] and average-pooling [12] are the two most
common pooling approaches in the existing deep learning models. Max-pooling filters
the salient features in the text and discards other non-significant features, while average-
pooling averages the text features. However, neither the salient nor average features are the
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most key features of the text. Using the above pooling approaches will result in the loss of
some important information, and are not able to achieve dynamic optimization of features.

Fourth, existing character–word association feature models mostly use direct splicing
or simple summation to integrate character-level and word-level information, making it dif-
ficult to achieve effective utilization and fusion of character–word features. Tong et al. [13]
and Chen et al. [14] used simple splicing to fuse the word information of text. The word-
level information and character-level information contained in a text are complementary to
each other, and the importance of both varies in different contexts, so existing methods of
combining character-level and word-level information are not appropriate.

To improve the effectiveness of microblog sentiment analysis, we propose a mi-
croblog sentiment analysis model (DCCMM) based on Dynamic Character and Word
Encoding, CNN, Cross-Channel Feature fusion, Multi-Head Self-Attention Pooling, and
Multi-Granularity Feature Interaction Fusion.

The innovations of this paper are as follows.

1. To cope with the frequent occurrence of multiple meanings and the limited informa-
tion contained in microblog text, and to solve the problems of the inaccuracy and
incompleteness of the information presented by existing text coding methods, we pro-
pose a dual-stream dynamic coding method for characters and words, using WOBERT
Plus and ALBERT to achieve word-level dynamic embedding and character-level
dynamic embedding of text, respectively, so that the model is able to obtain more
comprehensive and accurate semantic information.

2. To cope with the irregularity of microblog text and its high requirement for model
semantic understanding, and to solve the problem of the high time cost required
for combining CNN and RNN to extract local and global semantic information, we
use multi-scale convolutional kernels to extract local key features with different
levels of granularity and propose the combination of cross-channel feature fusion
and multi-head self-attention to extract global semantic information. The multi-
scale convolutional kernel can reduce the adverse effects caused by the high degree
of microblog irregularity, and the multi-head self-attention mechanism can realize
parallel operations and reduce the training time of the model. The above algorithm
extracts both the local key features and global semantic information in the text, which
improves the semantic understanding of the model and reduces the time required for
model convergence.

3. To cope with the limited information contained in the microblog text and its high
requirements with respect to model semantic understanding, and to solve the problem
of the loss of key features in the pooling layer employed by most existing models, we
propose a new pooling method: multi-head self-attention pooling, so that the model
can adaptively extract key features that affect the results of microblog sentiment
analysis, instead of the salient or mean features. The model fully considers the
contribution of each feature to the final result, in order to improve the effectiveness of
the sentiment analysis of the model.

4. To cope with the short length and limited content of microblog data, and to solve
the problem whereby existing models cannot effectively utilize and fuse textual
information at the character and word levels, we propose the multi-granularity feature
interaction fusion mechanism to enhance the interactivity between character-level and
word-level information, thus achieving complementary character-level and word-level
information, strengthening the proportion of important information, and filtering out
noise, resulting in the output of higher quality joint character-level and word-level
feature information. This can improve the model’s perception of sentiment polarity,
helping the model better cope with the limited information contained in microblog
texts and improving the effectiveness of microblog sentiment analysis.

The rest of this article is organized as follows. Section 2 introduces the related key
technologies. Section 3 gives an overview of our proposed method and describes the key
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content of our method. The experimental results and discussion are presented in Section 4.
Finally, Section 5 concludes this article.

2. Related Key Technologies
2.1. Text Feature Representation Techniques

The Word2vec word embedding language model can be used to transform the text
after word separation into static word vectors, and the distance between vectors represents
the semantic relatedness between words. A major drawback of this model, however, is that
it cannot take into account the influence of context on word vectors [15]. For this reason,
dynamic word vectors were created. Among them, the most representative is the BERT [16]
pre-training language model, proposed by combining the advantages of ElMo [17] and
GPT [18], which realizes the encoding of text with dynamic vectors, and the generated
vectors can be adjusted in time according to different contexts. It can effectively deal with
the problem of “polysemy”. However, the model can only dynamically encode word-level
text, and the time and resources consumed for training are significant. In response to the
above drawbacks of the BERT model, Lan et al. [19] proposed the ALBERT model, which
applies embedded layer factorization and cross-layer parameter sharing to significantly
reduce the number of parameters and replaces the NSP task in the BERT model with an
SOP task to improve the model’s understanding of the information in the text. To solve the
problem of unregistered words, Liu et al. [20] proposed the RoBERTa model by encoding
bytes. Cui et al. [21] proposed the BERT-wwm model by replacing the original masking
only of sub-words with a full-word mask. Joshi et al. [22] designed and implemented
a sub-word-level pre-training method and proposed the SpanBERT model by randomly
adding masks to neighboring sub-words instead of masking individual words.

However, the above RoBERTa, BERT-wwm, and SpanBERT models were all mod-
els that were designed and improved based on the characteristics of English words. In
2020, Jianlin Su et al. [23] proposed the word-based Chinese pre-trained language model
WOBERT; using Chinese words as the processing unit can reduce the length of the model
sequence and increase the processing speed of the text model. In addition, Chinese words
are rich in semantic information and low in uncertainty compared to characters. The
complexity of the model was reduced, while not reducing its performance. In March 2021,
based on the WOBERT model, the word list was reconstructed and the training method was
improved, resulting in the proposed WOBERT Plus model, which further improved the
coding accuracy of Chinese words [24]. WoBERT Plus modifies the previous word splitting
operation when processing input text in Chinese word units. It adds a “pre-tokenizer” oper-
ation to avoid forcing Chinese characters to be separated by spaces in the previous splitting
operation. Therefore, the WoBERT Plus model can experiment with dynamic encoding
of Chinese word-level text. Therefore, facing the task of sentiment analysis of Chinese
microblog speech, we use ALBERT to complete the character embedding of the text and
WOBERT Plus to complete the word embedding of the text, and a dual-stream information
dynamic coding method is adopted to extract comprehensive and accurate information.

2.2. Attention Mechanism

Attention mechanisms are widely used in various fields of artificial intelligence, and
their principle is to improve a model’s ability to capture important features by adjusting
the weight parameters so that the model focuses on key features and automatically ignores
noise present in the information [25]. Whether in speech recognition, sentiment analysis,
image processing, or another task, attention mechanism has now become one of the most
noteworthy core techniques of deep learning. Sangeetha et al. [26] used a multi-head
attention layer to further adjust the encoding information of the text after the embedding
layer, and then used LSTM to learn global semantic information from the text, improving the
performance of the model in a student emotion recognition task. India et al. [27] proposed
a new deep learning model by combining the multi-head self-attention mechanism with
CNN to improve the effect of speech recognition. Fang et al. [28] fused the word embedding
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matrix with the word vector matrix, processed by the multi-head self-attention mechanism,
followed by feature extraction using CNN to improve the recognition of fake news.

In recent years, graph convolutional networks have gradually been applied in the field
of natural language processing with good results. YAO et al. [29] used graph convolutional
networks for text classification and demonstrated that the model was still robust in the face
of small amounts of data. Chi et al. [30] used graph convolutional networks to augment
paraphrase generation.

However, Jiang et al. [31] found that graph convolutional networks could be said, to
some extent, to be a special form of self-attention mechanism by means of reasoning and
demonstration, and conducted comparative experiments on text classification tasks under
the same conditions. The performance of the model using the self-attention mechanism
was significantly better than that of the comparative model using graph convolutional
networks, which proves that the performance of the self-attention mechanism is better than
that of graph convolutional networks in the field of text classification. The self-attention
mechanism adjusts the weight parameters by paying attention to the relationship between
characters or words at different positions in the text sequence, to obtain an interactive
representation of the sequence, as well as its global semantic information. Multi-head
self-attention employs multiple self-attention modules in parallel, integrating information
from different levels, resulting in more comprehensive and diverse data features being
obtained. The microblog sentiment analysis problem is essentially a text classification
problem, so we decided to improve the multi-head self-attention mechanism to complete
the microblog sentiment analysis task.

3. DCCMM Microblog Sentiment Analysis Model

As shown in Figure 1, the DCCMM model consists of the dual-stream dynamic coding
layer, the convolution layer, the cross-channel feature fusion layer, the multi-head self-
attention pooling layer, the multi-granularity feature interaction fusion layer, and the
Softmax classification and output layer.
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Figure 1. DCCMM model diagram.

(1) Dual-Stream Dynamic Coding Layer: We propose a dual-stream dynamic encoding
method for characters and words to deal with the frequent occurrence of polysemy and
the limited information contained in microblog remarks, and to solve the problems of
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inaccurate text encoding and incomplete information. WOBERT Plus and ALBERT
are used to implement word-level dynamic embedding and character-level dynamic
embedding of text, respectively, so that the model can obtain more comprehensive and
accurate semantic information. This encoding method is more suitable for sentiment
analysis of microblog speeches than the previous methods of static encoding or the
dynamic encoding of only a single text feature.

(2) Convolution Layer: We use multi-scale convolution kernels to perform convolution
operations on adjacent text features to deal with the high degree of irregularity in
microblog data. Multi-scale convolution kernels can extract local key information with
different granularities and improve the model’s ability to perceive emotional polarity.

(3) Cross-Channel Feature Fusion Layer: We propose a cross-channel feature fusion mech-
anism to ensure the integrity of the textual information extracted by the convolutional
layer, while enhancing the expressiveness of the local features of microblog speeches,
so that the subsequent multi-head self-attention pooling layer learns more accurate
global semantic information.

(4) Multi-Head Self-Attention Pooling Layer: We propose a new pooling method, multi-
head self-attentive pooling, to cope with the limited information contained in mi-
croblog text and its requirement for a high level of semantic understanding in the
model, and to solve the problem of the loss of key features inherent to most existing
model pooling layers. The previous operations of the multi-head self-attention pool-
ing layer in our model only obtain the local information of the text, and do not extract
global dependency information. In addition, both average-pooling and max-pooling
suffer from the loss of key information, which is not conducive to the acquisition
of sentiment information from the microblog text. Our proposed multi-head self-
attention pooling mechanism achieves feature optimization and parameter reduction
while extracting the global features of the text, and can adaptively extract key features
that affect the classification results of the model, fully considering the contribution of
each feature to the final results.

(5) Multi-Granularity Feature Interaction Fusion Layer: We propose a multi-granularity
feature interaction fusion mechanism to cope with the short length and limited content
of microblog data, and to solve the problem whereby it is difficult for existing models
to effectively utilize and fuse character and word information in the text. In this model,
the information granularity of the extracted features varies among channels, and it
is not desirable to use simple summation or vector splicing. The multi-granularity
feature interaction fusion mechanism can enhance the interactivity between character
and word information, realize the complementarity between character-level and
word-level information, and strengthen the proportion of important information,
while filtering out noisy information, thus resulting in the output of higher quality
joint character–word feature information, in order to improve the model’s ability to
perceive emotional polarity and better cope with the limited amount of information
characteristic of microblog text.

(6) Softmax Classification and Output Layer: The joint feature vector outputs from the
multi-granularity feature interaction fusion layer are linearly varied and fed into the
Softmax function to derive the results of the sentiment analysis.

3.1. Dual-Stream Dynamic Coding Layer

Chinese characters and words both contain important semantic information, and
there are differences in the information they contain. Therefore, it is necessary to extract
both character-level and word-level information when performing microblog sentiment
analysis, to achieve complementarity between them and improve model performance. The
character-based pre-trained language model does not rely on word separation tools, thus
avoiding the problem of inaccurate word boundary delineation, does not include semantic
noise caused by improper word separation, and does not need to consider the impact of
unregistered words on downstream tasks; the word-based model can make the processing
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sequence shorter and speed up the model’s operation. In addition, the semantic uncertainty
of word meaning is lower than that of character meaning, and its semantic information
is richer, which helps improve the accuracy of the text classification task. Therefore, we
combine the advantages of character and word pre-training models, and propose a dual-
stream dynamic encoding mechanism that uses WOBERT Plus and ALBERT to complete
text dynamic word-level encoding and character-level encoding, respectively. Both the
WOBERT Plus and ALBERT models need to add a CLS vector when encoding text. CLS
does not represent the information of a single character or word, but contains the semantics
of the entire sentence.

(1) WOBERT Plus word-level dynamic encoding

The WOBERT Plus model is used to train word vectors on the input text, and its output
contains two parts: the CLS vector and the word vector matrix.

Here is thewordvectormatrixH ∈RL×d, H = [w1, w2, . . . , wL]
T , Hi:j = [wi, wi+1, . . . , wj]

T

(j ≥ i), where L is the number of words in the input text, d is the word vector dimension
(d = 768), and each row of the word vector matrix represents a vector of individual
word maps.

(2) ALBERT character-level dynamic encoding

The ALBERT model is used to train character vectors on the input text, and the CLS
vectors imply the semantics of the whole sentence. To reduce the model parameters and
complexity, only the encoded CLS vectors are output.

The CLS vector XC−CLS ∈ Rd, d is the word vector dimension.

3.2. Convolution Layer

To capture word-level data information at different granularities, the DCCMM model
uses three different sizes of convolutional kernels (2, 3, and 4) to sense the text vector
matrix HW, so that the model can obtain more comprehensive information. The number of
convolutional kernels of each size is 256.

ym
i = f (Wm

k ·Hi:i+k−1 + bm
i ) (1)

Ym
k = (ym

1 , ym
2 , ym

3 , . . . , ym
n−k+1)

T (2)

where m is the convolution kernel number, i is the sliding window number, k represents the
convolution size, bm

i represents the bias term, Wm
k represents the weight matrix correspond-

ing to the convolution kernel, f is the activation function, ym
i represents the result obtained

after the convolution operation, and Ym
k is the feature column vector obtained by stitching

the results of the convolution operation.

3.3. Cross-Channel Feature Fusion Layer

The information fusion operation is performed on the high-level features located in
multiple channels after the convolution operation, and then the high-level semantic feature
matrix Fk is obtained.

Fk = Concat(Y1
k , Y2

k , Y3
k , . . . Ym

k ) (3)

where Concat represents the vector stitching operation, k represents the number of the
matrix, and m is the convolution kernel number.

Taking the semantic feature matrix obtained by a convolution kernel with a size of 3
as an example, the cross-channel feature fusion layer is further explained, as shown in the
model diagram in Figure 1:

FT
3 = [xT

1 , xT
2 , . . . , xT

l , . . . xT
L1−2] (4)
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x1 = (y1
1, y2

1, . . . , ym
1 )

xl = (y1
l , y2

l , . . . , ym
l )

. . .

xL1−2 = (y1
L−2, y2

L−2, . . . , ym
L−2)

(5)

According to the convolution formula, feature values y1
l ~ym

l are obtained by convolv-
ing different convolution kernels of the same size (in this case, the convolution kernel
size is 3) with the local text word vectors. Since the convolutional kernel weight matrices
are different from one another, the semantic feature values y1

l ~ym
l represent high-level

features of the same region of text captured from different perspectives, i.e., the textual
information contained in the same three words. Therefore, the row vectors of matrix F3
cover the high-level information of the same region of text extracted from different angles
by convolutional operations. The same is true for the remaining semantic feature matrices
F2 and F4, except that they have different degrees of information granularity. The cross-
channel feature fusion mechanism can differentiate the original word vector matrix into
three high-level semantic information matrices with different granularities of semantic
information, and the three matrices cover the local key information extracted from different
angles with different granularities, enhancing the local text feature representation, and thus
enabling the multi-head attention pooling layer to learn more word-level text information
and ensure the extraction of more accurate global dependent information.

3.4. Multi-Head Self-Attention Pooling Layer

Convolution and cross-channel feature fusion operations only mine and integrate
local information and do not employ contextual semantic information. Global semantic
information is essential in the face of microblogging speech, which requires a high level
of semantic understanding in the model. In addition, the semantic information matrix
contains some redundant information and noisy data, so it is necessary to optimize the
features, filter out the key features, and reduce the number of parameters.

However, the commonly used pooling approach suffers from information loss, which
is not conducive to the operation of a model for sentiment analysis of microblog speech.
To address these problems, we propose a multi-head self-attention pooling mechanism
based on the multi-head self-attention mechanism. The multi-head self-attention pooling
mechanism can establish connections between the isolated rows of the matrix and pass
information among them to obtain the long-range dependencies of text, enabling the
model to extract key text features from multiple subspaces separately by adjusting the
weight parameters.

The multi-head self-attention pooling mechanism can be divided into two steps: multi-
head self-attention operations and multi-head pooling operations. An example of the
multi-head self-attention pooling mechanism is illustrated by the operation performed in
the h-th subspace.

First, the multi-head self-attention algorithm is executed. Initialize the parameter ma-
trices WQ

h , WK
h , WV

h , and perform the self-attention operation on the semantic information
matrix F, so that each of the row vectors of the matrix F passes information to one another
and establishes the connection, and thus the global semantic information is included in
each row vector, and the matrix headh is obtained. Then, the multi-head pooling algorithm
we proposed on top of the multi-head self-attention mechanism is executed. Initialize
the parameter vector uh, perform matrix multiplication operation between headh and uh
to obtain the joint vector Oh of the two, calculate the probability distribution vector αh
between each row vector using the Softmax function, and finally multiply αT

h with the
matrix headh to increase the weight of key information by adjusting the weights to achieve
feature optimization and parameter reduction in order to obtain the vector head’

h. For the
model to learn information from different representation subspaces, different information
is obtained from each subspace by repeating the operations several times in parallel to
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extract richer data features. Finally, the information captured in each subspace is stitched
together to obtain the result of multi-head self-attention pooling M.

Qh = FWQ
h (6)

Kh = FWK
h (7)

Vh = FWV
h (8)

headh = Attention(Qh, Kh, Vh) = so f tmax

(
QhKT

h√
D

)
Vh (9)

Oh = headh × uh (10)

αh = so f tmax(Oh) (11)

head’
h = αT

h × headh (12)

M = Concat(head’
1, head′2, . . . , head’

n) (13)

where WQ
h , WK

h , and WV
h are the linear mapping weight matrices of the h-th subspace

of matrix F, headh is the feature matrix generated by the h-th subspace through the self-
attentive mechanism, uh is the dynamically updated parameter vector within the subspace,
Oh is the joint vector generated by the joint action of headh and uh, αh is the weight vector,
and head’

h is the vector obtained from the feature matrix headh after the condensation of
key features. n represents the number of subspaces in the multi-head self-attention pooling
mechanism. D denotes the dimensionality of each high-level semantic vector, and M is the
feature resulting from the information collocation of n subspaces.

From the model diagram in Figure 1, it can be seen that three multi-head self-attention
layer channels are operating in parallel. The vectors generated by the three channels are
named M2, M3, and M4 according to the different sizes of the convolutional kernels, and
the vectors generated by the three channels are stitched together to obtain the word-level
semantic information XW.

XW = Concat(M2, M3, M4) (14)

3.5. Multi-Granularity Feature Interaction Fusion Layer

The information granularity of the CLS tag vector XW−CLS output by WOBERT Plus,
the CLS tag vector XC−CLS output by ALBERT, and the multi-head self-attention pool-
ing layer output vector XW are not the same; XW−CLS and XW belong to the word-level
semantic information and XC−CLS belongs to the character-level semantic information.
Different information granularities have different levels of importance in different contexts
and produce different effects in the classification results. In addition, factors such as im-
proper word separation may introduce noise into the word-level text information, and the
character-level semantic information may present the problem of containing insufficient
semantic information, necessitating further processing of the information. Therefore, it is
not reasonable to process character-level and word-level semantic information by means
of direct splicing or simple summation. To enhance the interactivity between character-
and word-level information, realize the complementarity between character-level and
word-level information, and strengthen the weight of important information while filtering
out noise, thus resulting in the output of more effective joint character and word feature
information, we propose a multi-granularity feature interaction fusion mechanism in this
paper. The multi-granularity feature interaction fusion mechanism is shown in Figure 2.
The multi-granularity feature interaction fusion mechanism mainly consists of two parts:
word-level semantic refinement and word-level and character-level semantic fusion.
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Figure 2. Multi-granularity feature interaction fusion mechanism diagram.

(1) Word-Level Semantic Refinement

Word-level semantic feature refinement is used to correct and remove noise from the
information to achieve an effective fusion of word-level granularity information XW−CLS
and XW.

YW = ReLU(W1XW + b1) (15)

YW−CLS = ReLU(W2XW−CLS + b2) (16)

Yt= tanh(YW + YW−CLS + b3) (17)

Yt
W−CLS = YW−CLS � Yt (18)

ZW = Yt
W−CLS + YW (19)

where W1, W2 are weight matrices, b1, b2, b3 are bias terms, and YW−CLS and YW are
word-level semantic vectors obtained after feature condensation and noise filtering for
XW−CLS and XW, respectively. Yt is the weight vector generated by combining YW−CLS and
YW. Yt

W−CLS is the vector of moderation factors generated using YW−CLS and Yt. Sign �
denotes Hadamard product. ZW is the vector after implementing key feature correction for
YW, which effectively incorporates word-level semantic information.

Since the ReLU function can map negative values to zero, Equation (15) uses the ReLU
function to generate the vector YW by initially filtering the noisy regions in the word-level
vector XW.

Similarly, Equation (16) uses the ReLU function to filter the noisy region in XW−CLS
to generate YW−CLS so that the modulation factor vector Yt

W−CLS does not contain invalid
and disruptive information that could lead to noisy information in the vector ZW.
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Since the tanh function maps the eigenvalues to the interval (−1,1), the range it can
regulate is broader and more flexible compared to that available to the Sigmoid function.
Equation (17) generates the weight vector Yt using the tanh function for YW−CLS and YW.

Equation (18) performs the Hadamard product operation on Yt and the filtered feature
vector YW−CLS. The features contained in YW−CLS are assigned positive and negative
weights according to their roles in generating the modulation factor vector Yt

W−CLS. If the
element value in Yt

W−CLS is 0, this means that the feature values in YW do not need to be
corrected. If it is positive, it plays an enhancing and complementary role to the feature
values in YW, and if it is negative, it plays an attenuating role to the feature values in YW.

Equation (19) adds the moderation factor vector Yt
W−CLS to the feature values con-

tained in the word-level semantic information vector YW bit by bit, eliminates the noisy
features in YW, and corrects the feature values in the key regions. Using this approach
causes ZW effectively to fuse the word-level information contained in XW−CLS and XW in
order to achieve word-level semantic feature refinement.

(2) Word-Level and Character-Level Semantic Fusion

Although character-level semantic information does not involve noise caused by im-
proper word separation or poor word list quality, its semantic information is not as rich as
word-level information and may present the problem of there being insufficient semantic
information; therefore, it is necessary to further process its information. In addition, when
performing multi-granularity information fusion, the information with different granu-
larities will have different importance for the sentiment analysis results. Therefore, when
using multi-granularity information for sentiment analysis, it is necessary to distinguish
the importance of word-level information from that of character-level information for the
sentiment analysis of the target sequence and enhance the weight of important information
to obtain more effective joint sentiment features across granularities.

ZW is the word-level granularity information after refinement, and XC−CLS is the
character-level granularity information; the two have different information granularity, so
the character-level and word-level semantic fusion operation should be adopted differently
from the word-level semantic feature refinement to obtain the interaction vector containing
both character-level and word-level information. Character-level and word-level semantic
fusion is shown in Equations (20)–(24).

S = Sigmoid(W3XC−CLS + W4ZW + b4) (20)

YC−CLS = ReLU(W5XC−CLS + b5) (21)

OW = ZW � (1− S) (22)

OC = YC−CLS � S (23)

ZC−W = OW + OC (24)

where W3, W4, and W5 are weight matrices, b4 and b5 are bias terms, S is the weight vector
generated jointly by character-level semantic information XC−CLS and word-level semantic
information ZW, YC−CLS is the character-level semantic vector generated by XC−CLS after
adaptive fine-tuning and feature condensation, � is the Hadamard product, OW is the
word-level significant feature, OC is the character-level significant feature, and ZC−W is
the interaction vector output by the dynamic fusion mechanism of character-level and
word-level semantics.

Equation (20) is the weight vector S generated by YC−CLS and ZW under the action
of the Sigmoid function. S can adaptively adjust the output ratio of the two according to
the different importance of character-level and word-level information, and conditionally
calculate the interaction vector between different granularity information.

Equation (21) is the character-level semantic information vector XC−CLS subjected
to feature condensation and adaptive fine-tuning to obtain the character-level semantic
vector YC−CLS.



Future Internet 2022, 14, 234 12 of 19

Equation (22) is the Hadamard product operation of ZW and the weight vector S to
obtain the word-level conditional vector OW.

Equation (23) is the Hadamard product operation of YC−CLS and the weight vector
1−S to obtain the character-level conditional vector OC.

Equation (24) adds the word-level conditional vector OW with the character-level condi-
tional vector OC to achieve a fusion between different granularity features, and generates an
interaction vector ZC−W that contains both character- and word-level semantic information.

Finally, the multi-grain feature interaction fusion layer stitches the word-level se-
mantic information ZW together with the character-level and word-level semantic feature
interaction information ZC−W.

Z = Concat(ZW, ZC−W) (25)

The final classification results are obtained by feeding vector Z, which combines
character-level and word-level information, into the Softmax classifier.

4. Experiment and Result Analysis
4.1. Dataset

We selected two publicly available datasets for the experiments.
Dataset 1 is the microblog comment corpus weibo_senti_100k (https://github.com/

SophonPlus/ChineseNlpCorpus/blob/master/datasets/weibo_senti_100k/intro.ipynb ac-
cessed on 24 June 2022) from Sina Weibo, which contains sentiment annotation data. All the
data performed sentiment annotation. The dataset contains approximately 120,000 microblog
texts, including approximately 60,000 positive and 60,000 negative sentiment texts. We
divided the dataset into a training set, a validation set, and a test set according to the ratio
of 8:1:1. The information of the dataset is shown in Table 1.

Table 1. Dataset information.

Data Item Weibo_Senti_100k SMP2020-EWECT

Number of emotion categories 2 6
Total amount of data 119,988 48,374

Training set 95,990 38,699
Validation set 11,999 -

Test set 11,999 9675

Dataset 2 is the SMP2020-EWECT dataset (https://github.com/BrownSweater/BERT_
SMP2020-EWECT/tree/main/data/raw accessed on 24 June 2022), which contains more
than 48,000 microblog sentiment data on two topics: “Usual” and “Virus”. The microblog
content for the “Usual “theme is not topic-specific and covers a wide range of topics. The
“Virus” theme is related to COVID-19, the microblog data, which were obtained by filtering
using relevant keywords during the epidemic period. The data of each topic contained
six categories of emotions: happy, angry, sad, fear, surprise, and neutral. We merged and
organized the original dataset and divided it into a training set and a test set according to
the ratio of 4:1. The information on the dataset is shown in Table 1.

4.2. Experimental Parameter and Environment Settings

The convolution kernel sizes of the convolution layer are 2, 3, and 4, respectively. The
number of convolution kernels of each size is 256. The number of heads in the multi-head
attention mechanism is 8. The batch size is 16. The epoch is 10. The learning rate is
1 × 10−5, and dropout is 0.3. The experimental parameter setting is shown in Table 2. The
experimental environment is shown in Table 3.

https://github.com/SophonPlus/ChineseNlpCorpus/blob/master/datasets/weibo_senti_100k/intro.ipynb
https://github.com/SophonPlus/ChineseNlpCorpus/blob/master/datasets/weibo_senti_100k/intro.ipynb
https://github.com/BrownSweater/BERT_SMP2020-EWECT/tree/main/data/raw
https://github.com/BrownSweater/BERT_SMP2020-EWECT/tree/main/data/raw
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Table 2. Experimental parameter setting.

Parameter Name Parameter Value

Convolution kernel size 2, 3, 4
Number of convolution kernel 256

Number of head 8
Epoch 10

Batch size 16
Dropout 0.3

Learning rate 1 × 10−5

Table 3. Experimental environment.

Experimental Environment Experimental Setting

Operating System Windows 10
Programming language Python 3.7.6

Deep learning framework Pytorch 1.11.0
Graphics card NVIDIA Tesla V100

4.3. Comparison of Experimental Results and Analysis

To evaluate the comprehensive performance of the models, we use the accuracy
and F1 score as the evaluation metrics of the experiments. Mainstream deep learning
models and the latest sentiment analysis models corresponding to each dataset were set
as the comparison models for comparison with the DCCMM model. A comparison of the
experimental results is shown in Tables 4 and 5.

Table 4. Performance comparison of different models on the weibo_senti_100k dataset.

Model ACC (%) F1 (%)

TextCNN 95.12 95.11
Bi-LSTM 95.38 95.39
RCNN 95.73 95.75

Bi-LSTM-Attention 95.90 95.91
ALBERT 97.26 97.25

WOBERT Plus 97.12 97.08
MDMLSM 93.19 —

ACL-RoBERTa-CNN 96.82 95.26
CTBERT 96.78 97.44
CBMA 97.65 97.51

DCCMM 98.49 98.52

Table 5. Performance comparison of different models on the SMP2020-EWECT dataset.

Model ACC (%) F1 (%)

TextCNN 75.80 69.87
Bi-LSTM 75.65 69.09

BiLSTM-Attention 76.03 70.36
RCNN 74.59 68.14

ALBERT 75.68 70.08
WOBERT Plus 78.06 73.61

BERT- Bi-LSTM-Attention 77.36 71.29
BERT-HAN 78.77 72.63

BERT + CFEBLS 78.85 73.89
DCCMM 80.07 75.49
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(1) TextCNN [32]: Local key features are extracted by convolutional operation, and obvious
features are filtered by max-pooling. Then, this information is used for classification.

(2) Bi-LSTM [33]: A bidirectional LSTM is used to extract contextual semantic and se-
quential information from the text.

(3) Bi-LSTM-Attention [34]: Based on the above Bi-LSTM model, the attention mechanism
is added to enable the model to adjust the weight parameters according to the different
levels of data importance and increase the weight of key information.

(4) RCNN [35]: Global semantic information is first extracted using Bi-LSTM, and ob-
vious features are extracted using max-pooling. Then, this information is used
for classification.

(5) ALBERT [19]: The feature vector corresponding to the position of the ALBERT model
(CLS) is used for sentence representation.

(6) WOBERT Plus [24]: The feature vector corresponding to the position of the WOBERT
Plus model [CLS] is used for sentence representation.

(7) BERT-Bi-LSTM-Attention [36]: Dynamic character-level vectors are generated us-
ing BERT, followed by the Bi-LSTM network to extract features, and then feature
optimization is performed using the attention mechanism.

(8) BERT-HAN [37]: The model proposed in [37].
(9) BERT + CFEBLS [38]: The model proposed in [38].
(10) MDMLSM [39]: The model proposed in [39].
(11) ACL-RoBERTa-CNN [40]: The model proposed in [40].
(12) CBMA [41]: The model proposed in [41].
(13) CTBERT [42]: The model proposed in [42].
(14) DCCMM: The model proposed in this paper.

On the basis of a comparison of the experimental results, it can be seen that the
DCCMM model achieves the highest accuracy and F1 values on each dataset, outperforming
the mainstream deep learning models and the latest sentiment analysis models. On the
weibo_senti_100k dataset, the accuracy and F1 values of the DCCMM model improve by
0.84% and 1.01%, respectively, compared to the best-performing comparison model. On
the SMP2020-EWECT dataset, the accuracy and F1 values of the DCCMM model improve
by 1.22% and 1.80%, respectively, compared with the experimental results of the best-
performing comparison model. This fully verifies the advanced and effective performance
of the DCCMM model for the microblog sentiment analysis task.

The DCCMM model achieves dynamic coding at both the character level and the
word level in the coding layer, integrating character-level and word-level information, and
extracting more comprehensive information, making it better able to cope with the frequent
occurrence of multiple meanings of words in microblog speech. Using the multi-scale
convolutional kernel to extract local features in the text, DCCMM weakens the negative
influence of irregularities in the language of microblog speech on the results of sentiment
analysis. Cross-channel feature fusion and multi-head self-attention pooling are used to
extract global semantic information and achieve key information filtering. Finally, the
character-level and word-level semantic information is effectively fused and condensed
through a multi-granularity interactive fusion mechanism. Therefore, DCCMM has a strong
sentiment analysis capability and has an excellent ability to cope with the task of microblog
remarks sentiment analysis.

4.4. Ablation Experiment Results and Analysis
4.4.1. Ablation Experiment of Multi-Granularity Feature Interaction Fusion Mechanism

To verify the effect of the multi-granularity feature interaction fusion mechanism on
the model performance in DCCMM, four sets of ablation experiments were conducted
in this paper. Except for the change in the multi-granularity interaction fusion module,
the other model parameters remained unchanged. The results are shown in Table 6. The
specific settings of each experiment are as follows.
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Table 6. Ablation experimental model performance comparison.

Experiment Number
Weibo_Senti_100k SMP2020-EWECT

ACC (%) F1 (%) ACC (%) F1 (%)

Ablation experiment 1 97.26 97.25 75.68 70.08
Ablation experiment 2 97.12 97.08 78.06 73.61
Ablation experiment 3 97.33 97.32 78.63 74.21
Ablation experiment 4 97.71 97.70 79.02 74.45

DCCMM 98.49 98.52 80.07 75.49

Ablation experiment 1: Only the CLS vector in the ALBERT model is used to complete the
microblog sentiment analysis task; i.e., the XC−CLS vector is dimensionally transformed
and fed directly into the Softmax classifier to obtain the experimental results.
Ablation experiment 2: Only the CLS vector in the WOBERT Plus model is used to complete
the microblog sentiment analysis task, i.e., the XW−CLS vector is dimensionally transformed
and fed directly into the Softmax classifier to obtain the experimental results.
Ablation experiment 3: Only the word-level semantic information vector XW is used
to complete the microblog sentiment analysis task, i.e., the vector XW is dimensionally
transformed and fed directly into the Softmax classifier to obtain the experimental results.
Ablation experiment 4: The fusion of XC−CLS, XW−CLS and XW is performed using direct
splicing, without going through the multi-granularity feature interaction fusion mechanism,
which is fed into the Softmax classifier to derive the experimental result.

The DCCMM model outperforms the other models in ablation experiments 1–3 on
both datasets. On the dataset weibo_senti_100k, the accuracy and F1 score of the DCCMM
model are improved by 1.23% and 1.27%, respectively, compared to the model in abla-
tion experiment 1, by 1.37% and 1.44%, respectively, compared to the model in ablation
experiment 2, and by 1.16% and 1.20%, respectively, compared to the model in ablation
experiment 3.

On the dataset SMP2020-EWECT, the accuracy and F1 score of the DCCMM model are
improved by 4.39% and 5.41%, respectively, compared to the model in ablation experiment
1, by 2.01% and 1.88%, respectively, compared to the model in ablation experiment 2,
and by 1.44% and 1.28%, respectively, compared to the model in ablation experiment 3.
The result shows that only using character-level or word-level semantic information to
complete the sentiment analysis task is ineffective, and using both character-level and
word-level semantic information in combination to complement each other can improve
model performance.

The DCCMM model outperforms the model in ablation experiment 4 on both datasets.
On the weibo_senti_100k dataset, the accuracy and F1 score of the DCCMM model are
improved by 0.78% and 0.82%, respectively, compared to the model in ablation experiment
4. On the SMP2020-EWECT dataset, the accuracy and F1 score of the DCCMM model are
improved by 1.05% and 1.04%, respectively, compared to the model in ablation experi-
ment 4. This verifies the effectiveness of the proposed multi-granularity interactive fusion
mechanism. Direct splicing of the character-level and word-level semantic information
cannot realize the fusion between them effectively. The multi-granularity interactive fusion
mechanism can enhance the interaction between character-level and word-level informa-
tion, realize the complementarity between character-level and word-level information,
strengthen the weight of important information, and can filter out noise at the same time,
resulting in the output of more effective joint character–word feature information and
improving model performance.

4.4.2. Multi-Head Self-Attention Pooling Ablation Experiment

To verify the effect of multi-head self-attention pooling on the model’s performance,
three sets of ablation experiments were conducted in this paper. Except for the change in
the multi-head self-attention pooling layer, all model parameters remained unchanged. The
results of the multi-head self-attention pooling ablation experiment are shown in Table 7.
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Table 7. Ablation experimental model performance comparison.

Experiment Number
Weibo_Senti_100k SMP2020-EWECT

ACC (%) F1 (%) ACC (%) F1 (%)

Ablation experiment 1 97.41 97.31 78.88 74.12
Ablation experiment 2 97.48 97.48 78.71 73.77
Ablation experiment 3 97.56 97.56 79.03 74.53

DCCMM 98.49 98.52 80.07 75.49

Ablation experiment 1: The multi-head self-attention pooling layer is replaced with the
max-pooling layer in the model.
Ablation experiment 2: The multi-head self-attention pooling layer is replaced with the
average-pooling layer in the model.
Ablation experiment 3: The multi-head self-attention pooling layer is replaced with the
self-attentive pooling layer in the model, i.e., all pooling operations are performed in only
one subspace instead of in multiple subspaces.

The accuracy and F1 score of the DCCMM model are improved by 1.08% and 1.21%,
respectively, compared to the model in ablation experiment 1 on the weibo_senti_100k
dataset. The accuracy and F1 score are improved by 1.19% and 1.37% compared with
the model in ablation experiment 1 on the SMP2020-EWECT dataset. This shows that
max-pooling only filters the obvious features and loses some key information, verifying the
effectiveness of the multi-head self-attention pooling mechanism proposed in this paper.

The accuracy and F1 values of the DCCMM model are improved by 1.01% and 1.04%,
respectively, compared to the model in ablation experiment 2 on the weibo_senti_100k
dataset. The accuracy and F1 values are improved by 1.36% and 1.72%, respectively, com-
pared to the model in ablation experiment 2 on the SMP2020-EWECT dataset. Mean-pooling
extracts the mean features, but the mean features are not necessarily important. It still can-
not perform the targeted extraction of key region features, while multi-head self-attention
pooling can enhance the weight of important features and achieve adaptive extraction,
which is beneficial to the model’s grasp of the sentiment tendency of microblog speech.

The accuracy and F1 score of the DCCMM model are improved by 0.93% and 0.96%
compared with the model in ablation experiment 3 on the weibo_senti_100k dataset. The
accuracy and F1 score on the SMP2020-EWECT dataset are improved by 1.04% and 0.96%
compared with the model in ablation experiment 3. This verifies that, compared to single
subspace self-attention pooling, multi-head self-attention pooling can extract important
features in the text from different perspectives, thus improving the sentiment analysis
capability of the model.

4.4.3. Multi-Head Self-Attention Ablation Experiment

Existing models use a combination of CNN and RNN to make full use of the local
and global semantic information of text, but RNN has a high time cost due to the problem
of its model structure. We use a combination of CNN and the multi-head self-attention
mechanism to extract local and global semantic information of text, shortening the training
time of the model. To verify the effect of the multi-head attention mechanism and RNN
on the time cost of the model, we conducted four sets of ablation experiments using four
common RNN models, GRU, LSTM, Bi-GRU, and Bi-LSTM. All model parameters were
kept constant except for the change to the multi-head self-attention part of the models.
Accuracy, F1 value, time used to train a single epoch of the model, and the number of
epochs used for model convergence were used as evaluation metrics.

As shown in Table 8, the time used to train a single epoch and the number of epochs
used for model convergence for the models in ablation experiments 1–4 are higher than
those of the DCCMM model in this paper, but their model performance is slightly lower
than that of the DCCMM model. It can be concluded that the extraction of global semantic
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information using the multi-head self-attention mechanism takes less time compared to the
RNN model, without degradation in the model performance.

Table 8. Ablation Experimental Model Performance Comparison.

Experiment Number
Weibo_Senti_100k SMP2020-EWECT

ACC (%) F1 (%) Time (min) Epochs ACC (%) F1 (%) TIME (min) Epochs

Ablation experiment 1 98.32 98.32 66.32 4 79.41 74.45 26.57 5
Ablation experiment 2 98.25 98.26 67.53 4 79.52 74.77 27.38 6
Ablation experiment 3 98.36 98.34 66.92 4 79.56 74.83 26.48 6
Ablation experiment 4 98.31 98.34 67.35 5 79.68 74.98 27.20 7

DCCMM 98.49 98.52 56.62 3 80.07 75.49 22.27 5

5. Conclusions

Compared with existing models, the advantages of DCCMM model are as follows.
The DCCMM model achieves dynamic coding at both the character level and the word
level in the coding layer, integrating character-level and word-level information, and
extracting more comprehensive information, making it better able to cope with the frequent
occurrence of multiple meanings of words in microblog speech. Using the multi-scale
convolutional kernel to extract local features in the text, DCCMM weakens the negative
influence of irregularities in the language of microblog speech on the results of sentiment
analysis. Cross-channel feature fusion and multi-head self-attention pooling are used to
extract global semantic information and achieve key information filtering. Finally, the
character-level and word-level semantic information is effectively fused and condensed
through a multi-granularity interactive fusion mechanism. Therefore, DCCMM has a
strong sentiment analysis capability and has an excellent ability to cope with the task of
microblog remarks sentiment analysis. The DCCMM model achieves the best results in
both the comparison and ablation experiments, indicating that the DCCMM can efficiently
accomplish the task of microblog sentiment analysis.

However, the sentiment analysis method proposed in this paper is only effective for
textual information, and cannot address multimodal information such as pictures, videos,
or voice. The information it can extract is still not sufficiently comprehensive.

Therefore, in future work, our next plan is to modify the model structure by introduc-
ing operations such as convolution with strides and capsule modules to enable the model
to handle multimodal information while reducing the parameters of the model, and to use
the multimodal information for experiments to adjust the model structure and parameters
in order to improve the usefulness of the model.
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