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Abstract: Due to the expansion of the internet, we encounter various types of big data such as web
documents or sensing data. Compared to traditional small data such as experimental samples, big
data provide more chances to find hidden and novel patterns with big data analysis using statistics
and machine learning algorithms. However, as the use of big data increases, problems also occur. One
of them is a zero-inflated problem in structured data preprocessed from big data. Most count values
are zeros because a specific word is found in only some documents. In particular, since most of the
patent data are in the form of a text document, they are more affected by the zero-inflated problem.
To solve this problem, we propose a generation of synthetic samples using statistical inference and
tree structure. Using patent document and simulation data, we verify the performance and validity
of our proposed method. In this paper, we focus on patent keyword analysis as text big data analysis,
and we encounter the zero-inflated problem just like other text data.

Keywords: zero-inflated data; synthetic sample; patent analysis; count data; classification and
regression trees

1. Introduction

In social network services and internet environments, a large part of data are provided
in the form of text documents. Since they are text big data, various analysis methods need
to be studied. A lot of research has already been done for the analysis of text data, and a
significant number of their results have been used in practical domains. However, there are
still some problems to be solved in the text big data analysis. One of them is a zero-inflated
problem when the preprocessed data contain too many zero values [1–3]. If there are too
many zero values in the data, the explanatory power of the predictive model would be
decreased. It is one of the reasons we should take care of the problem for text document
analysis. In this paper, we apply patent data to text big data. The patent data also have
the zero-inflated problem as other text data do. Since a patent is a document that contains
the results of a developed technology in detail, we could forecast future technologies and
make research and development (R&D) planning for management of technology (MOT)
from the patent data analysis.

Various studies have been conducted to solve the zero-inflated problem [3,4], and zero-
inflated models suggested popular approaches to modeling the data with excess zeros [1].
They used probability distributions such as Poisson and negative binomial distributions
for the zero-inflated data modeling and separated given data into two components with
zeros and non-zeros [5,6]. However, if there are too many zero values in the data, the
performance of the suggested zero-inflated models deteriorates. Since most of the patent
data in these studies have too many zero values, they are difficult to analyze [2]. Therefore,
other approaches are needed to overcome the zero-inflated problem in the patent data
analysis. We try to generate synthetic data from given original patent data using statistical
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machine learning methods. To verify the improved performance of our method, real
patent documents and simulation data are used and experiments are conducted. The
experimental results are compared between comparative models to confirm the validity of
the proposed method. In the next section, research backgrounds will be illustrated such as
patent data analysis and the zero-inflated problems in the text data. The proposed method
and experimental results are shown in Sections 3 and 4, respectively. The contribution
and conclusions of our study are provided and possible future works of our research are
represented in the last section.

2. Research Background
2.1. Patent Data

Patent documents contain the results of developed technology as some formats of
title, abstract, inventors, applied date, claims, drawings, international patent classification
(IPC) codes, citations, etc. [7,8]. Since patent data are also typical text documents, we must
first perform preprocessing of the patent documents for patent analysis using statistics
and machine learning algorithms [9,10]. In general, we use text mining techniques for the
preprocessing of the patent document data [11]. We used the R data language and packages
for the text mining [12–14]. Figure 1 shows structured patent data after the preprocessing
of a patent document.
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In Figure 1, the structured patent data are a patent-word matrix consisting of patent
and word in rows and columns, respectively. The elements of the matrix are frequent values
of word counts occurring in each patent document. As shown in Figure 1, most elements
are zero because the number of words is much larger than the number of patents. This is
called the zero-inflated problem [5] when it has too many zero counts. The zero-inflated
problem causes a reduction of the performance of predictive models in the patent data
analysis. We should overcome this problem to improve model performance.

2.2. Zero-Inflated Problems in Text Data

Various methods related to zero-inflated data analysis have been suggested to model
frequency data with excess zeros [1,5,6]. A popular approach to zero-inflated data is to
consider a separate component that increases the probability of a zero [1];

P(X = x) =

{
θ + (1− θ) f (0) , x = 0
(1− θ) f (x) , x > 0

, (1)

where f (·) is a base frequency (count) density function and θ represents the proportion of
zeros. We try to reduce the effect on the zero-inflated problem by making f (·) smaller as θ
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increases. According to probability distributions, there are several types of the zero-inflated
models, such as zero-inflated Poisson (ZIP) or zero-inflated negative binomial (ZINB)
models. For example, the ZIP model is defined as [1,5,6]:

P(X = x) =

{
θ + (1− θ)e−m , x = 0

(1− θ) e−mmx

x! , x > 0
, (2)

where m is a parameter of the Poisson distribution. That is, it uses the Poisson distribution
for base density function in the zero-inflated model (1). In the ZINB model, negative
binomial distribution is used for the base density function in Equation (1). The ZIP and
ZINB models will be compared to our proposed method based on a synthetic sample
generation for the zero-inflated patent data analysis.

3. Methods

In this paper, a new method is proposed to overcome the zero-inflated problem in
patent data analysis. The problem mainly occurs during the preprocessing of patent
document data. Figure 2 shows a process of patent data preprocessing and analysis.
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The left flow chart shows the general text mining process and the corresponding
procedure of our patent data preprocessing and analysis is on the right. First, we collected
patent data related to target technology such as artificial intelligence (AI) or internet
of things (IoT) from various patent databases in the world. Patent is a text document
containing the results of developed technology such as title, abstract, claims, international
patent classification (IPC) codes, etc. [7,8]. Using the patent title and abstract, we built a
corpus that was a collection of patent documents. Next, we extracted terms from the patent
corpus and selected patent keywords in the terms. Consequently, we built structured data
that are a patent-keyword matrix. Its rows and columns represent the patent and keyword,
respectively. Each element of this matrix is an occurring frequent value of a keyword in a
patent document. This matrix has been used for the patent keyword analysis by various
methods based on statistics and machine learning algorithms.

In general, the number of keywords is much larger than the number of patent docu-
ments. Since we might have the zero-inflated problem in the matrix, we propose a method
to overcome the problem in the patent-keyword matrix. We provide an approach to the
management and analysis of zero-inflated data using synthetic sample generation. The
synthetic data have been used to create data that mimic the characteristics of original data
while protecting personal information in medical data [15]. In our research, we provide a
method of synthetic sample generation for zero-inflated data analysis. There are diverse
methods to generate synthetic data. Variational autoencoder (VAE) and generative ad-
versarial network (GAN) are popular deep learning algorithms for generating synthetic
data [16]. Since the VAE and GAN have been mainly used to generate the synthetic data
in a field of imaging, these methods are hardly applied to synthetic data generation for
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patent keyword analysis. In particular, because image data consist of pixel values ranging
from 0 to 255, most of the data are not zero values. In contrast, since most values of patent
keyword data are zeros, data learning of VAE or GAN may be distorted by zero values.
If we use VAE or GAN to generate synthetic data from patent keyword data, we need
an additional effort to solve the problem of the distortion of data learning by zero value.
Therefore, we consider another method for generating synthetic data rather than the VAE
and GAN. Figure 3 shows our proposed method for the analysis of zero-inflated data as
a whole.
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In Figure 3, patent documents are transformed to a patent-keyword matrix by the text
mining techniques. The matrix could be zero-inflated data because most of its elements are
zeros. We generate synthetic data from the matrix to overcome the zero-inflated problem.
Synthetic data generation is performed by two approaches, parametric and nonparametric
models [15]. The parametric models generate synthetic data by considering all variables
at the same time. We have difficulties in generating synthetic data using the parametric
models because the number of keywords used as variables in the patent data is very large.
Moreover, in the parametric method, it is necessary to obtain the posterior distribution
that generates the synthetic data, but in some cases, it is difficult to obtain the posterior
distribution. Because of this problem, recently, research on a nonparametric method is
being conducted. So, we also study a nonparametric model for synthetic data generation.
A classification and regression trees (CART) model is a nonparametric method to generate
synthetic data. Since it has the strength to minimize information loss in the process of
synthesis [15,17–21], the CART is used efficiently for generating synthetic samples. CART
is a decision tree method for predictive modeling tools in data analysis for regression and
classification [22]. It partitions the input space recursively and defines regions of divided
input space by the objects included in each region [23,24]. A synthetic sample of count data
(frequency of keyword occurred in patent) is generated using regression and classification
costs for patent keywords. First, the regression cost is computed as Equation (3) [23];

Costregression(m) = ∑i∈m(yi − y)2, (3)

where y is the mean of the response keyword and m is data in tree node. Second, the
classification cost is defined as Equation (4) [23].

Costclassi f ication(k) = 1−∑k p2
k , (4)

where pk is the probability of data objects in nodes belonging to class k. This classification
cost could be determined as the Gini index [23]. The cost functions are used to generate
synthetic samples using CART and the synthesizer is used based on CART to generate the
synthetic data from the patent-keyword matrix. The data consist of n sample units;{

xpatent = (x1, x2, . . . , xn), ypatent = (y1, y2, . . . , yn)
}

, (5)

where xpatent is unchanged patent data and ypatent is a synthesized data that is (n× p)
matrix with p keywords. The row size of the original data and the synthetic data are set to
be same. Patent-keyword matrix is assumed as a sample from a population with parameters
estimated by synthesizer, ypatent. The synthesizer is sampled from g

(
Y
∣∣xpatent, ϕ

)
where

g(·) is a probability distribution function and ϕ is a parameter vector. We defined the
joint distribution as a sequence of conditional distributions. Figure 4 shows the sequential
modeling of the CART method to generate synthetic patent data.
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In Figure 4, a selected keyword is distributed by the conditional probability density
and estimated by P

(
ypatent

∣∣xpatent
)
. The distributions of the next selected keywords are

estimated by conditional distribution given by xpatent and the previous keywords of ypatent.
Each patent of synthetic samples is generated from the distribution conditional on xpatent.
The parameters of the conditional distribution are the synthesized values of the previous
keywords of ypatent. In another way, the synthetic values are generated from the posterior
distribution of the parameters. Figure 5 illustrates our proposed methods for generating
synthetic samples.
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Figure 5. Generating synthetic samples from patent-keyword matrix.

In Figure 5, the synthesizer generates a synthetic patent-keyword matrix from original
patent-keyword matrix using CART and simple random sampling. Additionally, the
synthetic samples are generated by the parameters sampled and estimated from posterior
distribution. To evaluate the model performance of zero-inflated data analysis, four popular
tests are commonly performed. They are the boundary likelihood ratio test, Vuong test,
Bayesian information criterion (BIC), and Akaike information criterion (AIC) [1,5,6]. We
used AIC to compare synthetic sample generation to other methods because AIC is based
on a log-likelihood function to evaluate the output of statistical models [1,5,6]. The AIC is
shown as [22,23,25]:

AIC = −2(logL− p), (6)

where logL is a log-likelihood and p is the number of parameters from a given model. The
smaller AIC represents the better model performance. In the next section, we will use AIC
to compare the method of synthetic sample generation to others.
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4. Results
4.1. Experimental Result Using Patent Big Data

To show the performance and validity of our method, we conducted experiments using
the text data of patent documents related to disaster prevention technology. We retrieved
the patent data from the patent databases of the United States Patent and Trademark Office
(USPTO) and the Korea Intellectual Property Rights Information Service (KIPRIS) [26,27].
We accessed the databases and retrieved the patent documents issued from 2000 to 2020.
We mainly collected patent documents from KIPRIS and supplemented the collection
results of KIPRIS using the USPTO search results. We used the R data language and its
various packages for data preprocessing and analysis [12–14]. We obtained 16,875 patents
through the valid patent selection process. Using the text mining techniques we extracted
162 keywords from the valid patent documents. For the experiment, we selected four
keywords, fire, temperature, wind and pressure, among all keywords. Therefore, the data
have 16,875 patents and the four keywords as a matrix format. We found that the sparsity
of this matrix is 0.9369. That is, 95% of all elements of this matrix are zero values. The
descriptive statistics of four keywords are shown in Table 1.

Table 1. Descriptive statistics of four keywords.

Statistic Fire Temperature Wind Pressure

Min. 0 0 0 0
Median 0 0 0 0
Mean 0.1146 0.6642 0.4925 0.4427
Max. 42 70 88 49

The minimum and median of all keywords are both zero. The statistics in Table 1
and the sparsity of the data matrix show the zero-inflated problem. We applied various
analysis methods including synthetic sample generation to the patent data that had the
zero-inflated problem. In this experiment, we considered the following linear model:

Fire = b0 + b1Temperature + b2Wind + b3Pressure. (7)

Table 2 shows the performance evaluation results between the compared models. It
has parameter estimates and their standard errors of each explanatory keyword. The AIC
in Equation (6) of each method is shown in the last column. We applied six methods to
analyze the zero-inflated patent data.

Table 2. Performance evaluation between comparative methods (patent keyword data).

Method Parameter Temperature Wind Pressure AIC

Original b 0.0284 −0.0013 0.0053
58193.7SE (b) 0.0034 0.0030 0.0045

With noise
(SD = 0.1)

b 0.0284 −0.0014 0.0055
58193.7SE (b) 0.0034 0.0030 0.0045

With noise
(SD = 0.5)

b 0.0276 −0.0017 0.0060
58194.9SE (b) 0.0034 0.0030 0.0045

With noise
(SD = 1)

b 0.0256 −0.0020 0.0063
58199.2SE (b) 0.0034 0.0030 0.0045

Zero-inflated
Negative Binomial

b 0.0556 −0.0461 −0.0301
4537.4SE (b) 0.0304 0.0293 0.0293

Zero-inflated
Poisson

b 0.0211 −0.0391 −0.0092
6177.7SE (b) 0.0033 0.0118 0.0086

Synthetic sample b 0.0036 −0.0021 −0.0037
1647.4SE (b) 0.0047 0.0055 0.0085
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Our first approach is to apply the linear model in Equation (7) to the original data
having the zero-inflated problem. Next, we illustrate the analysis results of datasets with
some noise added. The noise addition model has the following linear model structure,

Y + η = f(X + η) + ε, η ∼ N
(

0, σ2
η

)
and ε ∼ N

(
0, σ2

ε

)
, (8)

where X and Y are patent keywords, η is added noise having a normal distribution with
mean = 0 and variance = σ2

η , and ε is an error term normally distributed with mean = 0 and
variance = σ2

ε . In our experiment, the noises η were generated with the standard deviation
(SD) = 0.1, 0.5 or 1. There are almost no differences among the parameter estimations for the
three datasets with the noises, and also no significant difference in the AICs. The ZIP and
ZINB models were carried out for the data analyses as well. They are the most common
zero-inflated models and they were introduced to analyze zero-inflated data in previous
research [2,28]. Lastly, we used the synthetic samples by generating synthetic data of the
original dataset. Since the model using synthetic samples is the smallest AIC, it is the best
method for analyzing the zero-inflated data among the comparative models.

4.2. Simulation Study with Zero-Inflated Data

We obtained our simulation data by generating random numbers from multivariate
Poisson distribution. The process for the generation of multivariate generalized Poisson
data consists of two steps as follows [14,29–33]:

(Step1)
Xi = Ci + C0, Ci ∼ Poisson(λi), i = 1, 2, 3, 4

(X1, X2, X3, X4) ∼ Multivariate Poisson(λ1, λ2, λ3, λ4), λi > 0

(Step2)

P(X1 = x1, X2 = x2, X3 = x3, X4 = x4) =
min(x1,x2,x3,x4)

∑
k=0

p0(k)
4

∏
i=1

pi(xi − k)

x1, x2, x3, x4 = 0, 1, 2, 3,

where pi is the probability function of the Poisson distribution with mean = λi. In our
simulation study, we generated four variables (X1, X2, X3, X4) by Steps 1 and 2. In this
simulation study, we used the R data language and a package provided by R for simu-
lation data generation [14,31]. We performed two simulations with different means and
correlation structures. Table 3 shows the parameter settings.

Table 3. Correlation structure for simulation data.

Simulation Statistic Variable X1 X2 X3 X4

Data 1

Mean 1.0 3.0 4.0 2.0

X2 0.352 0.265 0.342
Correlations X3 0.152 0.352

X4 0.265

Data 2

Mean 1.0 1.0 2.0 2.0

X2 0.200 −0.300 0.002
Correlations X3 0.001 0.003

X4 0.004

The data size of each simulation is 20,000. The correlation coefficients in simulation 1
are larger than those in simulation 2. In addition, the mean values of two simulation data
are different. Table 4 illustrates the descriptive statistics of simulation data.
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Table 4. Descriptive statistics of simulation data.

Simulation Statistic Variable X1 X2 X3 X4

Data 1

Min. 0 0 0 0
Median 1 3 4 2
Mean 1.004 3.000 3.992 1.994
Max. 7 12 14 10

Variances
(diagonal)

&
Correlations

X1 0.993 0.348 0.263 0.335
X2 3.026 0.145 0.355
X3 4.000 0.256
X4 2.001

Data 2

Min. 0 0 0 0
Median 1 1 2 2
Mean 1.011 1.015 1.995 2.006
Max. 7 7 11 10

Variances
(diagonal)

&
Correlations

X1 1.010 0.185 −0.318 −0.005
X2 1.022 −0.009 −0.004
X3 2.024 0.012
X4 2.009

Table 4 represents descriptive statistics of the variables with variances and correlation
coefficients from each simulation datapoint. It shows the difference of statistics between
two simulation data such as the parameter settings. Next, we illustrate the results of
performance evaluation between comparative methods using simulation datasets. Table 5
shows the simulation result using the highly correlated simulation data 1.

Table 5. Performance evaluation between comparative methods (simulation data 1 with high correlation).

Method Parameter X2 X3 X4 AIC

Original b 0.1442 0.0874 0.1414
52,133.6SE (b) 0.0039 0.0033 0.0049

With noise
(sigma = 0.1)

b 0.1444 0.0873 0.1412
52,340.2SE (b) 0.0039 0.0033 0.0049

With noise
(sigma = 0.5)

b 0.1356 0.0869 0.1272
57,671.4SE (b) 0.0042 0.0036 0.0052

With noise
(sigma = 1)

b 0.1163 0.0814 0.0983
68,623.9SE (b) 0.0049 0.0043 0.0057

Zero-inflated
Negative Binomial

b 0.1204 0.0776 0.1111
48,333.9SE (b) 0.0044 0.0037 0.0054

Zero-inflated
Poisson

b 0.1204 0.0776 0.1111
48,331.9SE (b) 0.0044 0.0037 0.0054

Synthetic sample b 0.0077 −0.0005 −0.0221
2907.6SE (b) 0.0190 0.0161 0.0235

In our simulation study, we used four variables (X1, X2, X3, X4) to build a linear
model as:

X1 = b1 + b2X2 + b3X3 + b4X4. (9)

The X1 is a response variable and the others are explanatory variables in the simulation
model. As in Table 2, Table 5 shows the parameter estimations of each explanatory variable
with their standard errors and AIC for each method as well. We knew the AIC of the zero-
inflated models are smaller than that of models with original and noise-added data from
Table 2. In addition, the synthetic sample had the smallest AIC among the comparative
models. It is confirmed that the model by synthetic samples also has the best performance
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in all zero-inflated text data analyses by the simulations. Table 6 represents the performance
evaluation result of simulation data 2 with the lower correlations.

Table 6. Performance evaluation between comparative methods (simulation data 2 with low correlation).

Method Parameter X2 X3 X4 AIC

Original b 0.1809 −0.2232 −0.0008
54,081.8SE (b) 0.0065 0.0046 0.0047

With noise
(sigma = 0.1)

b 0.1796 −0.2215 −0.0013
54,329.7SE (b) 0.0066 0.0047 0.0047

With noise
(sigma = 0.5)

b 0.1450 −0.1965 0.0021
59,454.2SE (b) 0.0067 0.0050 0.0050

With noise
(sigma = 1)

b 0.0915 −0.1469 0.0035
69,674.9SE (b) 0.0068 0.0056 0.0056

Zero-inflated
Negative Binomial

b 0.1515 −0.2418 −0.0010
49,648.4SE (b) 0.0074 0.0060 0.0054

Zero-inflated
Poisson

b 0.1515 −0.2418 −0.0010
49,646.4SE (b) 0.0074 0.0060 0.0054

Synthetic sample b −0.0278 −0.0174 0.0190
2772.0SE (b) 0.0301 0.0219 0.0210

We also found that the AIC of the synthetic sample is the smallest in all comparative
methods. Therefore, we could confirm the good performance of the proposed method
using synthetic samples.

5. Conclusions

A new method is studied to solve the zero-inflated problem in the patent data analysis.
We considered an approach based on synthetic data generation to zero-inflated data analysis.
In particular, we focused on the patent data analysis with the zero-inflated problem. Using
text mining techniques, the patent documents are preprocessed to a patent-keyword matrix
for patent analysis based on statistics and machine learning algorithms. Each element of
this matrix represents the frequency value of a keyword occurring in each patent document.
In general, many elements are zeros because the number of keywords is much larger
than that of patents. This is the zero-inflated problem. If there are too many zero values
in the given data, the performance of the predictive model deteriorates. To solve this
problem, we proposed a method of synthetic sample generation from an original given
patent-keyword matrix. We compared the proposed method with other common methods
such as zero-inflated Poisson and negative binomial models using the AIC as a criterion
of performance evaluation between comparative methods. We conducted experiments
using the patent documents related to disaster prevention technology and zero-inflated
data simulated from multivariate Poisson distribution. From the experimental results, we
found that our proposed method has an improved performance and validity, comparing
the AICs among the comparison models. The zero-inflated problem appears in various
big data analysis fields, and it causes performance degradation of predictive models based
on statistics and machine learning algorithms. In our research, we applied the synthetic
data generation by CART and random sampling and confirmed the improved performance
of this method using real patent documents and simulation data. Furthermore, we can
consider more advanced approaches to synthetic data generation using generative deep
learning algorithms such as VAE or GAN. However, most previous applications of VAE
and GAN focused on image data rather than count data.

The practical advantage of our proposed method is that we propose a new method to
solve the zero-inflated problem that occurs in the patent keyword analysis process. Using
the proposed method, a technology analysis model with improved explanatory power can
be built, and the analysis results will be used for technology management such as R&D
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planning and technology roadmapping. In this paper, we analyzed the patent keywords
for technology analysis. We can also consider the technological phrases as well as patent
keywords for technology analysis. We think this is an important task related to our research.
So, we will consider a study on developing an analytical model of phrase data using diverse
methods such as a topic model. We have added this study to our future works. We will
also study the modification of VAE and GAN methods for overcoming the zero-inflated
problem in text big data analysis as well as patent keyword data analysis.
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