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Abstract: Blockchain technology can solve the problem of trust in the open network in a decentralized
way. It has broad application prospects and has attracted extensive attention from academia and
industry. The blockchain consensus algorithm ensures that the nodes in the chain reach consensus in
the complex network environment, and the node status ultimately remains the same. The consensus
algorithm is one of the core technologies of blockchain and plays a pivotal role in the research
of blockchain technology. This article gives the basic concepts of the blockchain, summarizes the
key technologies of the blockchain, especially focuses on the research of the blockchain consensus
algorithm, expounds the general principles of the consensus process, and classifies the mainstream
consensus algorithms. Then, focusing on the improvement of consensus algorithm performance,
it reviews the research progress of consensus algorithms in detail, analyzes and compares the
characteristics, suitable scenarios, and possible shortcomings of different consensus algorithms, and
based on this, studies the future development trend of consensus algorithms for reference.

Keywords: blockchain; consensus algorithm; distributed system; byzantine failures

1. Introduction

Blockchain technology is one of the most promising emerging technologies in the
21st century. It has significant advantages such as decentralization, non-tampering, non-
forgery, and traceability [1]. It is very suitable for important anti-counterfeiting data storage,
data security, and other realities scenes [2,3]. Blockchain technology can solve the security
problems of data tampering and data loss existing in traditional centralized endorsement
agencies, as well as the inefficiency of transaction processing [4–6], which can be found in
finance [7–9], medical [10], Internet of Things [11], property rights protection [12], privacy
protection [13] and other fields. Blockchain technology has produced great value, so it has
been attracting attention since it appeared [14]. Blockchain technology originated from the
paper “Bitcoin: A Peer-to-Peer Electronic Cash System” written by the scholar “Satoshi
Nakamoto” in 2008 [15]. In 2009, the creation of the genesis block in Bitcoin marked the
birth of the blockchain. The emergence of blockchain technology announced the birth of a
new scientific field and an innovative distributed technology.

With the gradual application of blockchain technology, it is increasingly known and
understood, and some of its inherent drawbacks were gradually exposed by people. For
example, in terms of performance, the ability to handle high concurrent transactions is
too low, the data throughput is too small, and there is insufficient capacity to defend from
malicious nodes [16] of a chain, etc. In terms of energy consumption, there are problems
such as waste of power resources caused by excessive computing power consumption.
These problems have greatly hindered the development of blockchain technology. So, how
to solve these thorny problems has become a hotspot in the research of blockchain. The
consensus algorithm is one of the core technologies of blockchain, which is essential to the
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efficiency, security, and stability of blockchain data processing [17]. When the blockchain
consensus algorithm promotes the consensus of blockchain nodes, it also needs to pay great
attention to the security, scalability, resource consumption and performance efficiency of
the algorithm, and it can constantly pursue high performance, low energy consumption,
high security and scalability. In fact, the consensus algorithm has always been one of the
key research directions of blockchain.

The research work of consensus algorithms precedes the concept of blockchain. It can
be traced back to the research work carried out by Edmund Eisenberg et al. in 1959 [18]. That
is, a special probability space represents a collection of event probabilities and includes
sample space, event space, and probability function, a group of subjective individual
probability distributions, and how to reach a consensus probability distribution. According
to whether or not to consider the existence of malicious nodes in a blockchain network,
consensus algorithms can be divided into non-Byzantine fault-tolerant algorithms and
Byzantine fault-tolerant algorithms [19]. Most of the early consensus algorithms did
not consider the possibility of malicious nodes in the system, so they are generally non-
Byzantine algorithms, such as the VR (Viewstamped Replication) consensus algorithm
proposed by Brian M. Oki et al. in 1988 [20], the Paxos algorithm proposed by Leslie
Lamport in 1989 [21], the PBFT (Practical Byzantine Fault Tolerance) algorithm proposed
by Barbara Liskov in 1999 [22], and so on. Non-Byzantine algorithms such as VR, Paxos,
and PBFT have certain limitations, which are only applicable to blockchains with a limited
number of nodes and relatively trustworthy nodes. In 2008, Satoshi Nakamoto proposed
the concept of “Bitcoin”. The Bitcoin system he designed uses the POW (Proof of Work)
consensus algorithm proposed by Markus Jakobsson [23], which fully considers the possible
existence of malicious nodes in a blockchain. Since then, Byzantine algorithms began to
develop rapidly. A series of excellent consensus algorithms have been proposed, such
as the PoS (Proof of Stake) consensus algorithm [24], DPoS (Delegated Proof of Stake)
algorithm [25], Ripple consensus algorithm, PoSV (Proof of Stake Velocity) consensus
algorithm [26], POA (Proof of Activity) algorithm [27], POB (Proof of Burn) algorithm [28],
HoneyBadger BFT consensus algorithm [29], VBFT algorithm [30], Snowflake to Avalanche
algorithm [31], and 99% Fault Tolerant Consensus algorithm [32].

This article first introduces a brief blockchain concept and the current status of the
development of consensus algorithms, and then, Section 2 explains the working principle
and architecture of the blockchain and gives a brief description of the typical division of the
blockchain. Section 3 gives the concept of the consensus algorithm in blockchain and conducts
an in-depth analysis of the typical consensus algorithm, including the working principle of
the algorithm, consensus efficiency, security, scalability, energy consumption, etc.; then, it
makes a detailed comparative analysis of them. Section 4 discusses the challenges faced by
the blockchain consensus algorithm and predicts its future development trends.

2. Blockchain Overview

This section introduces the basic architecture of blockchain technology, explains the
working principle of blockchain, and analyzes the core technology of blockchain.

2.1. Basic Architecture of Blockchain Technology

Blockchain often adopts a chained data structure, and its different data blocks are
linked in ascending order of generation time. The first block of the chain is called the genesis
block. The transaction information in the blockchain is the data structure of valuable data
that expresses the value transfer through the signature operation. The block is the collection
of transaction data. The data block consists of a block header and a block body. The block
header generally includes the following:

1. Version: used to track software/protocol updates.
2. PrevBlock Hash: The current block records the hash value of the previous block. A

unique hash value is generated based on the block information in an irreversible way
through the hash algorithm. The hash value, which is short and fixed in length, is
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used to uniquely mark the block. The hash value of the previous block is stored in the
current block to ensure that the current block is linked to its previous block.

3. Merkle Root: Records the hash value of the Merkle tree root of this block.
4. Timestamp: The creation timestamp of the block is recorded. The timestamp ensures

that the data in the blockchain can be stored in the order of the recorded generation
time of the block, so that the source of the data in the chain can be traced according to
the time stamp of the block.

5. Difficulty Target: The difficulty coefficient to be solved for the current block.
6. Nonce: The value calculated by the node based on computing power; generally, nonce

is less than the target.

The block body stores the transaction content and related information. Each transaction
information is marked with a digital signature. The digital signature mechanism is used to
ensure the security of the block data. The block body generally includes the following:

1. Num TransactionsBytes: Records the number of bytes occupied by the num transactions.
2. Num Transactions: Records the number of transactions in the block.
3. Transactions: Records multiple transaction data in the block.

All transaction information is processed in the structure of the Merkle tree [33] in the
block body. The transaction information is stored in the leaf nodes of the Merkle tree [34].
The leaf nodes are paired by hash calculation and combined to generate a hash value until
the root node of the Merkle tree is obtained. The transaction information on the tree node
can be queried by the nodes of the entire network. The hash value of the Merkle tree root is
sensitive to the node information of the entire network. Once any transaction information
is maliciously tampered with, the hash value of the Merkle tree root will be changed [35].
The Merkle tree structure ensures the information security of the blockchain to a certain
extent. The structure of the Merkle tree is shown in Figure 1.

Figure 1. Merkle tree structure.

A node in a blockchain refers to a computing device that participates in a peer-to-peer
network and provides computing power. A blockchain network is a set of nodes that
implements a specific blockchain P2P protocol, and the entire network orchestrates and
coordinates the operations of each node in the network in a fully federated, decentralized,
and distributed manner. The basic task of a blockchain node is to verify whether the
information in the block is correct and valid and to store the correct information. According
to the function of the nodes in the blockchain network, they can generally be divided
into three categories: a broadcast node that only sends out transaction information and
accepts a small amount of blockchain information; a complete node that stores the entire
blockchain information, whose function is to issue transactions, propagate transactions,
and verify the consistency of data, etc.; and mining nodes with powerful computing power
to create new blocks and publish and disseminate transactions, which are also known as
“miners”. These nodes support the stable and efficient operation of the blockchain system.



Future Internet 2022, 14, 47 4 of 24

In the next section, we will explain the working principle of the blockchain according to
its composition.

2.2. How Blockchain Works

Blockchain technology is a comprehensive innovative technology that combines
a series of cutting-edge science and technology such as peer-to-peer network architec-
ture [36], cryptography [37], mathematical knowledge, consensus algorithms, and smart
contracts [38]. The blockchain uses a peer-to-peer network to realize the interconnection of
all nodes. Each node in the network has an equal status and can provide various services
for the blockchain system. Blockchain can essentially be understood as a distributed ledger,
that is, a set of blocks with a specific structure. Its data blocks are stored in the order
of generation time, and cryptographic technology is used to encrypt and verify the data
stored in blockchain, so that the data cannot be tampered with or forged. Both appending
data block to the blockchain and updating the data in blockchain are achieved through
consensus algorithms.

The working process of blockchain can generally be divided into three stages: block
generation, consensus verification, and ledger maintenance.

(1) In the block generation stage, the nodes in the blockchain collect the transaction
information broadcast in the network and compete for the accounting rights of the block
based on computing power. The nodes with accounting rights can package transaction in-
formation into blocks and obtain rewards preset by the reward mechanism in the blockchain
protocol. These rewards often have economic benefits and can motivate nodes to provide
a steady stream of computing power for the blockchain network. (2) In the consensus
verification stage, the accounting node broadcasts the packaged block to the blockchain
network, The entire network nodes accept a large number of blocks and verifies the content
of the blocks according to the consensus algorithm, checks the correctness of the block
content, and records the result in the blockchain ledger. (3) In the ledger maintenance phase,
the node can store the data verified in the consensus verification phase for a long time and
perform retrospective verification of the data according to the timestamp and hash value in
the block, so as to provide the upper-layer application with an access interface for ledger
information query. The nodes in the blockchain continue to provide computing power for
the blockchain network, making the blockchain a decentralized, open, stable, honest, and
credible system.

2.3. Blockchain Structure Model and Classification

Although different blockchain systems have different implementations, most blockchain
systems can be abstracted as the data layer, network layer, consensus layer, incentive layer,
contract layer, and application layer [39], as shown in Figure 2.

The data layer of the blockchain includes data blocks, a linked list, Merkle trees, and
other data structures. It uses technologies such as timestamps, hash functions, and cryptog-
raphy. It is the firm foundation for a series of functions such as blockchain organization,
management, and data storage. The network layer of the blockchain uses the peer-to-peer
network mechanism to connect all nodes in the chain to support the realization of transac-
tions between nodes, data transmission, data verification, and other functions. The network
layer ensures the communication between the nodes in blockchain and the interconnection
with the entire network. The consensus algorithm is the core technology of the blockchain,
determining the nodes in the chain that have accounting rights, enabling blockchain nodes
to quickly reach a consensus on transactions stored in a data block, ensuring the consistency
and security of block data, and improving the computational efficiency of the blockchain.
This article focuses on the research of blockchain consensus algorithms. The incentive
layer of the blockchain is to integrate some rewards and punishments into the distribution
mechanism of the blockchain system to incentivize the activity of the nodes in blockchain
to provide services so that the blockchain network remains active, and each node of the
blockchain not only abides by the rules but also continuously contributes effective com-
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puting power. The contract layer of the blockchain encapsulates some smart contracts and
algorithms. From the perspective of a computer, a smart contract can be understood as
a piece of computer program involving related commercial transactions and algorithms,
and from the perspective of the public, a smart contract is a related agreement. Once the
preset conditions of the contract are triggered, the smart contract will be automatically
verified and executed. Smart contracts are some pre-compiled code programs that will
be activated and automatically executed when the preset conditions are met. Smart con-
tracts realize the intelligence and customization of transactions in blockchain, which lay
the foundation for building the application layer in a blockchain system framework. The
application layer integrates the underlying structure, script code, and smart contracts in
blockchain. So, blockchain can be applied to various scenarios in the real world. Blockchain
can confirm, measure, and store valuable information in reality, thereby realizing data
anti-counterfeiting, anti-tampering, and traceable targets. At present, blockchain systems
are widely used in popular fields such as finance, medicine, security, anti-counterfeiting,
the Internet of Things, games [40], etc.

Figure 2. Blockchain structure model.

In terms of data access authority, blockchain can be divided into three modes: public
chain [41], consortium chain [42], and private chain [43]. The main feature of the public
chain is that nodes can freely join and exit the blockchain network without the need for
review and approval by the licensing agency. Although the permissions of the public
blockchain system are extremely open, the transaction processing speed of the system is
slow, and the overall performance is low. Current popular applications such as Bitcoin
and Ethereum all adopt the public chain model [44]. The consortium chain requires nodes
to register their identity in advance and can join the blockchain network after review
and approval by the central organization. The degree of openness of the consortium
chain is lower than that of the public chain, and it is more suitable for some enterprises
or companies that form consortia for the same purpose. The nodes in the consortium
chain do not completely trust each other, and consensus algorithms are needed to reach
agreement. The consortium chain presets the authority of the nodes, and only the nodes
in the consortium chain can participate in accounting. The identity of each node on the
consortium chain is known, and its data processing performance is high. The Hyperledger
Fabric [45] developed by the LINUX Foundation adopts the consortium chain model. The
private chain is controlled by a single internal node, which only provides services to the
outside. The nodes in the chain usually belong to a single organization, and the access
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rights of the nodes are restricted to read and write. Among the three types of blockchains,
the private chain has the lowest degree of decentralization, but its transaction processing
speed is the fastest. R3 Corda [46] is a typical application that adopts the private chain
model. The comparison of the blockchain characteristics based on three different models is
shown in Table 1.

Table 1. Comparison of the blockchain characteristics based on three different models.

Feature

Type
Public Chain Consortium Chain Private Chain

Participant Any node Consortium
members only Individual or company

Accounter All participating nodes
Determined by

negotiation among
consortium members

Determined within the
organization

Degree of centralization Decentralized Polycentric Polycentric

Advantage Tamper-proof, reliable High efficiency, low cost High efficiency, low cost

Application scenario Digital currency Payment, transaction Audit, issue

3. Blockchain Consensus Algorithm

This section gives the definitions of some important concepts in the blockchain con-
sensus algorithm and uses the literature review method to check the relevant literature and
blockchain project websites. Then, some typical consensus algorithms are analyzed and
discussed, including the principle, advantages, and disadvantages of the algorithm. Finally,
we compare, analyze the various algorithms, and organize them into a table for a brief and
intuitive explanation.

3.1. Consensus Algorithm Concept

In 1959, Edmund Eisenberg and David Gale carried out a subjective probability
consensus study: that is, how many individuals with subjective consciousness in the same
space can reach a consistent consensus probability distribution under certain conditions. In
fact, this is the early consistency problem, and in some cases, it is also called the consensus
problem, and this article uniformly expresses it as the consistency problem.

Definition 1. (Consistency problem [47,48]): It refers to a series of operations performed by
multiple nodes in blockchain network, and it is difficult for the data results obtained and saved by
each node to reach consistency to a certain extent.

The early consistency problem only focused on scenarios where the number of nodes
was limited and trustworthy, but such scenarios had greater limitations and were not suit-
able for open Internet scenarios. The scholar Satoshi Nakamoto extended the consistency
problem to the Internet environment with open scenes and massive nodes in the Bitcoin
system he designed, and he proposed a distributed consensus mechanism that considers
the possibility of malicious nodes in the environment, that is, a consensus algorithm that
focuses on the Byzantine Generals problem, which has trans-era significance and scientific
research value.

Definition 2. (Byzantine failures [49]): It refers to the problem of how to reach a cooperative
consensus among various nodes distributed in the network environment, with possible malicious
nodes. In the blockchain, Byzantine error is a concrete manifestation of the Byzantine Generals
problem. It refers to the fact that independent components in a blockchain network can do arbitrary
or malicious behaviors, and these components may cooperate with other faulty components, thereby
affecting the correct results of node calculations in the blockchain.
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The consensus algorithm is a means to ensure the data consistency of each node for a
certain proposal. However, there are always differences in the computing power, storage,
and other machine configurations of each node in a blockchain. Different consensus algo-
rithms and consensus mechanisms have different capabilities to ensure that nodes obtain
balanced accounting rights. If some nodes always easily obtain the right to accounting, it
will undoubtedly cause other nodes to lose the activity to participate in the competition for
accounting, thus making the entire blockchain network inactive.

Definition 3. (Activeness): It refers to the proportion of nodes in blockchain network that actively
participate in the competition for accounting rights of the data block, block information verification,
as well as other work per unit time. Note that the number of blockchain network nodes is n, and the
number of nodes actively participating in the work for the blockchain network within unit time t is
m; then, the blockchain network activeness in this period is a = m/(nt).

An excellent consensus algorithm can ensure the activeness of the blockchain network
and a steady stream of effective computing power for the whole network, while a poorly
designed consensus algorithm cannot guarantee that the nodes in chain actively provide
effective computing power, causing the whole network to become easily paralyzed when
attacked. According to whether to consider the Byzantine Generals problem, consensus
algorithms can be divided into non-Byzantine fault-tolerant algorithms and Byzantine
fault-tolerant algorithms.

3.2. Non-Byzantine Fault-Tolerant Consensus Algorithm

The concept of non-Byzantine error has been put forward very early. It generally refers
to the occurrence of system failures such as machine downtime and node reporting errors
in a distributed system, but there is no malicious node in the system that interferes with the
distributed system. When malicious nodes in the system perform malicious activities such
as tampering with data, non-Byzantine fault-tolerant algorithms cannot guarantee data se-
curity and system stability. Therefore, non-Byzantine fault-tolerant algorithms are difficult
to apply to an open network with diverse nodes and low credibility. They are mainly used
in internal environments with a certain degree of closure and relatively high credibility
between nodes, such as consortium chains or private chains. The advantages of these
algorithms are their high performance and strong ability to tolerate non-Byzantine errors.

3.2.1. VR Algorithm

The Viewstamped Replication algorithm is called the VR algorithm, which is a non-
Byzantine fault-tolerant algorithm dedicated to solving the consistency problem in 1988.
The working principle of the VR algorithm is to perform log replication operations between
each node and to ensure the consistency between nodes in the blockchain network by
replicating the state. The VR algorithm can tolerate no more than f nodes failing at the
same time in a network with a total of 2 f + 1 nodes. During the working process of
the VR algorithm, one node will be selected as primary, and the other nodes will be
used as backup. The most important thing in the work process is to let all nodes execute
commands in the same order; the primary node determines the order of commands, and
other backup nodes accept the order determined by the primary node. When the primary
node fails, the VR algorithm will perform a process called view change, which selects a new
primary node. The election of the new primary node requires voting. At least f + 1 nodes
need to communicate and vote to determine the new primary node. The new primary
node will perform the new consensus process and replace the old primary node. The VR
algorithm stipulates that a node that is down or has an error in the network will be set to
the recovering state after restarting. In this state, it will not participate in any voting. The
node will generate a Recovery request with a unique number and send it to all working
nodes in the network. All nodes can respond to the request. The primary node replies to
the error node with the content of the replicated node. The requesting node needs to receive
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at least f + 1 responses, receive the information of the primary node, and then update its
own log information to return to the normal state.

The VR algorithm comes with a main election phase, and it requires that only one
leader exists in each consensus process, and the leader is responsible for operations such as
sequencing. This greatly simplifies the difficulty of algorithm design and implementation,
and it is an early consensus algorithm with relatively simple implementation.

3.2.2. Paxos Algorithm

The Paxos algorithm was proposed by Lamport, an expert in the field of distributed
technology, in 1990. This algorithm can make a distributed network that may have network
failures, machine downtime, message delay or loss, etc., quickly achieve data consistency,
and ensure the security of the distributed network. The Paxos algorithm aims to solve the
distributed consistency problem, so that multiple participating nodes in the distributed
system can reach a consensus after multiple steps.

In the Paxos algorithm, node roles are divided into three categories: proposer, acceptor,
and learner. A node does not just have a single role, but it can play multiple roles, and
there is a certain transformation relationship. There may be one or more Proposers, which
are responsible for making proposals. There must be multiple acceptors. They vote on the
specified proposal, accept the proposal if they agree, and reject it if they disagree. The learner
collects the proposals accepted by each acceptor and promotes the formation of the final
proposal based on the principle of the minority obeying the majority. In practical applications,
the Paxos algorithm can be roughly divided into two working phases: the preparation phase
and the submission phase.

In the preparation stage, the proposer first sends multiple proposals, including the
number and proposal value of each proposal, to each acceptor. The acceptor saves the
various proposals sent by the proposer, compares them, and saves the proposal with the
maximum proposal number; at the same time, the acceptor returns the maximum proposal
value received to the proposer and discards proposals with a proposal number less than
the maximum number after checking the original or received proposal numbers.

In the submission stage, after the proposer receives more than 1/2 of the total number
of acceptors, the proposers will return the received proposal and send them to all other
acceptors. In this process, the recipient continues the work in the preparation phase,
compares the proposal numbers sent, saves the largest proposal number, and updates
the proposal value, and the learner forwards it after obtaining the voting result. When
more than half of the recipients in the system have the same proposal value, the consensus
is reached, and the consensus result is that multiple nodes participate in the work and get
the same proposal value. The Paxos algorithm flow is shown in Figure 3.

The Paxos algorithm was first applied to prove that the system is safe and efficient.
The communication between nodes does not need to verify the identity and signature, and
the design is rigorous and logical. Due to the multi-role participation message passing
mechanism adopted by the Paxos algorithm, the algorithm is non-Byzantine fault-tolerant.
Scenarios such as the failure of less than half of the acceptors or the failure of the proposer
will not affect the operation of the algorithm. After the proposal number or the content
of the proposal is confirmed, even if less than half of the proposers fail, the result will
not be affected. However, the required accuracy and conditions for the Paxos algorithm
implementation are also relatively harsh. It is only applicable to private chains and cannot
be applied to environments with malicious nodes. Subsequently, based on the Paxos
algorithm, researchers successively proposed improved Paxos-like algorithms such as
Multi Paxos [50] and Cheap Paxos [51]. These algorithms have obvious improvements in
computational efficiency and security. For example, the Multi-Paxos algorithm accelerates
the consensus among nodes by strengthening the authority of the leader. The Cheap-Paxos
algorithm proposes to replace the faulty node with a less expensive auxiliary node to ensure
the safe operation of the blockchain. The Mencius algorithm [52] reduces the work delay
and achieves load balancing through the master–slave rotation system of replicas. The
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Generalized Paxos algorithm [53] achieves high concurrency and low latency by processing
multiple proposals at the same time.

Figure 3. Paxos algorithm flow.

Although Paxos algorithms have high computational efficiency, the difficulty of algo-
rithm implementation is relatively high, and the requirements for reaching consensus are
relatively harsh. The Raft algorithm has the same advantages as the Paxos algorithm. At
the same time, the algorithm is easier to realize and understand for readers.

3.2.3. Raft Algorithm

In 2013, Diego et al. [54] proposed the Raft algorithm. The Raft algorithm uses the log
replication of each node in the system to achieve unification of transactions and consensus.
The nodes in the system are also divided into three categories: namely, leaders, followers,
and candidates. The three types of identities can be transformed into each other. The leader
in the algorithm is responsible for processing interactive information, log replication, log
distribution, and other tasks. There is usually only one leader during each consensus process.
Followers are similar to voters in voting activities, generally one-way passively accepting
the log information sent by the leader. Candidates can be transformed from followers and
have a probability of being elected as the new leader. There are two main working phases in
the Raft algorithm: the leader election phase and the log synchronization phase.

At the beginning of the leader election phase, except for an initial leader node, other
nodes are initialized as followers. The initial leader first sends logs one-way to all followers,
and followers passively receive the log information sent by the leader. Each follower has a
random timeout period. If the message sent by the leader is not received within this time,
the follower will turn into a candidate and initiate a leader election request. Candidates
transformed from followers will vote for themselves and send other followers to request
voting applications. If the candidate receives more than half of the votes in the process, the
identity is converted to leader. If the leader information from other nodes is received in the
middle of the election, it indicates that other candidates pre-empted to become the leader,
and the election failed. If a candidate does not receive more than half of the votes, it also
means that the election has failed and needs to wait until the next election request. The
process of Raft election is shown in Figure 4.
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Figure 4. The process of Raft leader election.

When the leader is elected, it enters the next stage of log replication. In this stage,
the leader will create new log entries into the leader’s log, update the log content in
real time, and send the new log content to the followers through log replication. After
receiving the log information, followers update the locally stored log information and
return a confirmation message. Once the leader receives more than half of the confirmation
information, the log reaches a consensus. If there is a system failure, so that the leader
cannot access most of the followers, the leader can only update the accessed followers’
information, but other followers in the system cannot get log updates. In this case, the
system will automatically execute a leader election, and the new leader will continue to
work as a leader. When the system failure is repaired, the leader before the failure will
become a follower. All updated information proposed by the old leader during the failure
will be rolled back. At the same time, the old leader will receive information updates from
the new leader, so that the consistency and security of the system can be guaranteed. The
process of the Raft log replication phase is shown in Figure 5.

Figure 5. The process of Raft log replication.

The Raft algorithm is easier to understand and realize than the Paxos algorithm
proposed earlier. The algorithm is more efficient compared to the Paxos algorithm. The
Leader election and log replication mechanism are adopted by the Raft algorithm; the Raft
algorithm relies on the strong leadership of the leader. A single leader sends log information
to other nodes for management. Even if the leader fails due to a failure, a new leader will
be selected immediately to ensure the safety and stability of the system.

Since the leader node can only support a limited number of node networks, and the
fault tolerance is not very good, the Raft algorithm cannot support public chains with many
nodes that are open to the outside world. The Raft algorithm is only applicable to private
chains and cannot deal with malicious nodes. For this reason, researchers have tried to
improve and perfect the Raft algorithm.

In 2019, Wang et al. [55] proposed the KRaft algorithm. Based on the Raft algorithm,
the KRaft algorithm optimizes the process of election and consensus by establishing a
new node relationship in the consensus protocol. It uses multiple candidate nodes to
replicate logs in parallel, which improves scalability and transaction throughput. In 2017,
Zhang et al. [56] proposed the Network-Assisted Raft algorithm using network assistance.
Under the premise of ensuring correctness and scalability, by unloading the raft algorithm
from the consensus layer to the programmable switch in the network layer, the working
process of forwarding and response in the algorithm is optimized to improve the working
performance. In 2021, Wang et al. [57] proposed the hhRaft algorithm on the basis of the Raft
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algorithm; a new monitor role is introduced to supervise candidate nodes and leader nodes,
the leader node election phase and log replication phase are optimized, fault tolerance is
enhanced, consensus delay is reduced, and transaction throughput is also improved. The
hhRaft algorithm is superior to the Raft algorithm in anti-Byzantine failure ability, and it is
more suitable for high real-time and highly adversarial environments.

3.3. Byzantine Fault-Tolerant Consensus Algorithm

The above-mentioned non-Byzantine fault-tolerant algorithms such as the Paxos algo-
rithm and Raft algorithm have the advantages of higher efficiency and can be applied in
distributed environments. However, there are a series of limitations, such as the inability to
deal with malicious nodes and it is difficult to apply to the open Internet environment [58]. To
this end, researchers have designed a series of Byzantine fault-tolerant consensus algorithms.
The Byzantine fault-tolerant consensus algorithm can solve any type of error in the distributed
system to a certain extent and ensure the security and stability of the distributed system.
Byzantine fault-tolerant consensus algorithms can cope with the presence of malicious nodes
in the environment and ensure the security and activity of the system [59].

3.3.1. PBFT Algorithm

The PBFT algorithm is a practical Byzantine fault-tolerance algorithm, which was
first proposed by Barbara Liskov et al. in 1999. Inspired by the solution of the Byzantine
general problem based on the oral message and signature message proposed by Lamport
in 1982 [49], the algorithm reduces the complexity of the Byzantine fault-tolerant algorithm
from the exponential level to polynomial level, and it increases the fault-tolerant perfor-
mance by one-third on the premise of ensuring the stability and security of the original
algorithm, making the Byzantine fault-tolerant algorithm more suitable for practice. The
PBFT algorithm focuses on solving the problem of transaction ordering in distributed nodes
that may have Byzantine errors. Under the condition that the number of Byzantine nodes
with Byzantine errors accounts for up to 1/3 of the total, the state of non-Byzantine nodes
in the system can be consistent.

The nodes in the PBFT algorithm include the master node and other nodes. The master
node is selected by the system and is responsible for distributing the number and processing
information to other nodes in blockchain as well as checking the validity of the information.
The distributing number is used for the ordering of the request message and the processing
information includes the current view, the number n of the current request, the summary
of the message content, and the message content. After other nodes accept the information
sent by the master node, they will verify the information. Suppose there are 3 f + 1 nodes
in the working process of the PBFT algorithm; among 3 f + 1 nodes, there is 1 master node,
2 f honest nodes, and f malicious nodes. The working phase of the PBFT algorithm can be
divided into three phases: pre-preparation phase, preparation phase, and submission phase.
In the pre-preparation phase, the master node sends the assigned sequence number and
pre-preparation information to other nodes. After the other nodes receive the information
sent by the master node and confirm, the preparation phase begins. In the preparation
phase, each node sends preparation information to all nodes except itself. When each node
receives 2 f + 1 pieces of information, all consensus nodes are regarded as ready. Then, it is
in the confirmation phase. All other nodes will broadcast a confirmation message to the
entire network. When each node receives 2 f + 1 confirmation messages, the confirmation
work phase is completed, and the correct log information is returned; then, they will be
recorded in the blockchain. The workflow of the PBFT algorithm is shown in Figure 6.

The PBFT algorithm greatly improves the efficiency of the Byzantine fault-tolerant
algorithm by reducing the complexity of the algorithm. When the number of Byzantine
nodes in the system is less than 1/3 of the total, the PBFT consensus algorithm can operate
correctly and ensure the reliability of the blockchain system, thus greatly improving the
security performance. These advantages make the Byzantine fault-tolerant algorithm more
suitable for practical application scenarios. However, the PBFT algorithm also has certain
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limitations. For example, because the complexity of communication is the square of the
number of nodes, it is difficult to support large-scale network nodes, so its scalability is
poor. It cannot be directly used in the public chain, which may include a large number of
nodes and is unable to undertake large-scale communication between nodes. So, it is only
applicable to consortium chains and private chains, and it is not suitable for public chains
with public authority. The PBFT algorithm also has certain limitations in communication
problems. If the number of nodes is too large, the performance will be limited. In the case
of poor network conditions, there will also be problems such as high processing delay.

Figure 6. PBFT algorithm workflow.

Some optimization algorithms based on the PBFT algorithm have also been pro-
posed. For example, in 2007, the Zyzzyva algorithm proposed by Kotla [60] simplifies the
communication process of PBFT and reduces the difficulty of reaching consensus among
blocks. In 2016, the HoneyBadgerBFT algorithm proposed by Miller [29] realizes the asyn-
chronous Byzantine error and solves the time limit problem caused by the network delay
in blockchain network. In 2018, the SBFT algorithm proposed by Gueta [61] optimized the
centralization problem in the PBFT algorithm; at the same time, it enhanced the throughput
of the system and improved the efficiency of the system in processing data. In 2018, the
Thunderella algorithm proposed by Pass [62] replicates the operations of honest nodes in
the blockchain through state machine replication, reducing repetitive identification work
and greatly improving transaction speed. In the same year, the SG-PBFT algorithm pro-
posed by Xu [63] reformed the PBFT algorithm by using a fractional grouping mechanism,
which greatly improved the consensus efficiency and enhanced defensiveness.

3.3.2. PoW Algorithm

The PoW algorithm, namely the proof of work algorithm, was originally designed to
resist spam attacks. That is, the mail sender must spend a certain amount of computing
power to solve a mathematical problem before sending the mail, which greatly increases
the cost of sending spam, thereby ensuring the security of the system. However, it is the ap-
plication of “Satoshi Nakamoto” in the Bitcoin system that promotes the PoW algorithm. In
the Bitcoin white paper, Satoshi Nakamoto officially used the PoW algorithm in distributed
applications. This is also the first time that a Byzantine fault-tolerant consensus algorithm
has been used in an open and public blockchain network.

The core idea of the PoW algorithm is to ensure the consistency of data and the security
of consensus through computing power competition. Each node in the blockchain calculates
a random nonce value through its own computing power. This value is compared with the
solution value target of a mathematical problem of the blockchain system. If the nonce is
less than the target, the node obtains the accounting right of this block and broadcasts the
packaged block to the entire network. After receiving the broadcast packaged block, other
nodes will verify the correctness of the block information. The PoW algorithm automatically
adjusts the target to change the computational complexity, in order to ensure that the nodes
in the chain will not lose their work enthusiasm because of too difficult evaluation and will
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not monopolize the accounting rights due to strong computing power of some nodes. As a
result, the entire blockchain network remains relatively stable. This process of competing
for accounting rights and being recognized and accepted by network nodes is also called
“mining”. Only the node that first solves the nonce value that meets the target condition can
get the accounting right and obtain the rewards in the incentive mechanism. After receiving
the broadcast, other nodes will give up solving the block problem, but they will verify the
block information. During the verification process, other nodes cannot account, but will
quickly verify the hash relationship information of the block information, to ensure the
uniqueness and correctness of the data in the ledger. The working principle of the PoW
algorithm is shown in Figure 7.

Figure 7. The working principle of the PoW algorithm.

The PoW algorithm is suitable for the public chain, and in the participation process, it
is not necessary to introduce an identity verification mechanism for identity verification. It
is the first Byzantine fault-tolerant algorithm that is actually applied in the public chain. In
the PoW algorithm, the node obtains the nonce value through exhaustive calculation, and
the algorithm is less difficult to implement. However, the PoW algorithm also has many
problems. For example, it relies heavily on computing power in the process of solving
nonce [64], which consumes huge computing resources, the PoW consensus agreement
period is too long [65], it currently takes around 10 min to solve a math problem, and
the transaction throughput is too low [66]. In response to these problems, the researchers
improved the PoW algorithm and proposed some new algorithms originating from PoW.
The Bitcoin-NG algorithm innovatively uses key blocks and micro blocks to unitize the
running time of the PoW algorithm, which greatly improves the system throughput. The
Byzcoin algorithm is based on the Bitcoin-NG algorithm and combines the PoW algorithm
with the Byzantine fault-tolerant algorithm. While improving the system throughput, it
also strengthens the security performance of the system. The GHOST algorithm changes
the longest chain rule and proposes a new concept of block generation. Compared with the
PoW algorithm, it reduces computing power consumption and improves the activity of
nodes in the chain to participate in services. In 2021, the PoH consensus algorithm proposed
by Arjomandi-Nezhad [67] changed the accounting rights competition mechanism based
on the calculation power used in the PoW algorithm to the mechanism of the node’s
donation contribution to the chain. The more nodes donate to the entire chain, the easier
it is to obtain the right to accounting. This algorithm is more suitable for social taxation
scenarios such as educational funds or charities. In 2021, the CW-POW algorithm proposed
by Kara [68] changed the single round workload proof of the PoW algorithm into a multi-
round problem solution game, eliminated the nodes that did not solve the solution round by
round, enhanced the robustness of the algorithm against attacks, and significantly reduced
energy consumption

3.3.3. PoS Algorithm

Due to the obvious shortcomings of the PoW algorithm, such as waste of computing
power and low efficiency in reaching consensus, the PoS algorithm was proposed in 2011.
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The PoS algorithm is the proof-of-stake algorithm. As soon as it was proposed, it was
practically applied in the digital currency “Peercoin” in the following year, which is enough
to show that the PoS algorithm has a certain application value.

Different from the nodes of the PoW algorithm to obtain the accounting right through
the competition of computing power, the PoS algorithm selects the node with the highest
stake in the system as the accounting node. The PoS algorithm puts forward the concept
of tokens. The stake of a node can be calculated based on the number and time of tokens
held by it. The more tokens a node holds and the longer it holds, the higher its equity
is. The higher the equity is, the lower the difficulty of “mining” is, and the higher the
efficiency of finding the target value of random number. After the node successfully obtains
the accounting right of the block, its stake will be cleared, and the next round of stake
accumulation will begin. The working principle of the PoS algorithm is shown in Figure 8.

Figure 8. The working principle of the PoS algorithm.

The advantage of the PoS algorithm is that it does not need to go through the compli-
cated “mining” process and only needs to pass the proof of stake to obtain the accounting
right; this in turn reduces the block time and transaction processing time and greatly saves
the time for consensus reaching, and the consensus efficiency is significantly improved [69].
In addition, the PoS algorithm also saves and improves the consumption of computing
resources compared with the PoW algorithm [70]. In the method based on the proof of
stake, when a cyber-attack affects the stake of the entire system, it will also damage the
stake of the attacker. The disadvantage of the PoS algorithm is that nodes with higher
equity tend to obtain higher accounting rights, which reduces the enthusiasm of users with
low equity to participate, thereby reducing the activeness of the entire blockchain.

For subsequent improvements to the PoS algorithm, there is the Ouroboros algorithm
based on security proofs, the Ouroboros Praos algorithm that adds identity confidentiality
mechanism [71], and the Ouroboros Genesis algorithm that adds a self-starting process to
prevent long-range attacks [72]. In addition, there is the Algorand consensus algorithm with
high decentralization and low energy consumption [73]. This algorithm greatly reduces
transaction time and is widely used in digital currencies. In 2014, the Tendermint algorithm
proposed by Kwon [74] was optimized in transaction processing, with shorter transaction
confirmation time and higher transaction throughput. In 2017, the Casper algorithm
proposed by Buterin [75] combines the PoS algorithm with the PoW algorithm to ensure
security and reduce energy consumption, but the transaction speed is not as good as the
aforementioned algorithms such as Algorand and Ouroboros. In 2021, the LaKAS algorithm
proposed by Reijsbergen [76] is a new type of PoS algorithm, which greatly improves the
transaction speed and reduces the risk of long-range attacks.

3.3.4. DPoS Algorithm

The core idea of the DPoS algorithm, namely the Delegated Proof of Stake Algorithm„is
similar to the representative election system. The number of currencies held by each node
in the system is the basis for the number of votes allocated to it. Through voting, nodes
that they consider to be more credible are elected as the decision makers in the consensus
process. According to the number of votes obtained, multiple decision makers are allocated,
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and decision makers take turns to obtain the accounting rights of the block. Every node in the
system may become a decision maker. If the current decision maker violates the blockchain
protocol, the decision-making identity will be cancelled. The system will allocate new decision
makers to join the team of decision makers. Through the multi-decision makers mechanism,
the accounting rights will not be too concentrated on a single node, which can prevent
excessive centralization. The working principle of the DPoS algorithm is shown in Figure 9.

Figure 9. The working principle of the DPoS algorithm.

The DPoS algorithm combines the advantages of the PoS and PoW algorithms, re-
spectively. Based on the multi-decision maker mechanism with accounting right in turn,
the communication speed between nodes in the DPoS consensus is faster, and the nodes
can quickly complete block packaging, broadcasting, and verification, and significantly
improve the system transaction throughput. DPoS does not rely on computing resources
and accordingly reduces energy consumption. Due to the election of decision makers, the
transaction delay of the system is reduced, and the transaction processing speed has been
significantly improved. At the same time, it can accommodate a large number of nodes to
enter and exit the blockchain system freely, and the change of the node size will not affect
the performance of the system, or the impact will be small, and the scalability is strong.
The disadvantage of the DPoS algorithm is that it relies too much on voting rules. Poor
voting rules will not only reduce the enthusiasm of participating nodes but also are not
conducive to the realization of the decentralization of the entire system. Therefore, in 2020,
Nir Bitansky [77] proposed the VRF consensus algorithm, which is based on the relatively
highly centralized DPoS algorithm and adds virtual nodes to increase the uncertainty in
the election process. This algorithm not only retains the characteristics of DPoS’s high
efficiency and low energy consumption but also improves the degree of decentralization.

3.3.5. PoH Algorithm

The PoH algorithm and CW-PoW algorithm are new algorithms proposed in recent
years, the purpose of them is to improve the traditional consensus algorithm for some
specific application scenarios. Next, we will introduce them from the aspects of working
principle and improvement effect.

The full name of the PoH algorithm is Proof of Humanity; it is designed for gathering
society-related taxes. The process of algorithm consensus is not similar to the PoW algo-
rithm that relies on node computing power to compete; the probability of a node becoming
the leader with accounting rights depends on the amount of its donation to the blockchain
network. The more a candidate leader node contributes to the blockchain network, the
more likely it is to become the leader of a new block. In this algorithm, participating nodes
can generate smart contracts or transactions, and nodes will generate transaction fees
during transactions. During the working phase of the algorithm, a smart contract is created
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containing a payable address and a reputation score. The payable address is the address at
which participating nodes can make donations to the entire network. The reputation score
represents the public’s trust in the entire blockchain network, and the reputation score af-
fects the weight of the node donation amount. In the leader selection stage of the algorithm,
the amount of donations made by nodes to the blockchain network determines the leader’s
identity, and donations generally use recognized cryptocurrencies. The probability of a
node becoming a leader is equal to its total donations as a percentage of the total donations
received by the blockchain network. In order to maintain the safe and stable operation of
the blockchain network, the PoH algorithm uses a distributed random variable generation
algorithm to ensure that the leader randomly selected is neither predictable nor adjustable.
When the leader node exceeds the preset time but does not send a block, other nodes with
a high donation share will replace it as the leader.

The PoH algorithm replaces the computing power of the traditional algorithm through
the donation system to compete for the right of accounting. Nodes only need to pay a relatively
small fee to participate in the accounting and do not need to purchase expensive computing
equipment to compete for computing power, which greatly reduces costs and energy con-
sumption. In addition, through donations, most nodes in the blockchain network can benefit,
and the nodes are also willing to maintain the stable operation of the blockchain network.

3.3.6. CW-PoW Algorithm

The CW-PoW algorithm means Compute and Wait in the PoW consensus algorithm.
The algorithm is based on the PoW algorithm, and the nodes need to solve the target value
to compete for the accounting right to reach a consensus. However, multiple rounds of
calculation and evaluation are set up, and the difficulty of solving the target value in each
round is much lower than that of the PoW algorithm; through layer-by-layer competition,
the node with the smallest standard deviation from the target value in each round is selected
and elected as the accounting node. During the algorithm process, the nodes are screened
by preset rounds according to the calculation and solution situation, only the nodes that
satisfy the current round of solving are eligible to enter the next round of solving, nodes
that lag behind other nodes in a certain round of computing time will withdraw from the
competition to avoid wasting computing resources. In the last round of competition, the
first node that satisfies the target value and has the smallest deviation value in each round
will be the accounting node.

The multi-round solution mode and standard deviation evaluation criteria are intro-
duced by the CW-PoW algorithm. Compared with the PoW algorithm, the multi-round
evaluation mode reduces the difficulty of solving the problem of the target and refines the
entire evaluation problem into multiple rounds, and nodes that do not meet the evaluation
conditions are eliminated early, which can greatly reduce the wasted computing power
of nodes. In addition, the CW-PoW algorithm has also improved in terms of security per-
formance. The multi-round evaluation mode can reduce the working speed of malicious
nodes so that they cannot continue to perform sabotage; the standard deviation value will
eliminate some malicious nodes so that they have no chance to do evil. Through experi-
mental tests, the CW-PoW algorithm has significant improvements in energy consumption
and robustness against 51% and Sybil attacks.

3.3.7. Analysis and Comparison of Typical Consensus Algorithms

By analyzing and comparing the characteristics of the above-mentioned various classic
consensus algorithms, it can be known that the PoW algorithm and the PoS algorithm
are suitable for public chains with a relatively open environment. The PoW algorithm has
strong decentralization ability, high fault tolerance, and relatively simple implementation,
but it has problems such as high energy consumption, slow transaction processing speed,
and small throughput. The PoS algorithm achieves a consensus by electing the nodes with
the highest equity, which consumes less energy but has a higher degree of centralization
than the PoW algorithm and lacks security. The DPoS algorithm is optimized on the basis
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of the PoS algorithm, and the number of nodes participating in the work is optimized.
The data processing speed has been significantly increased, and the security has also been
improved, but the decentralization aspect needs further optimization. The Paxos algorithm,
Raft algorithm, and PBFT algorithm are more suitable for permission chains where nodes
such as consortium chains and private chains require identity verification and have a
limited node size. These several consensus algorithms can provide excellent information
processing capabilities, low resource consumption, and can tolerate interference from non-
Byzantine errors. However, the implementation of the Paxos consensus algorithm is more
difficult, and it is only suitable for consortium chains and private chains with relatively high
security. The Raft algorithm is more feasible in practical applications, and its performance
is similar to Paxos, but its shortcomings are similar to the Paxos consensus algorithm, and
it is only suitable for consortium chains and private chains with relatively high security.
The PBFT consensus algorithm has strong data processing capabilities and high security,
and it is only applicable to consortium chains and private chains. In addition, the PoH
and CW-PoW consensus algorithms proposed in 2021 are improved and optimized on the
typical consensus algorithm, and they have distinctive features such as high computing
efficiency, low energy consumption, safety, and reliability. The comparative analysis results
of the above-mentioned various classic consensus algorithms are shown in Table 2.

Table 2. Comparative analysis of typical blockchain consensus algorithms.

Type Time
Proposed

Application
Scenario Efficiency Energy

Consumption Core Principle Advantage Disadvantage

VR 1988
Consortium

chain/Private
chain

High Low Log replication
protocol

Simple, efficient and
easy to implement

Insufficient fault
tolerance

Paxos 1990
Consortium

chain/Private
chain

High Low

Based on message
passing, a proposal

can be consistent
with high fault

tolerance

Strong ability to
tolerate non-Byzantine
errors, high efficiency

Difficult to
implement, unable

to accommodate
malicious nodes

Raft 2013
Consortium

chain/Private
chain

High Low
Leader election, log

replication
mechanism

Strong ability to
tolerate non-Byzantine

errors, strong leader
mechanism, high

efficiency

Low applicability,
unable to

accommodate
malicious nodes

PBFT 1999
Consortium

chain/Private
chain

High Low
A consensus based

on the leader election
mechanism

High efficiency,
strong security

Low degree of
decentralization

PoW 2008 Public chain Low High

Competing for
accounting rights

based on computing
power

High fault tolerance,
simple logic, easy

to implement

Long time for
consensus, low

throughput, high
energy

consumption

PoS 2012 Public chain Relatively
high Relatively low

High-stakes nodes
have the right to

account

Higher efficiency than
PoW algorithm, lower
energy consumption

Insufficient
security

DPoS 2014 Public chain High Low
The leader elected by

the voting has the
accounting right

High efficiency Insufficient
decentralization

PoH 2021 Public chain High Low
Donation

contribution
mechanism

High efficiency,
high safety

Adapt to a
single scene

CW-
PoW 2021 Public chain High Relatively low

Multiple rounds of
proof, node
competition
elimination
mechanism

High safety and low
energy consumption

Part of the
computing power
is wasted in node

competition



Future Internet 2022, 14, 47 18 of 24

4. Future Prospects of Consensus Algorithms

With the rapid development of blockchain technology, the requirements of practical
applications for blockchain consensus algorithms are also increasing. Traditional consen-
sus algorithms often have certain limitations and are difficult to meet the actual needs of
blockchain applications. Therefore, improving and innovating traditional consensus algo-
rithms are an important research direction of blockchain technology. This section analyzes
and judges the future development trends of consensus algorithms.

4.1. Improvements Based on Traditional Consensus Algorithms

Traditional consensus algorithms have more or less various problems and shortcom-
ings. In response to these problems and shortcomings, researchers have improved and
perfected traditional consensus algorithms. While retaining the advantages of the original
algorithm, trying to make up for and overcome the shortcomings of the original algorithm
is also an important path for the development and evolution of consensus algorithms.

4.1.1. Continuous Improvement of PoW Algorithm

The PoW algorithm has problems such as low data throughput, high consumption
of computing power, and too long time for consensus. So, the PoW algorithm can be
improved from many aspects to make the PoW algorithm more perfect. Regarding the
problem of low data throughput of the blockchain, expansion plans such as increasing
the block size and reducing the block generation interval can be used to improve it. The
Bitcoin-NG [16] protocol provides a new idea, namely introducing the concept of key blocks
and micro-blocks. Key blocks are only used to elect leaders and do not store transaction
information; micro-blocks are used to store transaction information. The generation of
blocks does not need to consume computing power. After the node generates the key block,
it is set as the leader, and the leader generates multiple micro blocks with less consumption
and faster efficiency. By generating a large number of micro-blocks for storing data, the
storage capacity of the blockchain can be greatly increased, and the transaction response
time can be reduced. Aiming at the problem of too high computing power consumption,
the Ethash algorithm proposed a solution, that is, to introduce I/O blocking and a directed
acyclic graph to improve the solution of the target value in PoW. It uses a directed acyclic
graph to create a large dataset and a small one, and the small dataset is used to verify
block information, the large dataset is generated by calculation of the small dataset, and
miners can only save the large dataset in order to mine faster. Through I/O blocking, the
overhead of system resources is reduced. The Ethash algorithm makes mining evaluation
more suitable for general-purpose computers with large memory capacity without other
special requirements. Through dynamic adjustment, the production speed of the data block
is improved, and the transaction time is shortened.

4.1.2. Continuous Improvement of PoS Algorithm

The PoS algorithm has the exclusive accounting rights of high-stakes nodes, which
leads to network centralization problems. In response to these problems, researchers have
done a lot of exploration and improvement. There are two main directions to improve the
PoS algorithm. One direction is to imitate the PoW algorithm. Virtual mining technology
refers to a set of different mining methods with one common feature: that only a small
amount of computing resources are required for participating nodes. It replaces the com-
puting power competition and new blocks are selected, which not only guarantees the
randomness in the election process and reduces the risk of centralization but also avoids
waste of computing power, reduces the transaction verification delay, and increases the
fairness of mining. The other direction is to combine the PoS algorithm with the Byzantine
fault-tolerant algorithm. In the voting election of the Byzantine fault-tolerant algorithm,
the votes are set different weights according to the stake, and those of the main nodes are
given higher weights. If the weight of the voting result exceeds two-thirds of the overall
weight, a consensus can be reached. Based on this idea, Algorand and Ethereum proposed
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the BA protocol and the Casper Friendly Finality Gadge protocol. In addition, through
the introduction of a reward mechanism, rewards are provided for the honest nodes in a
blockchain to provide effective computing power, so that the behavior of each node is close
to a Nash equilibrium state that does not increase its own revenue due to changes in its
own strategy. This method can improve the security of the PoS algorithm. The Ouroboros
algorithm in the ADA coin system is a case of this improvement.

4.2. Improvement of Consensus Algorithms Focusing on Specific Performance
4.2.1. Improvement of Consensus Algorithms Focusing on Efficiency

Whether an algorithm is excellent depends largely on the efficiency of the algorithm. A
good consensus algorithm should have the characteristics of high computational efficiency,
small delay, safety, and stability. Although the traditional consensus algorithm can ensure
the smooth operation of the blockchain system, most of its efficiency etc. is flawed. For
example, the PoW consensus algorithm requires at least 10 min for each hash calculation,
and the confirmation delay of a single transaction is about 1 h. Such work efficiency of the
PoW can no longer meet the practical needs of frequent computing. The algorithm efficiency
greatly affects the application and promotion of blockchain in real-world scenarios, and
the improvement of algorithm efficiency is also an important development direction of
the blockchain consensus algorithm. An improved MPoW algorithm based on the PoW
algorithm [78] optimizes the hash algorithm and uses matrix calculations to reduce the
block time of the algorithm by about 30%, which significantly improves the efficiency of
the algorithm. The PoT algorithm [79] introduces a trust-proof mechanism to dynamically
authorize trust for nodes in blockchain. The higher the trust, the higher the possibility of
accounting. This algorithm reduces the network delay in the chain, decreases the consensus
reaching time, and greatly improves the efficiency of the system.

4.2.2. Improvement of Consensus Algorithms Focusing on Scalability

The scalability of an algorithm is a measure of the computing and processing power
of the algorithm. The high-scalability algorithm can ensure the vigorous vitality of the
blockchain nodes. At the same time, it can accommodate various behaviors of nodes in
the chain, achieve a linear increase in the processing capacity of the system, and achieve
the effect of reducing transaction delay and improving throughput. The scalability of
traditional algorithms has limitations, and it is often impossible to achieve efficient sharing
of information in a chain. The PBCM algorithm [80] optimizes this problem. The algorithm
adopts a double-layer chain to realize a master–slave and multi-chain structure, it connects
each main block through a global block, and the transaction throughput is significantly
improved. The ELGamal consensus algorithm proposed by Min Xinping in 2018 [81] is
based on the PBFT algorithm, and it improved the ring signature technology to solve the
problem of dynamic entry and exit of nodes in a blockchain network. The fault tolerance
rate is improved, and the scalability is also well improved.

4.2.3. Improvement of Consensus Algorithms Focusing on Security

The security of an algorithm is an important criterion for whether an algorithm can
stably meet the practical application. A consensus algorithm with excellent security perfor-
mance is to ensure that the blockchain continues to work efficiently while also resisting
malicious attacks, maintaining the stability of the blockchain network system, and ensuring
the correctness and uniformity of the blockchain ledger data [82]. At present, the more
common blockchain attacks [83] include selfish mining attacks, block interception attacks,
and “double-spending attacks” that target revenue attacks and reduce the effective comput-
ing power in blockchain, evasion of eclipse attacks, witch attacks, etc. from the constraints
of the blockchain consensus algorithm. The blockchain consensus algorithm prevents
“double-spending attacks” by setting up fork detection, performs identity verification by
identifying the computing power performance in blockchain, and monitors the effective
computing power in blockchain to prevent attacks. By setting up a relay node mechanism
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and buffering it, the attack of camouflaged nodes is prevented [84]. There is also an identity
authorization mechanism and the addition of access control permissions to protect data to
achieve the goal of preventing data leakage and greatly enhance the data security of the
blockchain system [85]. These schemes use different methods to significantly improve the
security performance of the blockchain.

4.3. Hybrid Consensus Algorithms Aggregating the Advantages of Other Ones

In real application scenarios, a single specific type of consensus algorithm often has
greater limitations, such as the resource consumption problem of the PoW algorithm, and
the problem of the PBFT algorithm that only applies to consortium chains and private
chains, not public chains, etc. With the progress of consensus algorithm research, scholars
have discovered that there are more or less complementary features between consensus
algorithms. Therefore, integrating the advantages of various algorithms into one can
undoubtedly achieve the purpose of maximizing strengths and avoiding weaknesses. This
also provides a new idea and reference for the improvement of consensus algorithms in
the future.

For example, the “Peercoin” system mentioned earlier combines the PoW algorithm
with the PoS algorithm. In the early stage of mining, the PoW algorithm is used to distribute
the stake to the miners relatively fairly, so that each miner has the same probability of
obtaining token, and the PoS algorithm is used to calculate the stake of the miners in the
later stage. Adjusting the difficulty of mining based on the stake can effectively alleviate
the problem of waste of computing power, shorten the time of reaching a consensus, and
greatly improve the efficiency of the system.

The well-known blockchain software system EOS [86] is currently the encrypted
digital currency project with the highest market value except for Bitcoin and Ethereum
systems. The consensus mechanism it uses is BFT-DPoS, which is a delegated stake proof
algorithm with Byzantine fault tolerance. In the consensus process, the nodes are first
voted to determine the decision maker through the DPoS algorithm, and then, the decision
makers communicate with each other to formulate the block sequence of the system, and
six blocks are continuously generated at an interval of 0.5 s. This minimizes the delay of
continuous block propagation, increases the speed of block generation, and greatly increases
the number of transactions, so as to achieve the goal of using blockchain technology to
support a million-level customer base [87].

5. Conclusions

The consensus algorithm is one of the core technologies of the blockchain. Through
continuous research, improvement, and development of the consensus algorithm, the
overall performance of the blockchain has gradually been significantly improved. This
article starts with the principles of blockchain technology and elaborates on the structure
of the blockchain and the related technologies used. Then, based on the access mode and
permission of the blockchain, the different classifications of the blockchain are summarized,
namely, public chain, consortium chain, and private chain. In-depth analysis and compari-
son of the characteristics of various blockchains have been carried out. Different types of
blockchain networks have their own suitable application scenarios. Regardless of the type
of blockchain, the consensus mechanism and consensus algorithm are an important part
of it. This article takes the time of consensus algorithm development as the main axis and
successively expounds the working principles of a variety of classic consensus algorithms,
as well as their advantages and disadvantages. The shortcomings and limitations of con-
sensus algorithms include too long consensus time, low throughput, and large transaction
delays. In view of the deficiencies of these algorithms, researchers are constantly exploring,
improving, and perfecting. The article summarizes the direction and ways of improving
consensus algorithms and makes predictions on the future development trend of consensus
algorithms. The subsequent research work of the new consensus algorithm is based on the
traditional consensus algorithm, inherits and develops the excellent characteristics of the
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traditional algorithm, and improves the shortcomings of the algorithm. The improvement
of the new consensus algorithm can also be studied from a certain feature of the algorithm,
focusing on algorithm efficiency, scalability, security, and other aspects to improve the
work efficiency of the consensus algorithm. In addition, through the mixed use of var-
ious consensus algorithms, innovative algorithms can be proposed by synthesizing the
advantages of various excellent consensus algorithms. Those are the article’s prediction
and summary of the future development trend of consensus algorithms. Through the
continuous development and optimization of the consensus algorithm, the computing
efficiency has been continuously improved, and the transaction throughput has continued
to increase. Blockchain technology can be better applied to actual scenarios with increasing
demand and generate more practical application value.
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