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Abstract: Real-time applications (RTA) are an important use case for IEEE 802.11be, a new amend-
ment to the Wi-Fi standard. This amendment introduces new complicated mechanisms to provide
low delay and high reliability for RTA, but many of them are not supported by legacy devices that
may be present in future Wi-Fi networks. In contrast, the preliminary channel access (PCA) method
is designed to satisfy strict RTA requirements even in the presence of legacy devices and does not
require significant changes to the Wi-Fi protocol. However, it significantly reduces the capacity for
non-RTA traffic. This paper introduces a Smart PCA method, which improves the performance of all
the stations in scenarios with multiple RTA stations. Extensive simulation shows that the Smart PCA
method guarantees low delays for intensive RTA traffic in these scenarios. Moreover, it doubles the
network capacity for the stations with non-RTA traffic.
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1. Introduction

The popularity of cloud gaming, virtual and augmented reality, video streaming
services, and other real-time applications (RTA) is rapidly growing. These applications
impose strict requirements on delay and reliability [1], which make RTA support in wireless
networks especially challenging, though much effort has been expended in this direction.

In cellular systems, this problem is known as providing Ultra-Reliable Low Latency
Communications [2–6], which is, perhaps, the most revolutionary part of 5G systems. To
address this problem in Wi-Fi networks, the IEEE 802.11 Working Group, which develops
Wi-Fi standards, has created an RTA Topic Interest Group (RTA TIG). RTA TIG has classified
RTA scenarios and defined the quality of service (QoS) requirements for such traffic [7]
as the delivery of 99.9–99.999% of packets with a delay below 1–10 ms. Providing such
low delays and high reliability is extremely challenging in Wi-Fi networks because of
the unlicensed spectrum and Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA). During a long transmission, none of the stations (STAs) in the neighborhood
can access the channel. Moreover, as Wi-Fi does not support full-duplex operation, a STA
that has started a long non-RTA transmission (hereinafter, a non-RTA STA) cannot be
interrupted by another STA willing to deliver an RTA frame (RTA STA). In addition,
random channel access causes frame collisions, which degrade transmission reliability.

RTA traffic can be categorized into predictable and unpredictable traffic, and they
require different solutions. Solutions for unpredictable traffic are proposed in many
works [8–13]. In this paper, we focus on predictable traffic and attempt to exploit its features
to serve RTA most efficiently. Such traffic can be found in many scenarios, such as virtual
reality, industrial automation, etc.

Despite the difficulties described above, the support for RTA has become one of the
targets of the future 802.11be amendment to the Wi-Fi standard, also known as Wi-Fi 7 [14].
The methods enabling RTA proposed in 802.11be use scheduling and coordination by
the access point (AP) of how the STAs access the channel. However, legacy STAs do not
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support these methods, which may make them useless in heterogeneous networks with
STAs of various generations. Moreover, some methods, such as restricted Target Wake
Time (r-TWT), are optional, and the STAs, even the 802.11be ones, that do not support them
may violate the prioritization of RTA traffic. To support RTA in such networks, backward
compatible and universal methods will be developed and investigated.

In this paper, we investigate such methods based on changing the channel access
parameters and preliminary channel access (PCA) [15]. The PCA method considers ac-
cessing the channel in advance before RTA data appearance to reserve the channel for
RTA transmissions. However, in scenarios with many RTA STAs, the total duration of
reservations becomes rather long, and it significantly degrades the channel usage efficiency
by non-RTA STAs, which we define as the portion of time when non-RTA STAs successfully
transmit their payload. The main contribution of the paper is the enhanced method of
PCA, called Smart PCA. In scenarios with many RTA STAs and given delay quantile limit
for RTA STAs, Smart PCA allows increasing the efficiency of non-RTA STAs. In contrast
with optional standard mechanisms for RTA prioritization, Smart PCA uses the basic NAV
mechanism, mandatory for Wi-Fi devices since the very first generation. Those STAs that
do not support Smart PCA cannot prevent RTA STAs from delivering their packets in time
but obtain lower throughput. With simulation, we compare the reliability and delays of
RTA frame transmission with various methods, as well as the efficiency of non-RTA STAs.
As a result, we determine the parameters of RTA traffic and its QoS requirements for which
it is advisable to use the proposed method.

The rest of the paper is organized as follows. Section 2 contains a brief description of
the basic channel access method in Wi-Fi networks. In Section 3, we describe RTA-aware
solutions in Wi-Fi networks known in the literature. Section 4 introduces the investigated
methods of RTA traffic service, including the Smart PCA method proposed in this paper.
Section 5 discusses the obtained numerical results. Section 6 concludes the paper.

2. Channel Access in Wi-Fi Networks

Modern Wi-Fi networks use Enhanced Distributed Channel Access (EDCA), which
works as follows. EDCA defines four access categories (ACs): Voice, Video, Best Effort,
and Background, each of which corresponds to a separate queue of packets at every STA. If
a new frame arrives in an empty queue while the channel is busy, the STA initializes the
backoff counter with a random integer uniformly distributed in [0, Wmin − 1], where Wmin
is the minimum size of the contention window.

If the channel is busy, the STA suspends its backoff counter. When the channel becomes
idle and remains idle for the Arbitration Interframe Space (AIFS) time, the STA resumes
and decrements its backoff counter by one. Then, the STA decrements it by one each time
the channel is idle for the time Te. The STA transmits the frame if the counter is equal to
zero, and a new decrement time comes. If a new frame arrives in an empty queue when
the channel has been idle for the AIFS time and the backoff counter after the previous
transmission has become zero, then the STA immediately transmits the frame. In case of
successful reception, the receiving STA responds with an acknowledgment (ACK) frame
after the Short Interframe Space (SIFS) time. If a transmitting STA does not receive an
ACK within the ACKTimeout interval since the end of its transmission, it considers the
transmission unsuccessful and repeats channel access with a new backoff initialized with a
random value selected from a larger interval.

Specifically, after the failed transmission attempt r, the contention window doubles
until it reaches the maximum value Wmax:

Wr =

{
Wmin, r = 0;
min{2Wr−1, Wmax}, 0 < r < R.

The frame is discarded if the number of failed attempts r reaches the retry limit R.
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For each AC, the STA uses different channel access parameters. Table 1 shows the
Wmin, Wmax, AIFSN, and TXOP limit, where AIFSN defines the duration of the AIFS =
SIFS + Te ·AIFSN interval and can be an integer from 2 to 15, and the TXOP Limit sets the
maximum time the STAs can occupy the channel. The standard defines the default values
of these parameters, but the AP can change them.

Table 1. Default EDCA parameters for client STAs.

AC Wmin Wmax AIFSN TXOP Limit

Voice 4 8 2 2.08 ms

Best Effort 16 1024 3 2.528 ms

The STAs also use the Request-to-Send/Clear-to-Send (RTS/CTS) mechanism, which
works as follows. Before data transmission, the STA sends an RTS frame. Then, if the
receiving STA considers the channel idle, it responds with a CTS frame. Only after receiving
CTS, does the STA begin data transmission. If the STA does not receive the CTS frame
within the CTSTimeout interval, it retransmits RTS. Other STAs that have received at
least one of these frames consider the channel virtually busy until the end of the data
transmission and acknowledgment, which is implemented as follows. Both RTS and CTS
contain the Duration/ID field that specifies for how long the channel is busy after the
frame is transmitted. STAs that read this field set the Network Allocation Vector (NAV)
counter according to the specified time and consider the channel busy until the counter is
reset to zero. Although the RTS/CTS handshake adds overhead, collisions between two
RTS frames are much shorter than collisions between long data frames, so the RTS/CTS
mechanism can improve delays and throughput.

3. Related Works

Solutions for RTA traffic service in Wi-Fi networks are studied in the IEEE 802.11
working group and in the literature.

Some RTA-aware solutions rely on mechanisms that appeared in the 802.11ax standard
amendment [16,17], e.g., Orthogonal Frequency Division Multiple Access (OFDMA) [18–22].
OFDMA allows the AP to allocate different subcarriers of the same channel to multiple
STAs for simultaneous reception or transmission of data. An OFDMA-based approach to
RTA traffic service was explored in [8] and presented in RTA TIG. Note that to allocate
frequency resources in OFDMA, the AP needs to know when and which STAs have data.
As a result, the transmission of information about the appearance of frames in the queue
causes additional delays. To avoid this problem, the AP can leave a part of the channel
for random access [23–29] so that an STA can attempt to transmit as soon as it has a frame.
However, with random access, STAs transmit data according to the access method that is
similar to the ALOHA [30,31], the efficiency of which significantly reduces with a large
number of contending STAs.

The 802.11ax standard also defines the Quiet Time Period (QTP) mechanism [32],
which allows STAs to request time intervals during which other STAs are not allowed to
access the channel. QTP is important for RTA because transmissions in such time intervals
avoid contention-related delays. For example, the authors of [33] propose an RTA traffic
service approach based on periodic reservations implemented with QTP. With this approach,
the AP periodically allocates time intervals for transmissions of only one of the RTA STAs.
However, the QTP mechanism is optional, and the presence of STAs not supporting it
may violate the restrictions on low delays. In addition, if several Wi-Fi networks overlap,
this approach requires an additional central coordinator, which distributes time among
the networks.

As RTA traffic service is an important use case for Wi-Fi 7 networks, many works are
devoted to the study of the mechanisms introduced in the 802.11be amendment. Overviews
of Wi-Fi 7 innovations are included in [34–38], and their application for serving delay-



Future Internet 2022, 14, 296 4 of 14

sensitive traffic is discussed in [39]. The standard defines the restricted target wake time
(r-TWT) mechanism to reserve channel resources and provide low delays for predictable
and delay-sensitive traffic. However, the mechanism becomes unreliable in the presence
of legacy devices that do not support r-TWT and have poor clock accuracy. Moreover,
r-TWT is an optional mechanism, and the standard states [14] (Section 35.9.4.2) that the
Wi-Fi 7 STAs that do not support this method can ignore the r-TWT service periods, which
violates the prioritization of RTA packets. This behavior is favorable for non-RTA STAs and
implicitly makes the STAs not support this method if they do not have RTA traffic.

The 802.11be standard also introduces a multi-link operation (MLO) technology that
can be used to serve RTA. Notably, some RTA-aware ideas based on simultaneous work in
several channels had been studied even before MLO became a part of Wi-Fi. For instance,
the paper [40] suggests using an additional radio interface to maintain a control channel.
In this proposal, a STA sends a busy tone in the control channel when an RTA frame is
enqueued. All STAs listen to the control channel and will immediately stop non-RTA
transmissions once they detect the busy tone. However, low delays cannot be guaranteed
in the presence of STAs that do not support such a mechanism. Another example of RTA
traffic service using several channels is introduced in [41–43]. The authors study a method
of reducing channel access delay in which STAs access several channels simultaneously
and transmit in the first accessed one. The authors of [44] propose an adaptation of this
method for MLO. When a multi-link device generates a packet, it duplicates it and contends
for access in multiple channels. If the device receives an acknowledgment on at least one
channel, it removes the copies of the packet from the queues of other channels. This
approach reduces the channel access delay because the delay is determined by its minimal
value among multiple channels. In [9–12,45,46], the authors also explore the potential of
MLO to reduce delays. Note that all the methods studied in these works require the PHY
complication of RTA devices, in particular, to have at least one extra interface for wireless
medium access, which significantly increases the cost of devices.

Some works consider simple ways to reduce delays. For example, the authors of [13]
introduce a new AC for delay-sensitive traffic. The parameters of this AC will guarantee
that RTA STAs win the contention with non-RTA STAs. However, this method cannot
reduce the delay associated with waiting for the end of non-RTA transmission. Other
approaches consider predictable RTA traffic. In this case, RTA STAs expect the arrival of
data and can start accessing the channel in advance. Thus, the authors of [47] propose
to start the backoff countdown in advance before the RTA frame appears at the STA to
reduce the channel access time. However, with this solution, the STA loses channel access
if the data frame has not arrived by the moment when the backoff countdown is over. To
address this drawback, in [15] we propose the preliminary channel access (PCA) method,
according to which the STA reserves the channel by sending an RTS frame. As a result,
the STA that successfully transmits an RTS frame but has no data frame does not lose
channel access until an RTA data frame is delivered. We also consider reducing the TXOP
Limit for delay-insensitive traffic as an alternative method to reduce the delay associated
with waiting for the end of a non-RTA transmission. The paper shows that in the case of
rare RTA traffic, the PCA method is more efficient than the reduction of the TXOP limit.
However, the study is carried out in the scenario with only one RTA STA in the network.
Increasing RTA STAs numbers can cause a significant increase in delay due to contention
between STAs and waiting for the reservation time of another RTA STA.

To sum up, many of the existing methods for RTA traffic service in Wi-Fi networks
either require STAs to have a more complex PHY or cannot guarantee reliability in the
presence of legacy STAs. At the same time, approaches without these disadvantages are
compared only in scenarios limited to one RTA STA in the network.

In this paper, we state a problem to develop an improvement of the PCA method,
which makes it possible to increase the channel usage efficiency of non-RTA STAs providing
a given delay quantile limit for RTA STAs. The improved method should not complicate the
PHY of RTA STAs and should work if other STAs in the network do not support the new Wi-
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Fi standard. We also state a problem to compare the improved method with the previously
proposed ones and to determine the traffic parameters for which the improvement is more
efficient to use.

4. Investigated Methods to Support RTA

Consider a Wi-Fi network consisting of an AP, RTA STAs, and non-RTA STAs. Let all
non-AP STAs generate uplink traffic. In this case, we distinguish the following components
of the RTA frame transmission delay: waiting for the channel to become idle, competing
with RTA and non-RTA STAs, and transmission of the data frame, including ACK reception.
If the RTA traffic intensity is low and the RTA transmissions are short, then the main
contribution to the delay is made by contention with non-RTA STAs and waiting for the
end of their transmissions. To minimize the delay component associated with contention
with non-RTA STAs, we set the EDCA parameters for ACs corresponding to RTA STAs and
non-RTA STAs as follows. The minimum and maximum size of the contention window will
not exceed the difference between the smallest AIFSN for non-RTA traffic and AIFSN[RTA]:

Wmin[RTA] ≤Wmax[RTA] ≤ min{AIFSN[non-RTA]−AIFSN[RTA]}.

Such parameters guarantee that RTA STAs always win the contention with non-
RTA ones.

Next, we consider three methods to reduce the delay component associated with
waiting for the end of a non-RTA transmission.

4.1. Tuned EDCA

The first method is Tuned EDCA [15]. It involves reducing the TXOP Limit for the AC
corresponding to non-RTA STAs. Note that reducing the time for which non-RTA STAs
can occupy the channel decreases the payload portion in one transmission, and, as a result,
decreases the throughput. Therefore, the TXOP Limit will not be reduced below the value
that is enough to provide the required delays for RTA.

4.2. Preliminary Channel Access (PCA)

The second method is PCA [15], shown in Figure 1. Let the RTA STA expect the arrival
of a data frame during some interval Texp. According to PCA, the RTA STA starts channel
access TPCA before the beginning of this interval to transmit an RTS frame. Let us denote
the duration of the RTA data frame transmission, including the acknowledgment, by Ts.
In case of timely RTS transmission, the AP responds with CTS, and the channel becomes
virtually busy for all other STAs until the end of the possible transmission, i.e., Texp + Ts
interval. As a result, the STA can transmit a data frame immediately after its generation.
Otherwise, if the data frame arrives before RTS transmission, the STA discards the RTS
frame and starts the channel access to transmit the data frame. To avoid waste of channel
resources, when the data frame transmission ends before the end of Texp + Ts interval,
the STA transmits a CFend frame which signals all STAs to zero their NAVs.

busy channel TS AIFS[RTA] 
… 

RTA STA 1 

generates RTS 

t 

RTS 

RTA STA 1 

generates data 

NAV 

TPCA 

SIFS CTS 

Texp 

Figure 1. Scheme of the PCA.

The time TPCA for which an RTA STA starts PCA equals

TPCA = TXOP Limit + AIFS[RTA] + Wmin[RTA] · Te + TRTS + SIFS + TCTS.
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This TPCA value guarantees a successful channel reservation by the data frame arrival
time if only one RTA STA starts PCA (generates an RTS frame) while the channel is busy
with a non-RTA transmission. The disadvantage of the PCA is the fact that one RTA STA
can occupy the channel for a long time while other RTA STAs have data frames to transmit.
As a result, delay components associated with waiting for the end of RTA transmission and
contention with RTA STAs become significant.

4.3. Smart Preliminary Channel Access (Smart PCA)

This paper proposes an improved PCA which we call Smart PCA and which works
as follows. If the number M of RTA STAs in the network is one or the maximum channel
reservation time is less than the duration of one RTA transmission Ts:[

M = 1,

TPCA − (TRTS + SIFS + TCTS) < Ts;
(1)

then RTA STAs access the channel in the same way as in the PCA. Otherwise, the modifica-
tion of the PCA is as follows.

The RTA STA starts PCA by generating an RTS frame TSmartPCA before the beginning
of Texp interval. SIFS after receiving the CTS frame from the AP, the RTA STA transmits a
special frame, which we call SPCA. It has almost the same structure as the RTS frame but
has additional fields containing information about the beginning and the duration of the
Texp interval, see Figure 2. After receiving the SPCA frame, other RTA STAs with data can
access the channel, but only if their transmission ends before the start of the Texp interval.
If the transmission fails, the RTA STAs can retry, but before each channel access, they will
ensure that their transmissions end before the Texp interval.

busy channel AIFS[RTA] 
… 

RTA STA 1 

generates RTS 

t 

RTS 

RTA STA 1 

generates data 

NAV[non-RTA] 

TSmartPCA 

SIFS CTS 

Texp 

SIFS SPCA AIFS[RTA] TS TS 

RTA STA 2 

generates data 

idle for RTA STAs 

Figure 2. Transmission scheme of Smart PCA.

Compared to the PCA, in this method, the RTA STA starts channel access earlier due
to the transmission of an additional SPCA frame:

TSmartPCA = TPCA + SIFS + TSPCA.

The SPCA frame consumes additional channel time, and therefore it is useless if
condition (1) holds because there are either no other RTA STAs, or they are unable to
finish their transmission before Texp interval. Thus, the Smart PCA guarantees that, in case
of timely RTS transmission, RTA STA can transmit data frames as soon as they appear
within the Texp interval. At the same time, if condition (1) is not met, the improved method
allows RTA STAs to reduce delays by transmitting data in the channel reserved by another
RTA STA.

Note that with both PCA and Smart PCA, RTA transmissions, including the PCA
procedure, consume more channel time than short RTA transmissions in the Tuned EDCA.

5. Results

To study the methods described in Section 4, we develop a discrete-event simulator
similar to ns-3 [48]. We consider a Wi-Fi network with an AP, N non-RTA STAs, and M
RTA STAs. All the STAs sense transmissions of each other perfectly, so there are no hidden
STAs. Non-RTA STAs support the 802.11n standard, but without significant changes in
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results, we can consider 802.11ac STAs. Non-RTA STAs operate in saturation mode and
serve the traffic of one AC with parameters Wmin, Wmax, AIFSN and TXOP Limit. They
always occupy the channel for the maximum time defined by TXOP Limit and use the
RTS/CTS mechanism to increase throughput.

RTA STAs support the 802.11be standard and generate quasiperiodic traffic (Figure 3).
The expected frame arrival time has a period Tperiod, and the real arrival time is normally
distributed around the expected time with a standard deviation σ. This model of traffic can
describe RTA that periodically generates data, but the real frame arrival time is random due
to the implementation issues, such as clock inaccuracy or unpredictable operation system
delays. Let us define the interval around the expected frame arrival time as Texp = 10σ. This
value of Texp guarantees that more than 99.999% of data frames are generated inside Texp.

Texp Texp Texp 

10σ 

Tperiod Tperiod 

t 

Figure 3. Quasiperiodic traffic of RTA STAs.

All the RTA STAs have the same periods Tperiod, but the cycles of different RTA STAs
are shifted relative to each other by a random value uniformly distributed in [0, Tperiod].
The AC for RTA traffic has the following parameters: Wmin[RTA] = Wmax[RTA] , W[RTA]
and AIFSN[RTA]. We assume that all the RTA STAs use the same modulation and coding
scheme, which is reliable enough to neglect frame losses because of random noise in the
channel. The size of RTA MAC Protocol Data Units (MPDUs) is fixed and equal for all RTA
STAs. Note that we consider a short duration of RTA frames; therefore, in the Tuned EDCA,
RTA STAs do not use the RTS/CTS mechanism in order not to increase the delay because
of the additional frames transmissions.

For the methods described in Section 4, we consider that all the STAs operate in a
40 MHz channel. For the multi-link method [44] described in Section 3, we assume that AP
and RTA STA simultaneously operate in two 20 MHz channels, while N non-RTA STAs can
operate only in one channel and are uniformly distributed among two 20 MHz channels.
Note that as receiver sensitivity is higher in the narrower channel, RTA STAs in 20 MHz
can use faster MCS than in 40 MHz without losing reliability.

The modeling parameters are listed in Table 2.

Table 2. Modeling parameters.

Parameter Value Parameter Value

Te 9 µs RTA MPDU size 2500 bytes
TCTS 24 µs N 8
SIFS 16 µs

Parameter Value for RTA STAs Value for non-RTA STAs

AIFSN 2 10
Wmin 8 16
Wmax 8 1024

Standard 802.11be 802.11n
OFDM Symbol 13.6 µs 4 µs
Guard Interval 0.8 µs 0.8 µs

Preamble 48 µs 40 µs
MCS for 40 MHz MCS 2 MCS 6
MCS for 20 MHz MCS 3 MCS 6
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To compare the RTA service methods, we consider the following QoS metrics. For
RTA traffic, we use the 0.99999-quantile of delay, which shows the minimum delay that
can be guaranteed with a probability of 0.99999. The QoS metric for non-RTA traffic is the
efficiency of channel usage by non-RTA STAs.

The further description is organized as follows. In Section 5.1, we consider how the
described metrics depend on the number of RTA STAs. Here and further, we consider a
fixed number N of non-RTA STAs. As shown in [15], the delay quantile for RTA STAs does
not depend on N because for the considered methods EDCA parameters are such that the
RTA STAs do not contend for the channel access with non-RTA ones, while the efficiency
of channel usage for non-RTA STAs has the same decrease rate with the growth of N for
Tuned EDCA and PCA, and the same result is valid for Smart PCA. Then, in Section 5.2 we
show the influence of TXOP Limit on the metrics. Finally, in Section 5.3, we explore the
tradeoff between the delay quantile and the efficiency of channel usage.

5.1. Impact of the RTA STAs Number

First, we consider the dependence of the metrics introduced above on the number
M of RTA STAs. Figure 4 shows the simulation results for Tperiod = 50 ms, σ = 10 ms
and TXOP Limit = 2 ms. With default EDCA, RTA STAs do not use any special method
for RTA traffic service. In this case, RTA STAs and non-RTA STAs use EDCA parameters
corresponding to AC Voice and AC Best Effort (Table 1). The obtained results show that
with the default EDCA parameters, 0.99999-quantile of delay exceeds 20 ms, so RTA QoS
requirements are violated. The multi-link method [44] described in Section 3 almost halves
the delay quantile. However, RTA service methods described in Section 4 guarantee even
lower delays and do not require devices to have multiple radio interfaces, so it only makes
sense to compare these methods with each other. Note that the multi-link method can be
combined with Tuned EDCA, PCA, or Smart PCA methods to further reduce the delay
quantile, and it can be a direction of future research.

2 4 6 8 10
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Figure 4. Delay quantile and efficiency vs. the RTA STAs number M in case of Tperiod = 50 ms,
σ = 10 µs, TXOP Limit = 2 ms.

For M = 1, the delay quantile for PCA and Smart PCA does not differ because
condition (1) is met, so the channel access in both methods is the same. With increasing
M, PCA loses not only to the Smart PCA but also to the Tuned EDCA. The reason is that
in PCA, one RTA STA can occupy the channel for time TPCA + Ts, which causes large
delays for another RTA STA that generate data during this channel occupancy. In addition,
before a successful transmission, an STA can lose contention to several other RTA STAs,
which leads to waiting for several TPCA + Ts intervals. At the same time, when using Tuned
EDCA, the main contribution to the delay is waiting only for TXOP Limit and maybe a few
short Ts transmissions in case of losing to several RTA STAs. The Smart PCA retains the
delay advantage of the Tuned EDCA with increasing M because instead of waiting for long
channel occupancy by other RTA STAs, the RTA STA can transmit its data frame as soon as
it arrives.
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5.2. Impact of the TXOP Limit Value

Let us fix the number of RTA STAs: M = 5; the RTA traffic period: Tperiod = 20 ms;
and σ = 10 µs. Consider the dependences of delay quantile and efficiency on the TXOP Limit
value. Figure 5 shows the monotonic increase in delay quantile for PCA and Tuned EDCA
over the entire range of TXOP Limit. At the same time, for the Smart PCA, the quantile
reaches a constant value starting from some value of TXOP Limit. With a long TXOP Limit,
the reservation intervals are large enough, and other RTA STAs transmit data instead of
waiting for them. In this case, condition (1) is not met, and the Smart PCA performs a
constant delay. At low TXOP Limit, condition (1) is met, so the RTA STA does not have time
to transmit in the channel reserved by another RTA STA. So, the growth of TXOP Limit
causes an increase in the waiting time for another RTA STA reservation and hence an
increase in delay.
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Figure 5. Delay quantile and efficiency vs. TXOP Limit in case of Tperiod = 20 ms, σ = 10 µs, M = 5.

The efficiency of the Tuned EDCA increases monotonically because as the TXOP Limit
increases, both the portion of successful transmissions and the portion of payload in one
transmission increase. The efficiency in the PCA and the Smart PCA increases, reaches
the peak, and then decreases, because in addition to the effect described above, with an
increase in TXOP Limit, the values of TPCA and TSmartPCA increase. As a result, RTA
transmissions, including PCA procedure, take more channel time. A slight difference
between the efficiency for the PCA and the Smart PCA is related to the difference in the
values of TPCA and TSmartPCA.

5.3. Dependences of the Efficiency on the Delay Quantile

Let us compare the methods depending on the delay requirements. To do it, we consider
how the efficiency of the studied methods depends on the delay quantile. Figures 6 and 7
show the results of six experiments for different values of RTA STAs number, RTA traffic
period, and σ. To satisfy the requirement for the delay quantile (abscissa axis), it is necessary
to set some TXOP Limit value, which in turn affects the efficiency of non-RTA STAs (ordinate
axis). Thus, the plots in Figures 6 and 7, including the horizontal parts, show the maximum
efficiency that each method provides for a given delay quantile limit.

First, we consider the strict requirements for the delay (3–5 ms). Figure 6a shows the
simulation results for Tperiod = 20 ms, σ = 10 µs, and M = 5. The maximum efficiency
of the PCA and the Smart PCA is 48%. At the same time, Tuned EDCA can provide a
delay less than 5 ms with the same efficiency. Thus, the area where the Smart PCA gains
in efficiency for Tperiod = 20 ms is negligible. It happens because such traffic periods and
high M values result in high intensity of traffic; thus, there is high contention between RTA
STAs during the reservations.

The results for Tperiod = 50 ms with the same values of σ = 10 µs and M = 5 are
shown in Figure 6b. In this case, the size of the area where Smart PCA provides the given
quantile with the best efficiency becomes significant due to lower intensity and hence
less frequent contention between RTA STAs. So, if the delay requirement lies between
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3.2 ms and 4.6 ms, the efficiency gain reaches 100% compared to the Tuned EDCA and 30%
compared to PCA. For stricter requirements, the efficiency for PCA and Smart PCA are
equal because the TXOP Limit value is set low and condition (1) is met, so the methods
have the same PCA procedure.
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Figure 6. Dependences of the maximum efficiency on the provided delay quantile (part I).
(a) Tperiod = 20 ms, σ = 10 µs, M = 5. (b) Tperiod = 50 ms, σ = 10 µs, M = 5. (c) Tperiod = 100 ms,
σ = 10 µs, M = 5. (d) Tperiod = 100 ms, σ = 100 µs, M = 5.

Let us increase the period to Tperiod = 100 ms (Figure 6c). The area of delay require-
ments for which the Smart PCA is most effective becomes wider for the same reason as
above. Efficiency gain compared to Tuned EDCA reaches 100% (≈70% against ≈36% for
3 ms delay limit) and 40% compared to PCA (≈78% against ≈56% for 3.2 ms delay limit).
As the period of RTA traffic increases, the efficiency advantage of the Smart PCA grows,
because RTA transmissions consume channel time less often.

Figure 6d shows the results for the same period Tperiod = 100 ms and the RTA STAs
number M = 5, but for increased σ = 100 ms. The Smart PCA guarantees a delay of 4 ms
with maximum efficiency of 76%, while the Tuned EDCA provides the same delay with
an efficiency of 68%. Thus, with a large value of σ, the efficiency gain of the Smart PCA
drops from about 100% to 10%. The reason is that an increase in σ lengthens the interval
Texp, due to which the PCA procedure consumes more channel time.

Let us reduce the number of RTA STAs to M = 3 for Tperiod = 20 ms and σ = 10 µs
(Figure 7a). Compared to the scenario with M = 5, the area where the Smart PCA shows
the best efficiency increases. At the same time, the gain in efficiency compared to the
Tuned EDCA reaches values of more than 100%, and compared to the PCA, it reaches
more than 30%. Thus, in scenarios with a small number of RTA STAs, the developed
method is the most efficient under strict delay requirements for RTA traffic with a period
of Tperiod = 20 ms. It is explained by the fact that a decrease in the number of RTA STAs
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reduces the total consumption of the channel time and the delay associated with contention
between RTA STAs.
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Figure 7. Dependences of the maximum efficiency on the provided delay quantile (part II). (a)
Tperiod = 20 ms, σ = 10 µs, M = 3. (b) Tperiod = 50 ms, σ = 10 µs, M = 3. (c) Tperiod = 10 ms,
σ = 10 µs, M = 3. (d) Tperiod = 100 ms, σ = 10 µs, M = 15.

The results for Tperiod = 50 ms with the same values of σ = 10 µs and M = 3 are shown
in Figure 7b. In contrast to the scenario with M = 5, the maximum efficiency gain of the
Smart PCA increases to 150% compared with the Tuned EDCA and to 40% compared with
the PCA. This result shows once again that with fewer RTA STAs, the Smart PCA method
developed in the paper significantly improves channel usage efficiency.

Let us consider more intensive RTA traffic. Figure 7c shows results for Tperiod = 10 ms
and M = 3. With such intensive traffic, RTA STAs consume more channel time, which
significantly reduces efficiency for PCA and Smart PCA methods because of reservation
time. At the same time, a small number of RTA STAs leads to a low probability of transmis-
sion in a reservation of another STA, so the Smart PCA gain in comparison with the PCA
is negligible.

In case of low intensity of RTA traffic (Tperiod = 100 ms) but a large number of RTA
STAs (M = 15), we obtain an opposite result (Figure 7d). The Smart PCA has a significant
gain in comparison with PCA because more RTA STAs can transmit in an alien reserva-
tion. However, high M also increases the contention between RTA STAs during channel
reservations, which makes it almost unprofitable to use the Smart PCA in comparison with
Tuned EDCA.

Finally, we consider non-strict requirements for delay (5–10 ms). In all the above
scenarios, the Tuned EDCA is the most effective in this area of delay limits. For example,
the Tuned EDCA can meet the delay limit of 10 ms with high efficiency (up to 80–90%). Thus,
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the Smart PCA is more efficient than the Tuned EDCA only in case of strict requirements
for the transmission delay of RTA frames.

6. Conclusions

In this paper, we propose smart preliminary channel access (Smart PCA) for serving
real-time traffic in Wi-Fi networks. We compare the developed method with two previously
proposed: PCA and limiting the time for which STAs can occupy the channel for non-urgent
transmissions. The comparison takes into account both the QoS for RTA traffic and the
channel usage efficiency for STAs with delay-insensitive traffic.

We show through simulations that the Smart PCA can provide significantly lower
delay than the PCA in the presence of multiple RTA STAs in the network. The Smart PCA
method proposed in this paper is the most effective in the case of strict requirements for
maximum delay (<3 ms) and low intensity of RTA traffic. At the same time, an increase
in the deviation of the data arrival time reduces the efficiency of the Smart PCA, so this
method should be used only in the case of predictable RTA traffic.
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