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Abstract: Decentralized networks bring us many benefits, but as networks evolve, many nodes either
actively or passively become unreachable behind an NAT or a firewall. This has become a hindrance to
the development of decentralized networks, where peer-to-peer communication data transfer between
unreachable nodes cannot be accomplished, whether in decentralized file systems, decentralized
social, or decentralized IoT. The existing scheme requires a series of centralized servers or requires
network-wide flooding for consensus data, which can lead to the loss of decentralized nature of
the network and cause flooding bottlenecks, contrary to the design concept of decentralization. In
this paper, our proposed scheme uses a structured P2P overlay network to store the indexes of
unreachable nodes in the whole network, so that the characteristics of a decentralized network are
still maintained while ensuring the efficiency of lookup. When nodes communicate, the transmission
channel is established so that both nodes continuously transmit data streams peer-to-peer without
relying on the central server. Moreover, the scheme guarantees the security and privacy of nodes’
data transmission and the P2P overlay network without relying on centralized trusted institutions.
Finally, we deploy a real cluster environment to verify the effectiveness of each module at different
network sizes and prove the overall feasibility of the scheme. The scheme has certain advantages
over existing solutions in terms of security, privacy, communication efficiency, device democracy, etc.

Keywords: unreachable peers; decentralized architecture; structured P2P network; centralized
server-independent; device democracy

1. Introduction

The original design of the Internet (the underlying protocol) was decentralized, which
greatly ensured the stability, fault tolerance and security of the network [1,2]. Despite the
initial design principles, as the Internet evolved, there was a gradual move towards a single
centralized point of access. This is because a centralized approach is the easiest way to
achieve the target functionality and at the same time facilitate management (e.g., Twitter,
Facebook, WhatsAPP, Google Drive), but some of the problems associated with central-
ization, single point of failure [3], certificate leaks [4,5], leaked files [6], centralized social
networking privacy disclosure [7], smart camera leaks privacy [8] etc. cannot be well solved.
This has led many researchers to explore decentralized networks, for example, the early
emergence of P2P networks such as Bittorrent [9] and Napster [10] represent this series
of attempts to decentralise about file sharing. The emergence of cryptocurrencies such as
Bitcoin [11] and Ethereum [12], using blockchain technology that allows peer-to-peer com-
munication to be de-trusted. These have contributed to a process of “re-decentralization”,
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which has seen the emergence of many decentralized applications, such as decentralized
data trading [13–15] and decentralized social networking [16,17]. They have benefits that
are difficult to achieve with centralized networks, such as no single point of failure, no
centralized authority, and privacy protection.

However, with the development of the network, the shortage of IPv4 addresses [18,19],
the slow transition to IPv6 and other issues [20,21], there are many nodes that are either
actively or passively behind NAT or firewall and become externally unavailable for an
active connection. Because NAT protocol [22] was originally designed to solve the IPv4
address reuse problem under the traditional centralized network represented by the C/S
model, they could only be initiated by clients who could not connect directly from the
outside. This causes a lot of unreachable nodes in decentralized networks, for example
52.2% of unreachable nodes in IPFS [23,24] and 86.8% of unreachable nodes in the Bitcoin
network [25]. In decentralized applications, they have the same communication needs
as centralized applications, such as decentralized social [16,17]. They no longer commu-
nicate only with the central server as in centralization, as shown in Figure 1a, but may
communicate with any node, as shown in Figure 1b, which will prevent communication
from being established directly when unreachable nodes exist. Thus, the communication
of unreachable nodes in decentralized networks is a matter of concern. In this case, some
of the unreachable nodes in the decentralized network will not work properly and the
unreachable nodes become a limitation to the development of the decentralized network to
enable direct end-to-end communication.

Center Server

(a)

No Center ServerUnreachable Node

(b)

Figure 1. Two modes of network communication. (a) Center model. (b) Peer-to-peer model.

Early P2P networks such as Napster [10] and Bittorrent [9] had their resources indexed
centrally, so they could not be called decentralized networks yet, but only P2P networks.
Although unreachable nodes can establish connections to resource fragmentation index
nodes, they cannot establish connections to unreachable nodes to access data resources to
solve this problem. Skype [26] divides nodes into super nodes and normal nodes according
to their different capabilities, with the goal of trying to relay unreachable nodes through
super nodes, solving the communication between unreachable nodes to some extent,
but essentially not being able to solve the problem well using a decentralized approach.
The Bitcoin network’s network layer protocol uses Gossip [11,27], an unstructured P2P
network that also has no mechanism for dealing with unreachable nodes. However,
because the blockchain shares a distributed ledger that is consistent across the network,
there is no need to deliberately find any node, so this problem is not addressed in the
blockchain network layer represented by Bitcoin either. The IOTA message channel [28] can
transmit messages to a node in a directed manner, but it is implemented by broadcasting
and cannot transmit large data streams, which does not solve the problem at the root.
The IPFS [23] dependency library LibP2P [29] has to specify a relay node for unreachable
nodes, which wastes network resources, so it does not solve the problem well in terms of
efficiency, centralization and ease of use.

To fix the connection establishment problems caused by NAT protocols, protocols
such as STUN [30], TURN [31], PCP [32] and UPNP [33] have been proposed, but the
disadvantage of these protocols is that they require a series of centralized servers to help
peers establish connections, pass the necessary information or relay packets. Protocols such
as PCP [32] and UPNP [33], which rely on actively opening ports, also require the support
of ISP equipment. This problem has been solved to some extent in traditional centralized
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networks. However, in a decentralized network a series of servers implies the presence
of a central node, and more seriously unreachable nodes have to trust these servers when
communicating, which can undermine the benefits of decentralization. This is contrary to
the principles of decentralized design and so does not fit well into a decentralized network.
Kfoury et al. [34] to overcome this effect, decentralized PCP protocols have been proposed,
but this is not a generic solution, requires protocols with NAT device support on both
sides, is not applicable for multi-layer NAT, and is less efficient for establishing connections
via blockchain for consensus data. Moreover, decentralized naming systems [35,36], de-
centralized social [16,17] etc. are brought in to solve the problem of too much centralized
power brought about by centralization, and the benefits of decentralization will be lost
if traditional centralized solutions are used. There are some decentralized applications
(e.g., data trading scenarios [13–15]) that use smart contracts, IPFS, etc. as a medium for
data exchange or control in order to avoid communication between unreachable nodes.
Although there is no communication between unreachable nodes, this can lead to low
resource utilization and communication bottlenecks.

Therefore, finding a universal, structured solution that does not rely on trusted cen-
tralized servers, and that can transmit a large number of data streams continuously when
communicating without consuming additional network resources, thus allowing unreach-
able nodes in a decentralized network to communicate with each other peer-to-peer, is
currently the biggest challenge.

For the above background, the current status of the problem, and the challenges,
we propose a decentralized, unreachable node communication scheme in a P2P network
that does not depend on a centralized node. The proposed scheme uses a peer-to-peer
overlay network as the underlying scheme for routing, where addressing between nodes
does not depend on IP addresses and does not require a central server, thus maintaining
the characteristics of a decentralized network. The unreachable nodes communicate with
each other by finding a certain reachable node that is connected to the unreachable node
in the index distributed throughout the network. Depending on the network conditions
at both ends, a direct connection or a relay is selected to establish a data transmission
connection between unreachable nodes. Once established, they can continuously transmit
data without relying on other facilities. In terms of security, the scheme proposed in
this paper does not rely on centralized trusted CA institutions, and the security of P2P
overlay network and data transmission is ensured by the implicit relationship between
node addresses and asymmetric encryption system. In summary, this paper makes the
following novel contributions:

• Node Address: For the problem of missing trusted third-party institutions in the
process of switching from centralized to decentralized networks, and the problem
of wasting resources by using a network-wide consensus approach as a trust mod-
ule. An algorithm for generating node addresses in overlay networks is proposed.
The address information either shows or implicitly contains the logical address in the
DHT, the identifier for node identification and the cryptographic seed information,
and the difficulty of address generation can be adjusted according to the computing
power of the whole network when generating addresses. It achieves malicious node
prevention in P2P networks and data security assurance without relying on centralized
trusted institutions.

• Routing: For existing decentralized network organization methods using a broadcast
scheme to find nodes can cause routing bottleneck problems. A decentralized net-
working scheme based on overlay network containing unreachable nodes is proposed,
which implements logical Node ID-based addressing routing between unreachable
nodes through a DHT structured scheme. Compared with the broadcast scheme,
it improves the node finding efficiency and consumes fewer resources. The entire
network does not depend on trusted third-party entities, so it eliminates the perfor-
mance bottleneck of centralized nodes and preserves the decentralized nature of the
original network.
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• Communication: For the problem that the existing scheme requires a third node of
full process assistance or network-wide consensus to transmit data wasting network
resources when the two end nodes communicate, the transmission model of data flow
under overlay network is proposed, and the data transmission channel is established
using two methods, direct connection establishment and third-node relay, according
to the type of unreachable nodes at both ends. After the establishment, the two nodes
can communicate freely with each other without any limitations such as the amount
of data to be transmitted. The scheme in this paper can minimize the consumption of
additional network resources compared to existing schemes as long as the network
conditions are met.

• Evaluation: The three parts of node address generation, virtual network, and commu-
nication channel establishment are evaluated in terms of their operational effectiveness
by real cluster servers, and their usability and security are verified. Compared with
existing centralized and decentralized solutions, our scheme does not rely on any
third-party central entity in terms of trust and data transmission, and achieves effi-
ciency improvement in virtual networking and data transmission. It better ensures
the privacy of users and realizes device democracy while taking into account the
transmission efficiency.

The remaining chapters are organized as follows. In the second part, we describe the
work related to unreachable node communication solutions in centralized and decentralized
networks. The third part explains our model overview, threat model and requirements.
The fourth part elaborates the detailed implementation of our model. The fifth part includes
relevant experiments on our proposed model and analysis of the results. The sixth part is
an analysis and discussion of the experimental results and the role played by each part in
the whole. Finally, the seventh part summarizes our model and the results obtained.

2. Related Work

The communication problem of unreachable nodes is not only required in decen-
tralized networks, previous research has proposed some solutions to the communication
problem of clients behind NAT or firewall in centralized networks.

Packets from a client behind a NAT device are converted to another address by the
NAT when they flow out, and conversely a packet received externally cannot be converted
because the NAT device does not have this mapping. There are protocols that enable NAT
devices to change the mapping table so that the NAT device can actively accept connections
from external addresses. Universal Plug and Play (UPnP) [33], NAT-PMP [37] uses the
SSDP discovery protocol to broadcast the ports required by the client, so that the NAT
device knows and adds the appropriate mapping table, with a larger range any packet can
be forwarded. Port control protocol (PCP) [32] controls the mapping table of NAT devices
at both ends, making them accept packets from the other node and limiting the range of
incoming ports compared to UPnP. In a software-defined network (SDN) [38], network
devices including NAT can be controlled by custom programs, so many researches have
been done from this perspective to allow two parties communicating with each other to
accept each other’s packets [39,40]. However, most ISPs do not open these permissions to
users, or the devices themselves do not have these capabilities, and as a normal user it is
not possible to use these protocols and cannot achieve end-to-end connectivity.

The STUN protocol [30] solves this problem by taking advantage of the nature of the
NAT device itself, where a client initiates a specific connection to generate the required
records in the NAT device’s mapping table, and the NAT device allows incoming connec-
tions from another client. The TURN protocol [31] and the NAT cloud [41] research based
on it, solves this problem by relaying packets directly from a server in a public network
environment, regardless of the type of NAT device, but wastes network resources. We-
bRTC [42] proposes a framework for peer-to-peer communication in a browser application
scenario, and is part of a framework that allows the browser to support client-to-client
communication as well. Novo et al. [43] and Saka et al. [44] presents a approach based on
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IoT-related protocols that enable end-to-end IoT-based communication. These enable direct
end-to-end communication across multiple protocols and application scenarios.

All of these studies have addressed this problem from the perspective of how to inter-
connect devices behind NAT, essentially requiring a mutually agreed-upon server through
which the two end nodes help establish direct connections or relay connections between
them. However, the impact of the added modules on the web application is not taken into
account. In a centralized network, all clients have to connect to a server that is reachable by
the public network. The server can act directly as a centralized dispatch, making itself or
additionally specifying one as a server known to both parties. The above solution is applied
to interconnect two clients that are behind NAT. However, in a decentralized network these
methods become difficult to use due to the absence of a centralized server. There is some
research in decentralized networks that proposes solutions.

The use of decentralized PCP and decentralized SDN has been proposed in some
studies to help devices at both ends to establish connections [34,45]. Although it solves the
problem of centralization to help establish connections, it is limited by the ISP devices and
is not very versatile. In the IPFS [23] underlying communication framework LibP2P [29],
UPNP is only responsible for mapping ports. If the connection is still not successful, then
he adopts the strategy of relay address, i.e., this node must be guaranteed to be able to
communicate with another node. This address must be manually specified by the user,
and cannot be arbitrarily based on the content to find the node you want to find. The
communication between unreachable nodes is indirectly achieved in some applications
of decentralized data transactions through blockchain, cloud storage or IPFS, which can
guarantee the data interaction between any peers [13–15]. However, waste of resources,
blockchain to all peers to reach consensus, cloud storage or IPFS decentralized storage to
the whole network presence, not peer-to-peer transmission mode. Several studies have
proposed the use of decentralized address mapping [46,47]. The goal is to implement a de-
centralized end-to-end communication solution without a central authority. Addresses can
be mapped by pre-known names, relying on a blockchain decentralized ledger. However,
the connectivity of mobile nodes cannot be guaranteed and no solution is proposed for
nodes that are behind NAT. Ding et al. [48], Aslanoglou et al. [49], and Kfoury et al. [50]
consider the problem of unreachable nodes and propose the use of a fixed relay server to
relay these data, which can realize that communication can be carried out between any
nodes through the network. Although end-to-end direct transmission can be achieved, this
will affect the degree of decentralization of the network, and the relay server may have a
single point of failure, etc.

Close to our work, Keizer et al. [51] proposed to solve the communication problem
between unreachable nodes by decentralized relaying, but their approach of finding nodes
using broadcast will cause flooding bottleneck in case of large number of nodes in the
network. Moreover, the use of relaying alone for end-to-end communication can cause
waste of network resources to some extent. Kamel et al. [52] used a structured P2P network
to organize the nodes which does not causes flooding bottlenecks due to large number of
nodes. However, these nodes are composed of cloud services and still have a centralized
nature. Moreover, the end-to-end communication in the proposed scheme uses messaging,
which relies on the active message discovery mechanism of the receiver. Furthermore, there
is no mechanism to establish an end-to-end transmission channel, so a large amount of
data cannot be delivered continuously.

The proposed scheme in this paper does not require additional centralized servers and
achieves IP address-independent routing between nodes including reachable and unreachable
nodes through a structured overlay network that stores node indexes distributed across the net-
work rather than unstructured flooding. The end-to-end transmission channel is established
according to the type of nodes at both ends during data flow transmission. Once established,
they can continuously transmit data without relying on other facilities, which saves network
resources to some extent. Furthermore, in terms of security assurance, the proposed scheme
in this paper does not depend on centralized trusted institutions and ensures not only the
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security of data transmission but also the security of structured overlay networks through the
implicit relationship of node addresses and asymmetric encryption system.

3. System Model

A decentralized network is a network without centralized nodes, self-organizing
to the extent that all nodes are equal. These nodes share control of the entire network,
and there is no private changes to some characteristics of the system due to too much
centralized power in one node. There is also no single point of failure, and the privacy and
data security of users can be protected. This advantage of decentralized networks over
the use of centralized servers that require trust is continued in the design of our model.
Because there are no centralized nodes and it is important to ensure that all nodes can be
connected properly, as shown in Figure 2, our model uses peer-to-peer overlay approaches
for virtual networking over physical carrier networks. In addition, the special treatment
for unreachable nodes is equivalent to connecting all nodes including unreachable nodes
through virtual routing algorithms on top of the application layer without centralization.
The data transmission policy is adapted to the network conditions at both ends, so that
the unreachable nodes can communicate with each other through each other’s pre-defined
fixed addresses. The following sections provide an overview of the system as a whole and
the workflow of each phase.

Overlay Network

Physical Carrier 
Networks

Figure 2. Overlay networks on top of physical carrier networks.

3.1. System Overview

In a traditional centralized network, any node in any network environment can
directly access the centralized node and interact with data because the centralized node
is always reachable, but in a decentralized network this is changed because there are no
centralized nodes.

In a decentralized network, there are connectivity problems for unreachable nodes as
shown in Figure 3. If simple name-to-IP conversion naming system is used only, incoming
packets will be blocked due to the presence of NAT devices.

PointB
UnreachablePointA

5

4

3

2

1

A
5

4

3

2

1

B

……

… …
No mapping

Name     → IP

Figure 3. Unreachable nodes are discarded directly from the packet.
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This paper combines the physical network properties with the decentralized design
philosophy and gives an overview of the system organisation as shown in Figure 4. The red
and black points represent reachable and unreachable nodes respectively, and their defini-
tions will be given below.

Physical Carrier 
Network

Name1

Name2

Name3

Name4

Name5

Phase1: Node Identity

Phase2: Routing Connection

Phase3: Data Transmission

Virtual Networking Connecting Unreachable Nodes Routing Messaging

Direct Connection Third Node Relay

Authentication
Encryption

Overlay Network

Overlay Network

Figure 4. The overview of the system organisation.

• Reachable node: A node directly connected in the public network environment or
statically mapped from the public network environment to the internet, which can
passively receive packets from other nodes through the node IP address and the
specified port.

• Unreachable node: A node that is behind one or more levels of NAT or firewall and
cannot be actively accessed by other nodes through any port.

It is divided into the following parts: node identity, virtual networking, handling of un-
reachable nodes, routing messaging and data transmission both direct and relay connections.

Firstly, in order to enable the nodes in the decentralized network to be uniquely
addressed, regardless of their geographical location and physical network. The address
takes into account both the logical address of the P2P overlay network and the basis for
ensuring the security of data transmission in the P2P network.

Secondly, in order to enable nodes in the network to be connected on a decentralized
basis, a virtual overlay network plane is created, and special treatment is given to unreach-
able nodes so that unreachable nodes can be routed to each other via node addresses.

Thirdly, the data transmission mechanism of direct connections and third-node relays
ensures the efficiency and availability of data transmission.

In the rest of this section we will describe the threat model and requirements in
the system.

3.2. Threat Model and Assumptions

In this section we present the threats to the system at the peer-to-peer network level,
transport authentication aspects and some assumptions related to them.
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First of all, we make some assumptions about the system participants. Nodes in
the network can join the P2P overlay network at random. They use various WAN access
methods and they may be reachable nodes or unreachable nodes. Moreover, by some
tests, other nodes can determine whether they are reachable nodes or unreachable nodes,
and have already determined which type. Reachable and unreachable nodes together make
up the entire network. They enjoy the services provided by the virtual network and also
provide services to other nodes directly or indirectly, but among them there are dishonest
nodes, malicious nodes, and some data eavesdroppers.

There are threats that arise at the P2P overlay network level:

(1) Sybil Attack: This attack may occur in the virtual networking of second phase routing
connection in Figure 4. This is an attack unique to decentralized networks, and if not
prevented could lead to identity impersonation or even the entire network going down.
As shown in Figure 5, there is no authentication authority in P2P networks, so it is
costless for users to create nodes, which means that attackers can go to forge identities
to join the network very easily. After that, they will try to obtain a large amount of node
information in the network and make some malicious behaviors based on it, such as
sending false node information, misleading the normal information transfer between
nodes, faking the identity of normal nodes, not responding to network connection
requests, etc.

Sybil Attack

Sybil Attack Node

Figure 5. Sybil attack diagram.

(2) Eclipse Attack: This attack may also occur in the virtual networking of second phase
routing connection in Figure 4. The eclipse attack usually has to be coupled with a
Sybil attack, where the attacker adds enough fake nodes around a certain victim by
appropriating the routes of nodes in the network and finding some nodes with similar
addresses, thus isolating the normal nodes outside the normal P2P network, as shown
in Figure 6.

Eclipse Attack

Victim Attacker P2P Network

Figure 6. Eclipse attack diagram.

(3) DDoS Attack: This attack may occur in the routing messaging of second phase routing
connection in Figure 4. In P2P networks, DDoS is different from the common central-
ized systems. The new DDoS attack does not require the establishment of a botnet to
launch a large-scale attack, which is not only low-cost and powerful, but also ensures
the secrecy of the attacker. In this way, if not prevented at the connection and authen-
tication stages, it can have more serious consequences than centralized networks.

There are threats arising from data transmission and authentication:

(1) Man-in-the-Middle Attack: This attack may occur in the various stages of third phase
data transmission in Figure 4. In a centralized network, the authentication of the
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communication between two parties requires the participation of an authoritative
and trusted institution, which in turn ensures the security of the authentication. In a
decentralized network, there are many objects that need to communicate. On the
one hand, since all nodes are peer-to-peer nodes, there is no certain authoritative
centralized trusted authority. On the other hand, the overhead of authentication
when communicating with a large number of nodes is too high. So authentication
cannot be performed in this way, making MITM attacks more likely to occur in
decentralized networks.

(2) Replay Attacks: Replay attacks can happen during any network communication
including routed messaging and data transmission in Figure 4. In decentralized net-
works, replay attacks on routing messages may cause an attacker to send intercepted
packets repeatedly without breaking the cryptographic security, resulting in confusing
routing information in P2P networks. Replay attacks on transport messages can bring
about authentication problems in the network. So it is very important for the security
of routed messaging and data transmission.

(3) Data Eavesdropping Attacks: This attack may occur in the various stages of third
phase data transmission in Figure 4. In the case of data encryption decrypt the data by
means of MITM attack. In decentralized networks due to the more complex path of
data, compared to centralized networks the possibility of attackers intercepting the
packets is increased. Therefore, special care should be taken in decentralized networks
to prevent such attacks.

3.3. Requirements

This section lists the requirements for implementing a P2P overlay decentralized
network to achieve secure and private communication of unreachable nodes in a network
that does not rely on centralized servers and does not rely on the underlying network
devices to be untrusted. This includes both functional and non-functional requirements.

• Turst: Since each node in the decentralized network can join at will and it is a non-trust
environment, it is important to achieve mutual trust of nodes in the non-trust network
and achieve identity authentication.

• Privacy: Control information, routing, data, etc. transmitted between nodes or be-
tween users are not intercepted and tampered with by other nodes.

• Security: Prevent attacks during P2P network and communication to ensure the
stability and security of the whole network.

• Search Convenience: The node is found independent of its IP address, and the condi-
tions required to find it remain unchanged when its IP address changes, enabling IP
address-independent finding of unreachable nodes.

• Connection Efficiency: When two nodes are communicating, it is possible to quickly
realize that the road has messages arriving, providing the prerequisites for establishing
a connection.

• Network Adaptability: The connection of unreachable nodes can adapt to various
NAT network environments to ensure the success rate of the connection, and choose
the mode of third point relay in case of unsuccessful direct connection.

4. System Design

In this section, we will focus in detail on each of the three areas node identity, virtual
networking and communication channels.

4.1. Node Identity

As mentioned earlier, certain security requirements need to be met in decentralized
networks, otherwise there will be significant security risks. At the same time, routing
algorithms that do not rely on IP addresses need to be implemented when finding nodes.
Therefore, addressing the nodes so that they can be uniquely and accurately identified is
the basis for all subsequent work. This section first addresses node identity authentication
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and secure data transmission between nodes based on the decentralized network without a
trusted institution, which provides a solid foundation for the subsequent overlay network
establishment. The next section is divided into the address generation algorithm of each
node that can prove its identity and the transmission and encryption authentication based
on this.

4.1.1. Address Generation

In P2P overlay networks, to accommodate the needs of scenarios such as node identi-
fication and authentication, uniquely identifying each node so that the node can identify
other nodes, as well as identifying any other information needed to complete authentication,
the information contained directly or indirectly in the address is as follows:

• Logical address: Logical address of the P2P overlay network, used for P2P network
basic operations such as virtual networking and routing connections in DHT.

• Identity: The unique identity used by the node for authentication, and the node
performs identity authentication in both directions before transmitting information.

• Encryption Key: The key for encrypting transmission, used to encrypt control infor-
mation or routing information when transmitting.

At the same time, certain restrictions are made on the generation of addresses, requir-
ing that the generation of this address requires a certain amount of computation. Nodes
cannot be made to randomly generate addresses that are logically close to each other in
order to prevent the attacks in P2P networks mentioned above.

The Node ID is calculated as defined below:

NodeID := Sha1 ( Blake2b_512 (ipub | iuk) )

In above definition, ipub represents the public key of the node, the node needs
to generate a pair of (ipub , ipriv), the public key is used for the generation of NodeID,
the private key needs to be stored locally with the node. Suppose that the elliptic curve
y2 = x3 + ax2 + bx + c and its generator point G have been shared. We use the random
number generator RNG() to generate a random number rn of length 160 bits as the private
key ipriv, and then calculate K = rn ∗ G as the public key ipub. The public key and private
key will be used for the process of authentication and encryption and decryption. iuk
represents the uniform unique key in this network, which is used to break up the hash
result of ipub, so that the logical distance of NodeID is as large as possible and becomes
irregular. blake2b_512(.) is a hash function that generates 512-bit message digest after
execution. This digest is then used in the Sha1(.) hash algorithm to generate a final 160-bit
message digest for the computed NodeID.

The difficulty Di f fn is also defined as the number of bits whose first part of the
NodeID is continuously zero.

Di f fn := BinLen ( PreZero ( NodeID ) )

Nodes with Di f fn less than the pre-defined the minimum Di f fn Dmin are not allowed
to be routed in P2P networks, which makes the address generation of nodes difficult and
requires some arithmetic power to generate a NodeID that can be used in the network. It
can also further increase the uncertainty of address generation, and it is difficult to find
the association between seed information and eligible NodeID information to prevent the
generation of P2P network attacks in address generation.

Dmin will be determined by the average computational power of the nodes, and the
NodeID logical distance LDist between the two nodes mentioned above is defined as below:

LDist := NodeIDA ⊕ NodeIDB

According to the above definition, the NodeID generation process is shown in Algorithm 1.
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Algorithm 1: Routable NodeID generation algorithm in P2P overlay network
Input: Dmin ; iuk
Output: Routable NodeID in P2P overlay network ; a pair of (ipub , ipriv) for the

NodeID

1 Suppose that the elliptic curve y2 = x3 + ax2 + bx + c and its generator point G
have been shared

2 while Di f fn < Dmin do
3 rn← RNG();
4 K ← rn ∗ G;
5 ipub ← rn;
6 ipriv ← K;
7 NodeID ← Sha1 ( Blake2b_512 (ipub | iuk) );
8 Di f fn ← BinLen ( PreZero ( NodeID ) );
9 end

10 return NodeID ; (ipub , ipriv)

The NodeID is generated according to the algorithm above, then compared with the
known conditions Dmin until it is satisfied with the routable NodeID. The NodeID and the
matching public and private keys are output for communication authentication, encryption
and decryption.

4.1.2. Authentication and Encrypted Transmission

The previous section introduced the algorithm related to node identification, by which
this identification and the implicit information contained can be used to achieve security
and confidentiality when two nodes transmit information in an insecure channel. In order
to simplify the process of node identification and encrypted communication, the following
two types of network communication between nodes are classified according to the type of
information transmitted between them, facilitating the selection of the appropriate type in
the appropriate case.

• Public message transmission: Transferring information that can be made public in
the network between two nodes, verifying each other’s nodes’ identities, signing the
authenticity of messages and preventing them from being tampered with, but not
from being eavesdropped. Generally only one round of interaction takes place, so no
transmission channel is established.

• Confidential message transmission: Encrypted messages are delivered between two
nodes, generally transmitting user data with large data volumes, so virtual encrypted
channels are established to ensure the confidentiality of messages based on two-way
identity authentication.

As shown in Figure 7, the interaction process of public messaging is demonstrated.
The initiator is Node A and the receiver is Node B. The first interaction completes the
authentication process. The second interaction completes a two-way pass of the public mes-
sage. The random number mechanism prevents replay attacks and the message signature
ensures that the message is tamper-proof. The detailed flow of the interaction process is
as follows.

(1) Node A first initiates a connection to Node B, sending its public key and NodeID.
(2) Node B verifies that the NodeID and the public key sent by Node A satisfy the

correspondence, as well as calculating whether Di f fn satisfies the requirements in the
network. Generate the random number Nonce1. Sign the public key of node B and
Nonce1 using the private key and send the data and signature to node A.

(3) Node A verifies that the NodeID and the public key sent by Node B satisfy the
correspondence. Verify that the signature is correct using the public key of node B.
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Generate a random number Nonce2. Sign Nonce1, Nonce2, the data to be passed using
the private key, and send all data and the signature to node B.

(4) Node B uses the public key of node A to verify that the signature of the message
sent by node A is correct, compares the Nonce1 sent with the random number Nonce1
generated by node B. The data and Nonce2 to be sent are signed with the public key
of node B, and the data and signature are sent to node A.

(5) Node A uses the public key of node B to verify that the signature of the message sent
by node B is correct, and compares whether the Nonce2 sent is whether the random
number Nonce1 generated by Node A.

NodeANodeA NodeBNodeB

Send hello and Inf to B

Inf := PublickeyA + NodeIDA

Verify( PublickeyA , NodeIDA )

Generate Nonce1

Inf:=PublickeyB+Nonce1

Send Inf and sign(Inf) to A

Verify( PublickeyB , NodeIDB )

Verify( sign,PublickeyB )

Generate Nonce2

Inf:=QueryInfo+Nonce1+Nonce2

Send Inf and sign(Inf) to B

Verify( sign,Nonce1, PublickeyA )

Inf:=ResultInfo+Nonce2

Send Inf and sign(Inf) to A

Verify( sign,Nonce2, PublickeyB )

Figure 7. The workflow of public message transmission.

As shown in Figure 8, the interaction process of confidential messaging is demon-
strated. The initiator is Node A and the receiver is Node B. The first interaction process
completes the authentication and the generation and interaction of a new pair of public
and private keys, and the second interaction process completes the key transfer for the
symmetric encryption needed to establish the message channel, and then the encrypted
channel is established, and Node A and Node B can communicate securely at that time.
The detailed flow of the interaction process is as follows.

(1) Node A first initiates a connection to Node B, sending its public key and NodeID.
(2) Node B verifies that the NodeID and public key sent by node A satisfy the correspon-

dence, as well as calculates whether Di f fn satisfies the requirements in the network.
Generate a new elliptic curve private key dB, calculate HB = dB ∗ G based on the
elliptic curve shared parameter base point G, sign the public key of node B and HB
using the private key, and send the data with the signature result to node A.

(3) Node A verifies that the NodeID and the public key sent by Node B satisfy the
correspondence. Verify that the signature is correct using the public key of node
B. Generate a new elliptic curve private key dA, compute HA = dA ∗ G. Compute



Future Internet 2022, 14, 290 13 of 34

symmetric key S = dA ∗ HB for DES encrypted transmission, generate IV vector at
random. Sign HA and IV using the private key and send the data with the signature
result to node B.

(4) Node B uses the public key of node A to verify that the message signature from node
A is correct and calculates the symmetric key S = dB ∗ HA used for DES encrypted
transmission. At that time, node A and node B have the same DES encryption key S
and IV vector, then use this key to encrypt the request to establish a channel command
to send to node A.

(5) After receiving the data, node A decrypts the data using S and IV. The data to be
communicated can be sent to node B. The encrypted communication channel is thus
established.

NodeANodeA NodeBNodeB

Send hello and Inf to B

Inf := PublickeyA + NodeIDA

Verify( PublickeyA , NodeIDA )

Generate privatekey dB

Publickey HB=dB*G



 Inf:=PublickeyB+HB

Send Inf and sign(Inf) to A

Verify( PublickeyB , NodeIDB )

Verify( sign, PublickeyB )

Generate privatekey dA,IV

Publickey HA=dA*G

S=dA*HB

Inf:=HA+IV

Send Inf  and sign(Inf) to B

Verify( sign, PublickeyA )

S=dB*HA

Inf:=DES(S,IV)

Send Inf  to A

encrypted transmission channel establish

Figure 8. The workflow of confidential message transmission.

4.2. Virtual Networking

In this section, we will describe the detailed implementation of virtual networking.
In the absence of a centralized control server and a centralized index server, the application
layer of the network uses the overlay network approach, which can make any node in the
network routable, including reachable and unreachable nodes, based on the logical ID of
the node, independent of the IP address. The following sections describe the details related
to virtual networks separately.

4.2.1. Overlay Network

This section introduces overlay network based on DHT (Distributed Hash Table)
implementation. Overlay network is an application layer network, which is application
layer oriented with no or little consideration of network layer and data link layer. Overlay
networks allow routing messages based on logical addresses to destination hosts that are
not identified by IP addresses. Without any central server, each client is responsible for a
small range of routes and serves a small number of unreachable nodes, thus enabling the
routing of the entire DHT network.
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We define a series of nodes n1, n2, n3, . . . , nn ∈ N in the overlay network plane of
the application layer, as shown in Figure 9. They all have IP address-independent logical
addresses generated by the same rules as defined before, with an address space of 160 bit,
but their address space may become smaller due to the different definitions of Dmin, and the
actual address space is (160− Dmin) bits. The unique logical address generated by each
node according to the algorithm is the identification of each node in the DHT network and
is the basis for routing messages to be sent. We calculate the distance between two nodes
using their logical distance instead of the physical distance. For example, to calculate the
distance between node A and node B, we simply calculate the exclusive OR distance A⊕ B
between them.

Underlay Network

FA......E2

AC......D8

CF......82FA......2A

5

4

3

2

1

5

4

3

2

1

Overlay Network 0E......56

u1

u2
r1

r2
r3

Length：160 bit

Figure 9. The overlay network is an application layer network with a series of reachable nodes
r1, r2, r3 and unreachable nodes u1, u2 in the plane, and they have the same format of 160 bit logical
addresses; The lower underlay network represents layers 1 to 4 of the TCP/IP stack, with nodes
accessing the network in different ways and at different locations.

In the lower layer of the physical bearer network, we do not care about the way they
access the WAN, the access location. They can use any kind of network layer, data link layer
to access the network at any location, but when they access the network, they are divided
into reachable nodes R = {1, 2, 3, . . . , n} and unreachable nodes U = {1, 2, 3, . . . , n}
according to whether the node is reachable or not,R∪ U = N . The node behind the red
firewall in the Figure 9 is an unreachable node, but in the actual network access, we assume
that the nodes do not know the way they access the network. They do not know the node
type themselves. The node type needs to be determined with the help of nodes in the
network that assist in accessing the network.

At this time, there are a series of reachable nodes r1, r2, r3, . . . , rn ∈ R ⊆ N and a series
of unreachable nodes u1, u2, u3, . . . , un ∈ U ⊆ N in the network. The type ni of nodes may
change when different access methods and different locations are used to access the WAN,
i.e., whether ni ∈ R or ni ∈ U can be determined only when a node is connected to the
network. In different access methods, ri and ui may be transformed into each other.

4.2.2. Route Connection

In this section, we introduce the construction and connection of routes within the
overlay network plane. We design how two potential types of nodes can join the virtual
network and perform the corresponding functions based on Kademlia [53].

• Bootstrap Node: In this system, first we need some bootstrap nodes so that nodes can
join to the whole P2P network through them. We define a series of bootstrap nodes
b1, b2, b3, . . . , bn ∈ B. They are all reachable nodes, B ⊆ R. When a node wants to join
the P2P network, it first connects to any bootstrap node bi and then integrates into the
whole P2P network according to the algorithm. A total of n bootstrap nodes serve as a
backup for each other and also share the pressure of network connection. The bootstrap
nodes need to expose the NodeID, IP address and port number < NodeID, IP, Port >
after booting so that nodes can connect to them with this information. The triad can
be hard-coded in the system, or it can be dynamically updated and obtained using
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DNS system. Additionally, load-balanced DNS also allows for a balanced distribution
of traffic across bootstrap nodes.

• K-bucket: Each reachable node U has two k-buckets, which are stored in a binary tree.
One of the k-buckets is used to store the logical address information of other reachable
nodes, which can be used to find the nearest reachable node quickly. The definition of
k-buckets and binary trees, and the update algorithm are the same as the standard
Kademlia algorithm. The function addkbucketR(NodeID, IP, Port) is defined to store
another reachable node at the reachable node.

The other k-bucket of the reachable node is used to store two kinds of data. The first
one is the connection session and NodeID < session, NodeID > of the unreachable nodes
to which this node directly maintains connections. The second one store the information of
unreachable nodes that maintain connection with other reachable nodes cached by this node,
the information of unreachable nodes themselves, and the information of reachable nodes
that unreachable nodes maintain connection < NodeIDU , NodeIDR, IPR, PortR >. Define
the function addkbucketU(Session, NodeID) to add the unreachable node information in
the second type of k-bucket, and the function addkbucketUbu f f (NodeIDU , NodeIDR, IPR,
PortR) to add the cache of unreachable nodes.

This k-bucket can be represented as a binary tree, as shown in Figure 10. The dashed
rectangle at the top represents the result of the middle-order traversal of the binary tree,
with the nodes with all binary bits of 1 on the left, decreasing from left to right, and the
nodes with all binary bits of 1 on the far right. The following is a dynamic binary tree, where
each leaf node is a k-bucket that splits and merges according to certain rules. From the root
node down, the left branch of each subtree represents bit 1 and the right branch represents
bit 0. Each branch down the binary tree node has a common prefix of logical address.

111...1 000...0

010101...

1... 0...

01... 00...

011... 010...

0101... 0100...

01011... 01010...

010100...

deep

0

1

2

3

4

5

6 o

K-bucket

The owner node (reachable node) is 
directly maintain connected to the
unreachable node 

Cache  of unreachable nodes that
maintain connections with other
reachable nodes

o The owner node

160 bit

Figure 10. The k-bucket of reachable nodes represented using a binary tree. There are three types of
nodes in the k-bucket, which are represented by three colors. For clarity of presentation, not all of the
160 bit address space is shown.

Initially, only the most specific own node is stored in this structure. When the cache of
other unreachable nodes or nodes is added, it is inserted into the corresponding k-bucket
according to the NodeID of the node. When the number of nodes in a particular k-bucket
reaches the maximum number of nodes K specified by the system, the k-bucket is split
before adding more nodes. The next bit of the current subtree is selected for splitting, bit
1 for the left subtree and bit 0 for the right subtree. The nodes in the current k-bucket
are selected to enter the k-bucket in the left subtree or the right subtree according to this
bit. When the k-bucket splits to the maximum level specified by the system, no more
splits will be made. However, if the k-buckets are all unreachable nodes in which this
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node directly remains connected, they will not be restricted by this condition. When there
are two types of nodes in a k-bucket and the maximum number of split levels has been
reached, the node cache with the lowest access frequency will be removed when the directly
connected unreachable nodes or node caches are added again. When the number of nodes
in a particular k-bucket decreases, the merge operation of the k-bucket will be executed if
the merge condition is satisfied.

• Node joining: As mentioned earlier, the node joins the overlay network by first
connecting to the bootstrap node. Then it becomes part of the network by joining to the
network through the node. The joining algorithm of nodes is shown in Algorithm 2.

Algorithm 2: Nodes (reachable nodesR, unreachable nodes U ) join algorithm
Input: A series of bootstrap nodes b1, b2, b3, . . . , bn ∈ B; NodeIDi of node ni to be

accessed
Output: node type Ntype; session for unreachable nodes; k-bucket for reachable

nodes

1 ni randomly selects a node bi in B and gets in connection with bi
2 ni opens port Protn
3 bi determine whether node bi is reachable by whether IPn : Porta is connected or

not determine node type Ntype
4 if Ntype is a reachable node then
5 addkbucketR(NodeIDbi, IP, Port);
6 Neighbors← FindNode(bi);
7 foreach e in Neighbors do
8 addkbucketR(NodeIDe, IP, Port);
9 FindNode(bi, IP, Port);

10 end
11 else
12 Neighbors← FindNode(bi);
13 foreach e in Neighbors do
14 Dis = ni ⊕ NodeIDe;
15 end
16 minNode← sub(Neighbors);
17 The first N nodes with the smallest Dis;
18 foreach mn in minNode do
19 ConnectedLong(mn);
20 addkU(session, NodeID);
21 end
22 end
23 return Ntype; session; k− bucket

When node ni randomly connects to the last bootstrap node bi, the bootstrap node
first makes a judgment on the node type of ni, which can be known as ni ∈ R or ni ∈ U .
If the node type is the reachable node ci, then ni needs to join the routing network and
participate in the construction of the routing table of the whole network. Firstly, it inserts its
own node into its own k-bucket, as shown in Figure 10 for node o. Then execute FindNode
operation of the Kademlia algorithm to update its own k-bucket according to the received
information. Then these nodes are queried sequentially from near to far. In this way, while
constructing its own routing table, it also inserts its information into the routing table of
the neighboring nodes. If the node type is unreachable node ri, then ni does not need to be
added to the routing network and does not participate in the construction of the routing
table for the whole network. First, the FindNode operation is executed to extract the N
nodes with the smallest logical distance from its own based on the received information.
Then connections are established with each of these N nodes to make these nodes aware of
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their own information and add them to the k-bucket. Subsequently, these connections need
to be continuously maintained.

Node joining is a dynamic process where nodes need to do some operations cyclically
after joining to the network to ensure their own availability and that of the whole network.
The unreachable and reachable nodes have to do the following operations respectively.

• Unreachable node: After joining the network, the unreachable node needs to keep alive
the long connection with N nodes, in addition to executing lines 12–20 of Algorithm 2
cyclically to ensure that it is always connected to the N nodes closest to its address.
When a closer node is found, the long connection to the more distant node is discon-
nected while contact is made with the closer node.

• Reachable node: After the reachable nodes join the network, they need to respond to
the query operations of other nodes with the connection operations of unreachable
nodes. In this process, the two k-buckets are split and merged in a timely manner
according to the k-bucket update method described in the previous section. The long
connection with the unreachable node is periodically tested for normalness, and if it is
adjudged to be a deactivated node, this node is removed from the k-bucket.

4.2.3. Peer Discovery for Unreachable Node

In this section we introduce peer discovery within the overlay network plane, in par-
ticular discovery and routing messaging between unreachable nodes. If there are only
reachable nodes in the network, the FindNode operation can be used to achieve peer dis-
covery. However, there are reachable nodes R and unreachable nodes U in the network,
and both ri and ui have the same address format, so it is impossible to make a distinction
in the address. So we want to implement a generalized algorithm that, given an address of
ci, without knowing the node ni is ri or ni is ui, the routing connection of this node can be
obtained according to Algorithms 3 and 4.

When a node in the network wants to find a node of unknown type based on NodeID,
assuming that it does not store this node and this node’s cache in its own k-bucket, it first
finds the nearest α nodes to this point in its own k-bucket. Then send FindPeers() requests
to each of these nodes based on their < NodeID, IP, Port > and ask these nodes to query
the target node for information. When the result is received, it updates its own k-bucket
based on the result. If the NodeID to be looked up is still not in the result after the request
is sent for each node, then the process is looped. In the current state, find the nearest α
nodes to this point in its own k-bucket again and send a request query to each of them.

When the target node is found, it is determined whether the target node is a reachable
node, if it is then it is directly connected based on the < NodeID, IP, Port > of the node
and then the transmission channel is established. If it is an unreachable node, then it is
necessary to first establish a connection with the node directly connected to this node,
and then use the method in the next section to establish a data transmission channel with
the unreachable node. Then, the nearest α node in the k-bucket is added to this node to the
cache using the addkbucketUbu f f (.) function.
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Algorithm 3: Nodes (reachable nodes R, unreachable nodes U ) lookup
(discovery) algorithm

Input: NodeID of the node to look up
Output: Session connected to the lookup node

1 while results not has the target NodeID do
2 Neighbors← FindKbucketnα(NodeID);

// Find the nearest α node to own in the k-bucket
3 foreach e in Neighbors do
4 results← FindPeers(NodeID);

// Implemented in Algorithm 4
5 updateKbucket(results);
6 if results has the target NodeID then
7 if Ntype is reachable node then
8 session← connectNode(NodeID, IP, Port);
9 else

10 connectPreNode(NodeIDe, IP, Port);
11 addkbucketUbu f f (NodeIDU , NodeIDR, IPR, PortR);
12 session← estConForUnreach(NodeID);

// Establish connections for unreachable nodes through
reachable nodes. It will be implemented in the next
section.

13 end
14 break;
15 end
16 end
17 end
18 return session;

Algorithm 4: FindPeers() procedure in reachable nodes
Input: NodeID of the node to look up
Output: NodeID and more information about the node to be found or α logical

distance to the nearest result

1 resultFir ← lookFirKbuc();
2 if resultFir is True then
3 return < NodeID, IP, Port >;
4 resultSec← lookSecKbuc();
5 if resultSec is own then
6 return this node < NodeID, IP, Port >;
7 else
8 return the own < NodeID, IP, Port >;

// result is catch, need to return the owner information
9 end

10 Neighbors← FindKbucketnα(NodeID);
// Find the nearest α node to own in the k-bucket

11 return Neighbors

The FindPeers() function in the reachable nodes is implemented in Algorithm 4. When
a reachable node receives a request from another node, it first queries its first k-bucket and
returns the information of the target node directly if there is a target node. If not, then
query its own second k-bucket to see if there is a target node, and if there is then return
the data of its own node directly. If there is a cache of the target node, the data of the node
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directly connected to the target node is returned. If there is no check in both k-buckets,
the nearest α node from the first k-bucket to the target node is queried and returned.

4.3. Communication Channels

This section describes the final step of the unreachable node communication scheme,
the establishment of the communication channel. After the routing connection is com-
pleted, the nodes can interact with each other with simple data, but cannot transmit data.
The establishment of the data channel, combined with node identity-based authentication
and data encryption, allows for secure and fast data transmission between the two nodes.
Depending on how the two nodes access the network, there are two ways of establish-
ing the connection: direct connection and third-node relay. The former does not take up
additional network resources but some access methods cannot be used and the latter is
widely available but takes up third-node network resources. The direct connection mode
is used in order not to consume too many network resources and allows two nodes to
communicate directly after the communication channel has been established. However,
this mode is not available for some network access methods, where a direct transmission
channel cannot be established to an unreachable node, and then a third-node relay mode
is required. The following two sections describe the connection details for both direct
connection establishment and third-node relay modes respectively.

4.3.1. Connection Directly

This section will describe the direct connection mode for unreachable nodes. As shown
in Figure 11, in the previous steps, node uA has been contacted by node uB through a route
lookup in the overlay network, but needs to transfer messages through the reachable node
to which it is connected and can only perform simple message transfer. The yellow arrows
in the upper plane indicate data transmission in the virtual plane and the yellow arrows in
the lower plane indicates data transmission between routers in the physical bearer network.
The next step is to make the two unreachable nodes connect directly with the help of this
reachable node, as shown in Figure 12. As the unreachable node does not have an IP
address and port for active access to the public network, all messages are forwarded by the
reachable node before the connection is obtained. These messages are also authenticated
and encrypted by the method previously described, thus ensuring security in transmission.

FA......E2

AC......D8

CF......82FA......2A

Underlay Network

Overlay Network 0E......56

uA

uB

r

Figure 11. Direct connection packet flow diagram for unreachable nodes uA and uB in the overlay
and underlay planes.

Specifically, when nodes uA and uB establish a direct connection, they obtain their
mapped IP address and port number in the public network by actively sending packets out.
If the other node opens this port for it in its previous NAT or firewall device, then it can use
the IP address and port number mapped in the public network to transmit packets directly
to and from the unreachable node, thus completing the establishment of the communication
channel. The detailed steps for establishing a communication channel between unreachable
nodes uA and uB are as follows.
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Unreachable Node uAUnreachable Node uA Reachable Node rReachable Node r

Ready to detect

Assume the reachable node connected to 

Unreachable uB has been found

Encrypted channel established

send signal to Node uA

Unreachable Node uBUnreachable Node uB

Lookup Unreachable table

Find persistent socket of  Node uB 

Send signal to Node uB

Send UDP packets to the preset port of the reachable node

Send UDP packets to the preset port of the reachable node

Save IP and Port 

Save IP and Port 

Send IPA and PortA to NodeB

Send UDP packets to IPA: PortA (droped)

Send sucess

Send sucess

Send UDP packets to NodeB by IPB:portB

transmission channel establish

Send UDP packets to NodeA by IPA:portA

transmission channel establish

Figure 12. Flowchart of the direct data transmission channel of the unreachable nodes uA and uB.

(1) First, assume that node uA has already determined that node uB is unreachable by
the method described previously, and has found a reachable node r that maintains a
long connection with node uB, and has already established an encrypted transmission
channel. When the uA node and the uB node have the intention to establish a commu-
nication channel, an initialisation message to help establish the connection is sent to
the reachable node r.

(2) The reachable node r receives the message and finds the long connection session of
node uB in its own table of unreachable nodes, and sends to node uB a message about
the wish of node uA to connect and an already open UDP port.

(3) The uB node receives the message and sends a UDP packet to the open port of the
reachable node r and informs the reachable node r via a long connection.

(4) The reachable node r receives the UDP packet and records the IP address and port
number of the source of the packet. This is the IP address and port number that the
uB node maps to the public network, and then sends this information to the uA node
along with an open UDP port of the reachable node r.

(5) After receiving the message, node uA sends a UDP packet to the open port of reachable
node r and informs reachable node r via a long connection.

(6) Reachable node r receives a UDP packet and records the IP address and port number
of the source of the packet. This is the IP address and port number that node uA maps
to the public network and then sends this information to node uB.

(7) The uB node receives it and sends a UDP packet to the IP address and port number
that the uA node injects into the public network. Obviously this packet will not be
received by uA because the NAT device or firewall prior to node uA does not have this
address mapped. However, the NAT device or firewall prior to node uB has created a
mapping for this IP address to the port. After sending the UDP packet a message is
sent to the reachable node that the transmission has been completed.

(8) Reachable node r receives this message and forwards it to node uA.
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(9) After receiving this message, node uA sends a UDP packet to the IP address and port
number of node uB mapped to the public network.

(10) At this point the uB node can accept the packet as it has already established a mapping
in the previous NAT device or firewall. Next, a UDP packet is sent to the IP address
and port number mapped to the public network by node uA. At this point the direct
connection data channel has been successfully established.

It should be noted that the unreachable node uA and the reachable node, the unreach-
able node uB and the reachable node and, finally, the unreachable nodes uA and uB are
authenticated and encrypted using the previous method based on NodeID, which ensures
transmission security and is not described in detail in Figure 12 and in the detailed steps.

4.3.2. Connection by Third-Node Relay

This section will describe the direct connection mode for two unreachable nodes.
The direct connection method may be unsuccessful due to the NAT type of the network
device behind the unreachable node accessing the network. In case of unsuccessful use
of the scheme described in this section, as shown in Figure 13, is the same as the direct
connection scheme, where in the previous steps node uA has already been contacted by
node uB through a route lookup in the overlay network. Later it is necessary to establish
the forwarding transmission channel of the reachable node r with the assistance of the
reachable node r, as shown in Figure 14. A transmission channel is established between
unreachable node uA and reachable node r, unreachable node uB and reachable node r,
respectively to forward data. Unreachable nodes uA and uB at both ends are authenticated
and encrypted using the methods shown in the previous section. Reachable node r only
forwards data and does not participate in authentication and encryption. The detailed
steps for establishing a communication channel between the unreachable nodes uA and uB
are as follows.
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Figure 13. Packet flow diagram of unreachable nodes uA and uB in the overlay and underlay planes
establishing connections via reachable node r relays.
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Figure 14. Flow chart of unreachable nodes uA and uB establishing data transmission channels via
reachable node r relays.
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(1) First, assume that node uA has already determined that node uB is unreachable by
the method described previously, and has found a reachable node r that maintains a
long connection with node uB, and has already established an encrypted transmission
channel. When the uA node and the uB node have the intention to establish a commu-
nication channel, an initialisation message to help establish the connection is sent to
the reachable node r.

(2) Reachable node r receives the message and finds the long connection session of node
uB in its own table of unreachable nodes and sends a message to node uB about the
wish of node uA to connect.

(3) Once received by the uB node, a transmission channel to the reachable node is estab-
lished using public message transmission. At this time messages can be viewed by a
third party, but are tamper-proof.

(4) After the establishment of the transmission channel is complete, the reachable node r
establishes a transmission channel with the uA node.

(5) After the establishment is complete, the authentication between unreachable nodes
uA and uB is started.

Up to this point, any node in the overlay network can be discovered and a secure
transmission channel can be established and data can be transmitted. We use a decen-
tralized scheme to implement data communication between unreachable nodes in the
system that does not rely on trusted third parties and achieves the establishment of data
communication channels between unreachable nodes while retaining the advantages of a
decentralized system.

5. Evaluation

In this section, we will study and analyze the unreachable node communication
scheme in this paper. First we evaluate the address generation algorithm to verify that node
identification plays a fundamental role in the overall network to ensure the security and
privacy of the network system. Then, we evaluate the overlay network based on a simulated
scheme to verify the usability of the decentralized scheme in this paper, which is divided
into the evaluation of the virtual networking, i.e., routing scheme and the evaluation of the
connection channel establishment.

5.1. Address Generation Evaluation

In this section, we will evaluate the address generation algorithm, divided into
the performance of randomly generated addresses and the scattering of randomly gene-
rated addresses.

First, we evaluate the performance of randomly generated addresses. We assume
that Dmin is 16, i.e., only the number of consecutive bits preceding the generated address
that are 0 is greater than or equal to 16 can be used as a node that can be used for normal
communication in the network. We implemented the algorithm using Java and completed
the experimental framework. To reduce experimental error and for statistical purposes, our
experiments were divided into five groups, each of which generated addresses that were
not limited by Dmin 1000 times, and then we counted the metrics in each group of address
generation experiments.

We conducted our experiments on a computer with an Inter i5-3470 CPU, 4GB of RAM
and Ubuntu 18.04 as the operating system. We counted the total time consumed by each
set of experiments, the average time consumed per address generated, and the number of
valid addresses and the number of addresses with BinLen of 8 or more under the above
assumptions. The results of the experiments are shown in Table 1.

Among the five groups of experiments, we observed that the shortest total time spent
was 589 s in group 3, where the average time taken to generate each address was 589 ms.
The longest total time spent was 660 s in group 5, where the average time taken to generate
each address was 660 ms. The highest number of valid addresses generated among the five
groups was in group 5, with five valid addresses. The lowest number was group 3, with no
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valid addresses. The highest number of addresses with BinLen of 8 or more generated in
the five experimental groups was group 5, with 62 addresses. The least was group 3 with
43 addresses.

Table 1. Node addresses generate five sets of experimental results.

Group Number Time Average Time of per Time 8 bit ‘0’ 16 bit ‘0’

1 1000 605 s 0.605 s 47 1
2 1000 653 s 0.653 s 53 3
3 1000 589 s 0.589 s 43 0
4 1000 621 s 0.621 s 55 2
5 1000 660 s 0.660 s 62 5

Next, we evaluate the dispersion of randomly generated addresses, i.e., the logical
distance dispersion of node addresses. We assume that Dmin is 0, i.e., all generated node
addresses can be used as nodes in the network that can be used for normal communication.
We generated 1000 addresses using the same method as above and then calculated the
maximum, minimum, average and variance of these 1000 addresses, as shown in Table 2.

Table 2. Statistical information for 1000 addresses.

Item Numerical Value (HEX)

Maximum 0xffffb1931c879140b7561882a8953cb7abef14f3
Minimum 0x502a121f6e286d8eda6c1a0f411bdf07e5d3
Average 0x801e79cb28bc725f94b84c200bb522dc4ef9efe0
Variance 0x1.54f215601abd8E+80

5.2. P2P Network Simulation Method

In order to verify the usability of the communication scheme for unreachable nodes in
decentralized networks proposed in this paper, we will simulate reachable and unreachable
nodes, and the process of their sending and receiving packets, using methods that are as
close to the real environment as possible. Although there are some P2P simulation methods
available, most of them are based on a single program that simulates the algorithms
running in an overlay network and cannot distinguish between nodes based on their
network properties, and cannot simulate the real packet transmission process and the
interruptions such as network delays that are generated in between. It also does not
simulate the IP address and other infrastructure used for network transmission in a real
environment, and therefore cannot simulate the process of establishing connections to
unreachable nodes behind NAT or firewall. For this reason, we have used a real network
environment, real IP addresses and other infrastructure and packet sending and receiving
processes to test the availability and performance of the unreachable node communication
scheme in the network.

Specifically, we used n ECS under the same proprietary network as the experimental
virtual machines in the simulation, and they were on the same subnet and could communi-
cate with each other through private addresses. The specifications of each ECS are 64 vCPU,
Core 3.5 GHz, 128 GB RAM, 40 GB SSD, 32 Gbps of intranet bandwidth, 12 million PPS of
intranet packets sent and received, and Ubuntu 18.04 operating system.

The scheme is organised as shown in Figure 15. n ECS (ecs1, ecs2, . . . , ecsn) are con-
nected to the virtual switch vSwitch via virtual ports vEth0, vEth1, . . . , vEthn, which con-
tains a DHCP server that provides the ECS that access the network with IP address for the
network segment 172.19.80.0/20. In each ECS we simulate simultaneous running nodes
by means of independent threads, each bound to a socket, which also communicate with
each other via the 172.19.80.0/20 network segment, but the packets are forwarded directly
by the local switch instead of passing through the vSwitch. To simulate the unreachable
node ui more realistically, the socket of the unreachable node will not accept external active
connections, but only return packets from connections it has initiated. In addition, there
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is a console, ECS control center, which maintains a connection to the master process in
ecs1, ecs2, . . . , ecsn via vSwitch, thus establishing a connection to each node for functional
control of the node and data collection.
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Local Switch
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Figure 15. ECS experimental architecture.

It has been verified that in this configuration where the number of ECS running nodes
does not exceed 1000, CPU time slice rotation does not significantly affect the algorithms
run by the nodes, while the latency in transmitting packets is basically indistinguishable
between each node in the same ECS and those in different ECS, and they can be considered
to be on equal status. During the simulation run, in order to reduce the time required for
each node to reach a relatively stable state prior to the experiment, the control center helps
each node to reach a stable state as soon as possible by updating the k-bucket through the
calculation of global addresses, but it will not be involved in this work when the experiment
starts after this time.

5.3. Network Evaluation

In this section we evaluate the network connectivity aspects, including virtual rout-
ing and the creation of communication channels. We have implemented the routing of
reachable nodes ri, unreachable nodes ui and the establishment of transmission channels
for unreachable nodes in JAVA based on the standard Kademlia algorithm based on the
method described above. To facilitate the management of the nodes, we create a thread
for each node in the main program, which does not communicate with the main process
except to guide behaviour and statistics, but transmits packets through a virtual switch in
the same way as the real network.

5.3.1. Virtual Network Evaluation

In this section we evaluate the metrics of reachable nodes that have joined the phys-
ical bearer network and unreachable nodes joining the overlay network plane and the
success rate of lookups. We use the previous address generation algorithm to generate
7000 addresses, which are randomly assigned to each node via the control node, with-
out distinguishing between reachable and unreachable nodes, and record the addresses
with the node’s IP address and port number for backup.

First, we evaluate the joining of nodes to the overlay virtual plane. To avoid single
point failure and single point bottleneck of the bootstrap nodes, we randomly selected
five nodes as bootstrap nodes, hard-coded the bootstrap nodes into the control center,
and the nodes randomly selected a bootstrap node when joining the overlay network.
We used a total of 7000 nodes for our experiments and randomly selected 30% of them,
2100 nodes, as unreachable nodes ui and the remaining 4900 nodes as reachable nodes,
with the bootstrap nodes included in the reachable nodes ri. The reachable and unreachable
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nodes are randomly distributed among all nodes. The parameter N for the unreachable
nodes to access the network is taken as 1. Two sets of experiments were conducted. In the
first set of experiments, when the bootstrap node is created and the rest of the nodes join the
overlay network through the bootstrap node in turn, we obtain the average value of packets
sent and received by the nodes in the network when 1000, 2000, 3000, . . . , 7000 nodes join
the network. In the second set of experiments, the rest of the nodes join the overlay network
through the bootstrap nodes in turn. We pause the joining of the rest of the nodes when
1000, 2000, 3000, . . . , 7000 nodes join the network, then wait for 100 s and obtain the average
value of the packets sent and received by the nodes in the network. The experimental
results are shown in the four curves in Figure 16.
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Figure 16. Average packet numbers for building overlay networks at different network size.

The lower two curves show the number of packets sent and received by nodes joining
without waiting time, while the upper two curves show the number of packets sent and
received after 100 s of waiting time, both of which show an increasing trend. The difference
between the top two curves is larger than the bottom two curves and tends to increase
as the number of nodes increases, while the difference between the bottom two curves
remains more or less the same. Overall, the slope of the two curves decreases slowly as the
number of nodes increases and does not exceed 1 at the maximum slope, indicating that
the average consumption of network resources by nodes becomes smaller as the network
size increases. As the size of the network increases, the tendency to increase the average
time complexity of building the network and the interactive refresh work after building
decreases, which is a beneficial effect for us to build larger networks.

Next, we verified the success rate of finding reachable and unreachable nodes. As in
the previous experiment, we used 30% of unreachable nodes and set N to 1. We constructed
overlay networks of 1000, 2000, 3000, . . . , 7000 nodes and brought the nodes to a stable state
of the DHT. Then, we select no less than 10 reachable nodes, and no less than five reachable
nodes and no less than five unreachable nodes for each reachable node for different network
size cases, and count the number of successes in each group as a proportion of the total
number of successes, as shown in Figure 17.

In the figure we can see that the success rate is high when the network is small,
with both unreachable and reachable nodes reaching around 96%. As the size of the network
increases the success rate of reachable nodes decreases slightly, and the unreachable nodes
start to decrease more at 4000 nodes, but then levels off at larger network sizes. As the size
of the network increases, the success rate of the reachable and unreachable node lookups
may be reduced by more network packets being sent and the node k-bucket refreshing.
The significant decrease in the success rate of unreachable nodes at 4000 nodes may be
caused by the interference generated when querying unreachable node addresses to each
reachable node due to network congestion. As the ratio of unreachable nodes increases,
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the success rate of reachable nodes slightly increases probably because fewer reachable
nodes are involved in DHT construction, while unreachable nodes do not have a significant
impact on reachable nodes. Starting from 60% of unreachable nodes, the success rate of
reachable nodes decreases probably because a large number of unreachable nodes occupy
network resources and have an impact on the refreshing of DHT of reachable nodes, which
can be confirmed by the rapid decrease of the success rate of unreachable nodes after 60%.
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Figure 17. Lookup success rate of reachable and unreachable nodes at different network size.

We then explore the effect of the proportion of unreachable nodes on the network. First,
we randomly generate 5000 node addresses, without distinguishing between reachable and
unreachable nodes. Then, with a constant total number of nodes and a constant number
of long connections of unreachable nodes of 1, we investigate the effect of the ratio of
unreachable nodes at 10%, 20%, 30%, . . . , 90%, and converging to 100% of the proportion
of unreachable nodes in the overlay network were experimented with separately. In each
group of experiments, when the nodes reach the steady state of the DHT, no less than
ten reachable nodes are selected, and no less than five reachable nodes and no less than
five unreachable nodes are selected for each reachable node respectively, and the success
rate of the lookup are shown in Figure 18.
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Figure 18. Lookup success rate of reachable and unreachable nodes with different ratio of unreach-
able nodes.
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In the figure we can see that the reachable nodes show a stable state when the propor-
tion of unreachable nodes is low, with a tendency to increase as the proportion increases,
and the success rate starts to drop when the proportion is high. The success rate of un-
reachable nodes fluctuates when the proportion is below 60%, fluctuates around 85%,
and decreases rapidly when the proportion is above 60%, until finally the success rate is
only 20%.

Finally, we explore the effect of the size of the number N of unreachable nodes main-
taining long connections on the success rate of the lookup. First, we randomly generate
5000 node addresses, without distinguishing between reachable and unreachable nodes.
Then, we randomly select 30% of these 1500 nodes as unreachable nodes and the remaining
3500 nodes as reachable nodes, with the bootstrap nodes included in the reachable nodes.
We take N as 1, 2, 3, 4, 5 to construct the DHT stable overlay network respectively. For each
group of experiments, as before, no less than 10 reachable nodes are selected, and no less
than five reachable nodes and no less than five unreachable nodes are selected for each
reachable node respectively, and the success rate of the lookup is shown in Figure 19.
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Figure 19. Lookup success rate of reachable and unreachable nodes with different number of long
connections N.

In the figure we can see that the success rate of finding reachable nodes decreases
slightly as N increases. When N is 2, the success rate of unreachable nodes rises significantly
compared to when N is 1, and fluctuates when N is greater than 2. As the number of long
connections N increases, redundancy is created in finding unreachable nodes in the network,
avoiding the failure of finding them due to the network or some nodes, so the success
rate increases significantly at N of 2 compared to 1. However, that the success rate of
unreachable node lookup decreases slightly for N of 3 to 5 may be due to the fact that
the multiple long connections maintained in this network construction mode burden the
network as a whole and the nodes are hindered in updating their own resources.

5.3.2. Communication Channels Establish Evaluation

In this section, we evaluate two communication channel establishment schemes. As in
the previous section, we randomly select five nodes as the bootstrap nodes and hard-
code the bootstrap nodes into the control nodes. A total of 7000 nodes are used for the
experiments and 30% of them, 2100 nodes, are randomly selected as unreachable nodes
and the remaining 4900 nodes are used as reachable nodes, and the bootstrap nodes are
included in the reachable nodes. The reachable nodes and unreachable nodes are randomly
distributed among all nodes. The parameter N for unreachable nodes to access the network
is taken as 1. We construct DHT stable overlay networks of 1000, 2000, 3000,. . . , 7000 nodes
respectively. Then, we verify the success rate of the two schemes in different network size
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cases by selecting not less than 10 unreachable nodes and not less than 5 unreachable nodes
randomly selected for each reachable node respectively. The transmission channels were
established between them using direct connection, relay connection, and direct connection
three times, and the success rates of the two schemes in establishing communication
channels based on the success of DHT lookup were counted, as shown in Figure 20.
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Figure 20. Success rates of two methods of establishing communication channels at different net-
work size.

In the figure we can see that the relaying scheme is not greatly affected by the network
size and the success rate is always close to 100%. The success rate of the direct connection
scheme decreases slightly as the network size increases, but the three times attempts of
the direct connection scheme significantly increase the success rate of communication
channel establishment.

The relay solution is less affected by the network condition because it does not need
to establish a direct transmission channel for network packets, and the success rate is
fluctuating without a decreasing trend. The success rate of the direct connection scheme
gradually decreases with the increase of network size because it needs to establish mapping
relationships on NAT devices or firewalls, and the increase of network size will reduce the
success rate of this link. However, direct connection three times will increase the success
rate of establishing mapping relationship, so it makes the success rate of the scheme increase
significantly. Overall, the success rates of the direct connect three times and the third point
relay scheme are basically the same, but the direct connect three times decreases slightly
when the network size increases, which is also within the available range. Therefore, in use,
it is still necessary to give priority to the direct connection scheme, and if the connection is
not successful because of the network access method, the relay scheme is used, which will
minimize the overall network resource consumption.

6. Discussion

This paper introduces a communication scheme for unreachable nodes in decentralized
networks. This scheme does not rely on third-party platforms such as trusted institutions,
is not limited by IP addresses, and can establish a secure transmission channel between
any two nodes. In the following, we will discuss each part of the implementation of the
communication scheme, discuss its role for the whole system, and finally we analyze and
discuss the communication scheme as the whole.

First, we will discuss address generation. We define the address generation algorithm
and the legitimate address requirements in overlay networks. On the one hand, the implicit
information can be used to achieve authentication and transmission encryption with the
participation of a centralized trustworthy agency, which prevents attacks such as data
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theft. On the other hand, the address containing the unique key iuk generated under the
calculation of two hash algorithms with the regulation of Dmin ensures the randomness of
address generation with the generation process consuming computational resources, which
prevents the attacks in P2P networks.

Specifically, the address pre-generation step uses two different hash functions to do
two consecutive hash operations on the randomly generated public key with iuk, which
ensures the randomness of the generated addresses. If an attacker wants to pre-generate
two node addresses with very similar addresses, assume that he has already selected two
ipub with close logical distance by elliptic curve, but when the two hash functions run as
specified by the algorithm are completed, the results will be redistributed in the address
space because of the characteristics of the hash functions and the logical distance will
not exist, thus preventing the eclipse attack. The Dmin setting makes address generation
require some computation, i.e., continuous computation to obtain the available addresses
in the network, which makes it impossible for a particular node to assume a large number
of identities in a short period of time, thus preventing sybil attacks. The nodes in the
network include the need to verify that the node’s identity and address match before
any interaction, which prevents an attacker without a legitimate identity from assuming
multiple identities to initiate connections to other normal nodes, thus guarding against
DDoS attacks. In addition, the implicit mapping relationship between the node address and
ipub makes it possible for both public and confidential message transfers to mutually verify
the correctness of the claimed ipub, which fundamentally eliminates ipub substitution and
prevents man-in-the-middle attacks. The signature of the public message transmission after
adding a random number to the message and the signature of the confidential message
transmission when a symmetric key is passed prevent replay attacks and data tampering.
In this way, the security settings in the address generation algorithm achieve malicious node
prevention and data security assurance in P2P networks without relying on centralized
trusted institutions.

Then, we discuss the virtual network, which is the “skeleton” of the whole solution,
connecting all nodes that contain reachable and unreachable nodes. Instead of a trusted
centralized organization, such as a centralized cloud platform, we use overlay network
technology to store the indexes of all the nodes in the network, including both reachable
and unreachable nodes, decentralized in each reachable node via DHT. In the experiments,
a thread-based node simulation close to the real environment is used to simulate the data
interaction between nodes through real packet delivery. For network construction, network
lookup is evaluated. Network construction indirectly estimates the time complexity of the
construction algorithm by the trend of the average packets at different network sizes, which
shows a decreasing trend as the network size increases. The above shows that the network
construction as well as the success rate of lookup meets the basic needs of decentralized
network scenarios for applications such as IoT, which can be used in scenarios such as
decentralized smart homes. In addition, in our other two sets of experiments on the impact
of the ratio of unreachable nodes to the number of long connections N on the network, we
suggest that the ratio of unreachable nodes in the network should not exceed 60%. When
the ratio of unreachable nodes is high, the increase in long connections maintained by
each reachable node and the increase in query packets in the network lead to a decrease in
the efficiency of unreachable node lookup. The number of long connections N is chosen
according to the size of the network, and as the size of the network increases, a larger
number of N can bring out the optimal lookup performance of the entire network for
unreachable nodes.

Next, we discuss the establishment of the communication channel, which is the last
step before two nodes have to communicate, and after successfully establishing the com-
munication channel, they can communicate without restrictions. Our scheme provides
two methods, direct connection between two nodes and a third-node relay, both of which
require an assisted connection to a reachable node that maintains a long connection with an
unreachable node. In our experiments, we verified that the success rate of direct connection
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is essentially the same as that of third-node relay connection three times, and direct connec-
tion has higher complexity in establishing the connection channel than third-node relay.
However, after the communication channel is established, the third-node relay scheme
needs this node to always forward network traffic, which consumes additional network
resources on the one hand and tends to form a network bottleneck on the other. Therefore,
when a large amount of data need to be transmitted, the direct connection scheme is pre-
ferred, and only when the direct connection scheme fails to establish the communication
channel, the relay scheme is selected as a backup.

Finally, we discuss the communication scheme of this paper in its entirety. The address
generation algorithm with the use of the implicit information contained in this address
replaces the CA authority in the traditional scheme and allows authentication and commu-
nication encryption without the help of a trusted authority. The establishment of virtual
network and communication channel replaces the centralized cloud platform in the tra-
ditional scheme, which can realize virtual routing and data transmission without relying
on IP address without the help of a trusted centralized institution. The whole system no
longer relies on the centralized platform and trusted institutions, and the user owns the
device democracy and has autonomous control over the device, which brings help for
privacy issues and centralized single point of failure due to centralized institutions, such as
IoT smart home using centralized cloud platform with MQTT [54], CoAP [55] and other
protocols. For the decentralized solution, compared to the decentralized naming system,
our solution solves the finding and communication of unreachable nodes with unreachable
IP addresses and the guarantee of transmission security without relying on additional
third-party platforms. We compare their main 8 metrics as shown in Table 3.

In Table 4, we compare in detail three schemes related to our work about decentralized
solutions. In contrast to the Keizer et al. [51], our scheme uses a structured P2P network
as a decentralized networking scheme containing unreachable nodes in the overlay net-
work, and achieves logical Node ID addressing-based routing between unreachable nodes
through the DHT structured scheme, which improves the node lookup efficiency, eliminates
the flooding bottleneck, and reduces the resource consumption when looking up nodes.
At the same time, we establish peer-to-peer data transmission channels in two schemes,
direct connection and relay. We choose the direct connection scheme when the network
allows, saving the data flow resources in the network. In contrast to Kamel et al. [52], our
scheme does not need to rely on a third party centralized institution to organize the cloud
nodes, so it has good for autonomy and device democracy. The establishment of the data
channel in this paper is improved in terms of real-time data transmission compared to the
end-to-end communication using messaging in the scheme, while a large amount of data
can be transmitted continuously when the data channel is established. Compared with
the decentralized PCP and decentralized SDN [34,45] schemes, our scheme can establish
a peer-to-peer data transmission channel without relying on ISP’s equipment support,
which is more applicable. At the same time, compared with the blockchain as the medium
of data interaction, the structured P2P network used in this paper as the organization
scheme of the overlay network makes the data transmission in the overlay plane specific
and does not require network-wide broadcast to find a particular node. Compared with
the above schemes, the proposed scheme in this paper does not rely on the support of
third-party trusted institutions for data security assurance. The proposed algorithm for
generating node addresses in the overlay network either shows or implicitly contains the
logical address in the DHT, the identification for node identification and the encryption
seed information in the address information. Based on these, user authentication and
transmission encryption can be completed, so it does not rely on third-party CA trusted
institutions and is a completely decentralized scheme.
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Table 3. A comparison of three types of solutions

NAT Traversal
Capability Decentralized Centralized

Authority
Central

Bottlenecks
Additional

Deployments
Encryption and Authentication

Security Dependencies
User

Autonomy Transmission Security

Centric solutions [54,55] Yes No Yes Yes Yes CA Institutions No Centralized institutional customization
Decentralized naming systems [36,46,47,56] No Yes No —— —— —— Yes ——

Decentralized solutions in this paper Yes Yes No No No Cryptographic algorithms and decentralization Yes Forced

Table 4. A comparison of four types of decentralized schemes

Decentralized
Node Organization

Flooding
Bottlenecks

Centralized
Organizations/Institutions

User Autonomy/
Device Democracy

Peer-To-Peer
Data Channels

CA Trusted
Institutions

Connection
Method

NAT Traversal
Capability

Dependent on ISP
Device Support

Keizer et al. [51] Unstructured Existence No Yes Can be established —— Relay Reliance on relay method No
Kamel et al. [52] Structured Not existence Yes No Cannot be established Need Message Dependent message mechanism No

Decentralized PCP and
decentralized SDN [34,45] Unstructured Existence No Yes Can be established —— Direct connection Reliance on ISP device protocols Yes

Decentralized solutions
in this paper Structured Not existence No Yes Can be established No need Direct and Relay No reliance on other No
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7. Conclusions

This paper introduces the problem of unreachable nodes communicating with each
other arising from the transition from the centralized to the decentralized network phase.
The proposed solution mentioned in the related work for the centralized network is incom-
patible with the decentralized network due to the need for additional trusted third-party
servers. We propose a communication scheme for unreachable nodes in decentralized
networks to solve this problem. The solution does not rely on third-party trusted institu-
tions such as CA institutes and centralized cloud platforms, and does not rely on the IP
addresses of nodes when finding nodes, and can choose to establish secure direct or relay
transmission channels between any two nodes depending on the network conditions. We
experimentally verify the feasibility of address generation, virtual networking, and com-
munication channel establishment of the solution. Compared with existing solutions, our
solution enables users to have device democracy, improves on data privacy and security,
and also avoids single point of failure. Moreover, the solution solves the routing problem of
unreachable nodes using structured DHT, and can establish direct or relayed transmission
channels to unreachable nodes, improving in communication methods and efficiency.
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