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Abstract: Following the Internet of Things (IoT) and the Internet of Space (IoS), we are now approach-
ing IoP (Internet of People), or the Internet of Individuals, with the integration of chips inside people
that link to other chips and the Internet. Low latency is required in order to achieve great service
quality in these ambient assisted living facilities. Failures, on the other hand, are not tolerated, and
assessing the performance of such systems in a real-world setting is difficult. Analytical models
may be used to examine these types of systems even in the early phases of design. The performance
of aged care monitoring systems is evaluated using an M/M/c/K queuing network. The model
enables resource capacity, communication, and service delays to be calibrated. The proposed model
was shown to be capable of predicting the system’s MRT (mean response time) and calculating
the quantity of resources required to satisfy certain user requirements. To analyze data from IoT
solutions, the examined architecture incorporates cloud and fog resources. Different circumstances
were analyzed as case studies, with four main characteristics taken into consideration. These case
studies look into how cloud and fog resources differ. Simulations were also run to test various routing
algorithms with the goal of improving performance metrics. As a result, our study can assist in the
development of more sophisticated health monitoring systems without incurring additional costs.

Keywords: health care monitoring; elderly; ambient assisted living; queueing model;
performance evaluation

1. Introduction

Currently, the Internet of Things (IoT) is one of the most powerful communication
technologies of the 21st century. In the IoT environment, most electronic devices in our
everyday life will be part of the internet due to their communication and computing skills.
IoT represents the next important step for theInternet as it evolves from a substrate of
communication that connects computers to one that connects and embraces objects of
everyday life (things). In this context, there is another important concept, the Internet
of People (IoP). According to the Internet of People (IoP) paradigm, there is a complex
sociotechnical system where human beings, with their devices, are the main nodes of
the network. User devices become proxies for their users in the cyber world. Devices
communicate, exchange, and manage data on behalf of their users and must behave the
way their human users would if they interacted in the physical world [1–3].

The expansion in the number of connected mobile devices, sensors, and actuators
has given rise to the term IoT [4]. IoT devices’ advanced connection technologies are
making people’s daily lives more comfortable [5,6]. The areas are diverse, such as sports [7],
agriculture [8], smart cities [9], among others. Another area that has significantly benefited
from IoT is the health arena [10], even in critical scenarios such as smart hospitals [11]. IoT
advancements can significantly benefit the most vulnerable people by monitoring their
daily activities [12,13].
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It is recommended that older adults maintain an independent lifestyle; however, they
become more prone to accidents. Constant monitoring of the health state of the elderly is
essential. There is a significant amount of research on monitoring systems for the elderly
who live alone. The idea is to assist before any unforeseen situation occurs [14–18]. For
that, small data capture devices are not enough. Robust computational infrastructures
are needed to process requests in realtime. Thus, IoT allows the creation of more precise
treatments. The data are collected by wireless sensor networks (WSNs) or Body Sensor
Networks (BSNs). WSNs/BSNs integrate autonomously spatially distributed sensors,
cooperatively transmitting their data to remote servers. Sensors collect patients’ data
and forward them to another piece of equipment (gateway) responsible for receiving and
retransmitting the data. In a second moment, a gateway can route data to many distributed
servers, local servers (e.g., edge computing), or to the cloud [19–21]. BSNs are responsible
for monitoring the elderly and notifying relatives and doctors in an emergency [22]. A
large amount of generated data must have powerful computing resources to process data
as fast as possible. The cloud and fog computing resources can be used in this scenario [23].

Cloud computing is a centralized architecture and consists of large data centers located
around the world. Furthermore, the cloud is more powerful than the fog regarding process-
ing resources and storage capacity. However, the cloud is highly dependent on internet
connections [23–26]. The fog extends cloud computing and its services to the network’s
edge, thus, bringing together its advantages and benefits; it has other advantages such as
low latency and less dependence on internet connections for data transmission.

In addition to fog computing comes edge computing operating directly in the device
layer, performing some kind of processing, even if of little computational complexity,
to further reduce the volume of communication, in addition to collaborating to provide
autonomy in decision making in the layer of things. Evaluating the performance of the
hybrid fog-cloud-edge architecture with real experiments sometimes is impracticable.
Evaluating prototypes in real environments is financially costly and often not viable.
Analytical models can be useful in this context, making predictions based on probabilities.

A queuing model or system can be briefly described as follows: form: users (or
customers or customers) arrive to receive a certain service and, due to the impossibility
of immediate assistance, they form a waiting list. The terms user and service are used
here with a broad sense. We may refer to cars arriving at gas station toll booths, machines
waiting to be fixed, parts following an assembly line, or messages transmitted through
communication channels. The objective of queuing theory is to optimize the performance
of a system, reducing its operating costs. For this, the system must meet some minimum
performance criteria. This paper proposes to evaluate elderly monitoring systems using a
queueing network model. The evaluated architecture includes a sensor network attached
to a person generating data and using fog and a cloud as processing resources. Therefore,
the main contributions of this paper are the following:

• A performance queuing model as a useful mechanism for health monitoring systems
users focused on fog/cloud to evaluate the performance even in the initial stages of
development. About 21 parameters can be calibrated.

• Load balancing analysis was performed considering the distribution of jobs between
the cloud and the fog. Six strategies were tested, including random probabilities,
round-robin, least utilization, JSQ (Join the Shortest Queue), and shortest response
time. The routing strategy probabilities were more efficient with different arrival rates.

The remainder of this paper is organized as follows: Section 2 presents the most
relevant related works on the topic and Section 3 describes the architecture considered
for designing the model. Section 4 details the analytical model while Section 5 presents
the results. Section 6 presents the model’s validation. Finally, Section 7 discusses the
conclusions and suggestions for further works.
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2. Related Works

Many publications in the literature relate to IoT-based e-health patient monitoring
systems, their deployment architecture, and performance modeling. Oueida et al. [27]
proposed a resource preservation net (RPN) framework using Petri nets. The work presents
a framework capable of generating non-consumable resource models that are theoretically
described and validated. The work aims to measure some performance indicators of
an intelligent hospital system with edge and cloud processing components. Among the
performance metrics of the study, there is the patient’s length of stay (LoS), resources
usage rate, and average waiting time. Santos et al. [6] propose analytical models of Petri
nets and Reliability Block Diagram (RBD) to assess the availability of an intelligent health
monitoring system that depends on edge, fog, and cloud infrastructures. Santos et al. [6]
still use a multi-objective optimization algorithm (NSGA-II) to improve system availability,
taking into account its cost as a limitation.

Greco et al. [28] propose a technological and architectural solution based on Open
Source big data technologies to perform realtime data flow analysis on wearable sen-
sors. The architecture proposed by the work comprises four layers: the sensing layer, the
preprocessing layer, the cluster processing layer, and the persistence layer. Each layer’s
performance analysis was performed to gauge each layer’s memory and CPU usage. Chen
et al. [29] proposed an Edge-Cognitive-Computing-based (ECC-based) smart-healthcare
system. The system can monitor and analyze the status of patients using cognitive comput-
ing. Furthermore, the system can allocate the use of resources according to the patient’s
degree of risk. Experiments have shown that the system improves the user experience,
optimizes the use of resources, and increases the patient’s survival chances in sudden
emergencies.

Araujo(a) et al. [30] proposed a high-level model capable of characterizing the behavior
of an mHealth system. The objective of the work is to identify the probability of a system
message being delivered in a t time. The paper does not analyze availability, but some
parts of the model are characterized as an availability model. Lisboa et al. [31] propose
a patient monitoring architecture using sensors and cloud and fog processing. The work
also presents a sensitivity analysis that identifies the components that most impact system
availability. Santos et al. [32] also propose a monitoring architecture using cloud and fog.
However, Ref. [32] extends the idea of [31] and adds a model that can calculate performance
metrics and identify possible bottlenecks in the system.

Rodrigues et al. [33] propose models capable of calculating performance and availabil-
ity metrics in a smart hospitals system. The work presents a performance model capable
of calculating Mean Response Time, Resource Utilization, and Discard. The work also
presents an availability model and performs a sensitivity analysis on this model. The results
show optimal settings for system performance and availability.

Sallam et al. [34] proposed an intelligent fog computing scheduling model that offers
service-provisioning for IoT while reducing the latency. A case study with a critical health-
care application (An electrocardiogram (ECG)) has also been presented. The objective was
to optimally schedule the requests of ECG sensors on a fog environment and proficiently
handle their demands on existing resources for each fog node. The proposed model was
evaluated using the iFogSim toolkit in terms of delay performance metric. The results show
that the proposed model performance outperformed the existing approaches.

There is a contrast to the related work as seen above. The proposed queueing model
analyzes the performance of the health monitoring system considering different contexts,
architecture, and workload. There is a consideration of cloud computing conditions and
capabilities and cloud resources. The model can be used to calculate the performance of
healthcare systems and define required computing resources, including IoT workload. The
proposed approach can handle strict QoS requirements using the optimal computation
needed for processing generated health data. The model does not depend on a workload
type or require knowledge about services running on a remote cloud. To the best of the
authors’ knowledge, the scaling of computing resources in cloud and fog environments in
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the healthcare context has not been studied previously in the literature using the queuing
model and all explored metrics.

3. Evaluated Scenario

Physicians used to make healthcare judgments solely primarily on personal experi-
ence, patient indications and symptoms, healthcare professional expertise, and diagnostic
laboratory analysis. The Internet of Medical Things (IoMT) devices has emerged as a critical
tool for clinicians in obtaining accurate data and making more precise diagnoses. Realtime
monitoring of people’s health is one of the approaches to delivering health services based
on the IoT paradigm. Health monitoring systems are commonplace, and they may collect
data from IoMT devices and deliver it to a gateway via a wireless communication protocol.
The medical team and family members can analyze vital signs data via the WBAN (Wireless
Body Area Network). From clinical treatment to chronic illness prevention and control,
WBAN systems are critical in healthcare systems. These technologies, for example, are used
to track and treat cardiovascular illness in realtime [35].

Figure 1 shows the proposed scenario for health, assisted ambient living [36], and
wellbeing monitoring system for elderly people based on IoT, which was developed based
on the architecture presented in [37]. Wearable sensors collect vital patient information.
Contextual information, such as date, time, location, and temperature, can be added to this
data. Health practitioners can spot unexpected trends and draw assumptions about the
elderly’s status by understanding the setting.

Gateway

Elderly

Cloud
Family 

Member

Emergency

Information

Intervention

Router

Fog

Sensors

Figure 1. Scenario illustration of a health monitoring system for elderly people.

This scenario includes sensors, gateways, routers, fog, cloud, communication with
family members’ devices, and an emergency unit. Sensors collect biological and contextual
signals from the bodies of patients and their surroundings. Falls, heart attacks, and other
causes can be detected using this data, which are supplied to the gateway using wireless
communication protocols. A gateway must handle a variety of communication protocols
as a point of contact between the WSN and the router. A gateway may collect data from
several subnets, convert communication protocols, and provide additional higher-level
services like data aggregation, filtering, and so on [38]. A router is responsible forthe load
balancing strategy. When receiving gateway data, the router must decide whether to send it
to the fog or the cloud. Both the cloud and the fog present their benefits. The cloud usually
is more vital than fog in terms of resource capabilities; however, the fog is positioned closer
to sensor and actuator devices. In emergency, cloud/fog stores data and sends an alert
to an emergency unit and the elderly’s family members. Family members’ devices and
the emergency unit can be smartphones, tablets, or other devices, ensuring that the alert
reaches its destination.

4. Queuing Model

Figure 2 presents a theory-based queuing model for the specified architecture. The
term “theory-based” refers to Queue Theory, which was used as the basis for the model
development. As aforementioned, the JMT tool was used, which allows the development
of models based on queueing theory. In the model, there are two entry points and two
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departure points. There are also five lineups with related services and four transfer times
displayed. Table 1 lists all the model’s components.

Gateway

Family 
Member

Emergency

Exit 1

Sensors

Exit 2

Cloud

T01
T03

S

Fog
T02

T04

Router

...

...

...

...

...

Figure 2. Analytical model to assess a health monitoring scenario.

Table 1. Description of the model components.

Type Element Description

Sensors Responsible for generating the data.
Gateway and Responsible for preprocessing and

Router forwarding data using a router strategy, respectively.
Cloud and Saves data, processes, and forwards information

Processing Fog and/or alerts family members and an emergency unit.
Family Computational device of a relative who

Members receives health status information.

Emergency Computational device of an emergency
unit that receives information.

T01 Delay between the router and the cloud.

Communication T02 Delay between the router and the fog.
T03 Delay between the cloud/fog and the Family Member.
T04 Delay between the cloud/fog and Emergency.

State Exit 1 Represents the end of data processing in the
Family Members component.

of Execution Exit 2 Represents the end of data processing in Emergency.

The recommended model shows the service time for each component. The data flows
from left to right. Within a preset period, sensors generate requests based on a probabilistic
distribution. These requests need a service time based on the time it takes to collect and
transport data from the sensors when they arrive at the gateway. Transmission 1 (T01) is a
component that simulates a network delay by delaying the transmission of a request. It
lacks a clearly defined service. The data is sent from the gateway to the router, determining
whether it should be sent to the fog or the cloud. Cloud and fog service time refer to the
time it takes to save data and communicate them to other analytic services so that warning
signals may be sent out. While the fog is closer to the sensors, the cloud is often stronger.
After processing in the cloud/fog, the model contains two more connections, transmissions
03 and 04, used in the model. Both the cloud and the fog can send information or alerts to a
family member or in the event of an emergency. Following the end of the data processing
loop, there are two options for exit (Exit 1 and Exit 2). Exit 1 indicates that data processing
is complete before reaching the Family Member. When an emergency occurs, Exit 2 signals
the end of data processing.

The arrival rate λi assumes that the times between the arrivals of each service in the
system are independent and exponentially scattered. A FIFO (First-In, First-Out) queueing
discipline is expected to be used to manage health data received in each component of
the overall system. To replicate the Gateway, Cloud, Family Member, and Emergency, the
M/M/c/K queue model is employed. The M/M/c/K model refers to the c service stations
(servers). Each service station has a maximum capacity of (K) nodes. Finally, the concept
may be used by anybody who requires realtime monitoring, not only the elderly.
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5. Numerical Analysis

Numerical analyses based on the suggested model are presented in this section. The
proposed scenario was modeled and evaluated using the Java Modeling Tools (JMT) [39]
tool. JMT is a set of open-source tools for simulating and evaluating the performance of
communication networks, based mostly on queue theory [40]. The input parameters for
each model component are listed in Table 2. Almeida et al. [41] and Debauche et al. [42]
were used to retrieve the parameters in Table 2. The queue capacity of each component is
also included in the table. The X tag denotes the absence of a queue capacity definition for
the component.

Table 2. Model configuration parameters for numerical analysis.

Type Element Value Queue Size # of Nodes

Sensors 0.1–1.0 [10 points] j/ms X X
Gateway 8.3 (ms) 8 5

Processing Cloud 20.3 (ms) 16 5,10,15
Fog 40 (ms) 16 5,10,15

Family Members 15.5 (ms) 8 5
Emergency 12.5 (ms) 8 5

T01 4.5 (ms) X X
Transmission T02 2.5 (ms) X X

T03 4.5 (ms) X X
T04 4.5 (ms) X X

The next sections present four use cases (A, B, C and D). In all the cases, the arrival rate
(AR) was changed from 0.1 jobs/milliseconds ( j/ms) to 1.0 j/ms in increments of 0.1 j/ms.
In scenario A, the number of parallel processing nodes using three capacities of the cloud is
varied. In scenario B, the nodes number in the fog following the same pattern is changed.
In scenario C, the experiments use only the cloud or the fog and use both together. In
scenario D, the routing strategy aiming to identify the most efficient load balancing method
when deciding to distribute jobs between cloud and fog is changed. The four scenarios are
illustrated in Figure 3.

Scenarios Configurations Varied Parameters

A 5, 10 and 15 cloud nodes

B
5, 10 and 15 fog nodes

C

Configurations Based on Load Balancing
Probabilities

(Using only the cloud, only the fog or both
together)

D

Routing Strategies
(Random, Round Robin, Probabilities (50/50), Join 
the shortest queue, Shortest response time, and 
Least Utilization)

Router

Cloud (100% of jobs) 

Fog (0% of jobs) 

Router

Cloud (0% of jobs) 

Fog (100% of jobs) 

Router

Cloud (? of jobs) 

Fog (? of jobs) 

Router

Cloud (? of jobs) 

Fog (? of jobs) 

Figure 3. Overview of the four evaluated scenarios. Color green indicates that the request will be
transmitted to that target whereas color red means the opposite.

5.1. Scenario A—Analysis of Cloud Resources Variation

The results of detecting cloud resource capabilities fluctuation are shown in Figure 4.
It’s important to note that the fog in this instance was localized. The MRT reflects the
system’s responsiveness. The MRT tends to be smaller as resources increase; however,
this trend is not always visible. The findings for MRT are shown in Figure 4a. Smaller
MRTs were obtained in situations with fewer resources. However, the findings for 10 and
15 nodes were extremely comparable. The MRT becomes substantially greater owing to
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AR only when resources are reduced to five nodes. The proximity of MRT to 10 and 15
shows that using just 10 compute nodes may be more beneficial and cost-effective. AR has
a greater influence on fewer resources (five nodes).
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Figure 4. Analysis results varying the arrival rate of new requests.

The MRT exhibits a minimal significant rise as the workload grows for 10 and 15 nodes.
This suggests that between 10 and 15 nodes are sufficient to fulfill the moderately high
demand of up to 1.0 j/ms with an MRT of 50 to 60 ms. The slowdown of MRT growth
owing to AR is a tendency that can be seen in all three situations. From AR = 0.5 j/ms,
the MRT growth tends to plateau. This AR = [0.5 j/ms–1.0 j/ms] range can be utilized to
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provide infrastructure customers with an MRT that is not reliant on AR. With 15 nodes, the
average would be around 55 milliseconds. For 15, 10, and 5 nodes, the MRT is 56 ms, 61 ms,
and 95 ms, respectively, at the extreme point of most substantial demand (AR = 1.0 j/ms).
According to one concept, a user will typically accept an MRT of 70 ms [43]. If a Service
Level Agreement (SLA) with MRT is restricted to 70 ms (see the green line in the picture),
it is clear that five nodes with AR more than 0.3 j/ms would not be able to meet this
time constraint.

Figure 4b shows the use of a gateway in the considered three scenarios. As the
AR increases, the use of the gateway grows exponentially. The gateway has the same
level of usage for all the cloud configurations. When the AR is equal to 0.1 j/ms, the
gateway’s usage is approximately 16% for the three scenarios. However, after the AR
exceeds 0.6 j/ms, the gateway starts to use approximately 90% of its capacity. When the
AR reaches 1.0 j/ms, the gateway uses approximately 97% of its capacity for all cloud
configurations. The gateway utilization growth tends to stagnate from AR = 0.6 j/ms until
reaching its maximum utilization of approximately 97%. Considering the extreme point
of most significant demand (AR = 1.0 j/ms), the gateway utilization did not reach 100%.
However, it becomes impossible to meet more requests at this stage of processing without
data loss.

Figure 4g shows the rate at which requests are dropped in the system. The increase
in the drop rate is proportional to the arrival rate. The smaller the number of nodes, the
higher the drop rate.

Both scenarios start running with the drop rate at 0, but in AR = 0.8 j/ms, scenario
A starts to perform the drop, ascending to 0.9955 at AR = 2.0 j/ms. In scenario B, the
discard will only start when the system reaches AR = 1.4 j/ms and proceeds upwards to
0.7936. Figure 4c presents the cloud utilization level. Again, utilization grows according
to the AR. However, unlike the previous utilization, here, the lines are not overlapping.
Changing the number of resources in the cloud directly impacts cloud utilization. With
more nodes, cloud utilization is lower. At the starting point (AR = 0.1), the cloud utilization
has similar values for 10 and 15 nodes. However, when the AR reaches 1.0 j/ms, the result
for 10 nodes approaches five nodes. If the demand is deficient, five nodes are enough to
avoid overloading the system, but five and 10 nodes will not be enough if the demand
is high. Only after 15 nodes will utilization remain at 62%. Another critical observation
is regarding the curves of growth stagnation. For five nodes, stagnation occurs from
AR = 0.3 j/ms. For 10 and 15 nodes, stagnation occurs from AR = 0.7 j/ms.

Figure 4d,e show the use of the components Family Member and Emergency, respec-
tively. The results were very similar, so the interpretation can be grouped. Again, the usage
proportionally increases the AR. Unlike the use of the cloud, the greater the nodes number,
the greater the utilization. When the number of resources in the cloud increases, more
requests will pass. As the number of resources of such output components (Family Member
and Emergency) does not change, such components are directly proportional to the number
of nodes in the cloud. Initially, it is not possible to notice a difference in the utilization of
the three scenarios. Only from AR = 0.2 j/ms does the utilization present different values.
However, this distinction only becomes noticeable concerning 10 and 15 nodes when AR
reaches 0.5 j/ms. When the AR reaches 1.0 j/ms, the utilization is approximately 37%
(5 nodes), 71% (10 nodes), and 78% (15 nodes). Even with the AR equal to 1.0 j/ms, the
user does not reach 100% due to the cloud’s dependence.

Figure 4f shows the jobs number in the system. The jobs number within the system
increases as the AR increases, as jobs are queued for resource constraints. A slightly
different result from the other two scenarios is considering five nodes. When the AR is
lower, the system’s number is higher for five nodes than the other scenarios. When the
AR becomes higher (>0.6 j/ms), the number of jobs in the system is lower for five nodes
than in the other scenarios. Therefore, when the capacity is shallow and the workload is
very high, data drop occurs, which results in fewer jobs within the system. It is worth
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mentioning that even with a very high arrival rate (1.0 j/ms), there are not very high
numbers of accumulation of jobs in the system, with an average of 32 jobs.

Figure 4g shows the rate at which requests are discarded in the system. The increase
in the discard rate is directly proportional to the arrival rate. The smaller the number of
nodes, the higher the discard rate. Initially, with AR = 0.1 j/ms and AR = 0.2 j/ms, all
scenarios have a rate of 0 discards. However, afterward, the result of the three scenarios
is at odds. Only the scenarios with 10 and 15 nodes remained similar. In the worst case
(five nodes), the maximum drop rate peak was 0.8 j/ms. This value may seem low but is
equivalent to 2,880,000 jobs lost in just one hour.

Figure 4h presents an analysis to find the system’s ideal operational point, called sys-
tem power. As previously mentioned, system power is obtained by dividing the throughput
by the MRT. The system power increases proportionally to the increase in AR when the
number of resources is higher (10 and 15 nodes). When the number of resources is lower,
the power decreases slightly with AR increase. To understand this result, one must observe
the MRT (Figure 4a). The MRT increases significantly as a function of RA. However, for
10 and 15 nodes, the MRT hardly changes. Therefore, as the system power is inversely
proportional to the MRT, the system power decreases if the MRT increases. The increase in
the system power to 10 and 15 nodes is conditioned to the throughput. Each of the three
scenarios has its respective maximum system power points. For five nodes, it occurs when
AR is at 0.2 j/ms. For 10 and 15 nodes, it occurs from AR = 0.6 j/ms.

5.2. Scenario B—Analysis of Fog Resources Variation

Figure 5 presents the results of observing the variation of fog resources capabilities. It
is essential to mention that the cloud was isolated and not considered in this scenario. The
MRT obtained by fog resources variation (see Figure 5a) was significantly distinct from the
one obtained with cloud variation. First of all, the results here were higher than in the cloud
variation scenario. Considering five nodes, the highest MRT was nearly 160 ms with the
fog, whereas the cloud obtained 97 ms with the same number of nodes. This is explained
by the cloud capacity—in terms of service time—being more efficient than the fog. The
difference between 10 and 15 nodes in the cloud variation is more significant. Choosing
10 or 15 nodes carefully does matter when having only the fog as an available resource.
The point where the MRT growth stagnates remains the same after 0.3 j/ms, meaning that
after this point, the MRT will be the same, independent from the AR value. Ultimately, the
hypothetical SLA of 70 ms (green line) would not be satisfied, not even with 15 fog nodes.
Therefore, the designer should be aware that the users would not be delighted only with
the fog.

Figure 5b shows the use of a gateway in the considered three scenarios. As the AR
increases, the use of gateway grows exponentially. The gateway has the same level of
usage for all configurations of fog. When the AR is equal to 0.1 j/ms, the gateway’s use is
approximately 16% for the three scenarios. However, after the AR exceeds 0.6 j/ms, the
gateway starts to use approximately 90% of its capacity. When the AR reaches 1.0 j/ms,
the gateway uses approximately 97% of its capacity for all fog configurations. The gate-
way utilization growth tends to stagnate from AR = 0.6 j/ms until reaching its maximum
utilization of approximately 97%. Considering the extreme point of most significant de-
mand (AR = 1.0 j/ms), the gateway utilization did not reach 100%. However, it becomes
impossible to meet more requests at this stage of processing without data loss.

Figure 5c presents the fog utilization. In the cloud’s previous scenario, the utilization
has taken more time to reach high utilization levels. However, here in the fog scenario,
with five and 10 nodes, the utilization achieved 100% with just 0.3 j/ms of AR. It is essential
to mention, as well, that 15 nodes did not achieved the 100% utilization level. Another
difference to the cloud scenario is that the fog results were close to each other almost in
all AR points, meaning that it does not make much difference to choose one or another
number of nodes after 0.6 j/ms of AR.
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Figure 5d,e presents the utilization to the output components, family member, and
emergency. Again, both results are presented together due to their similarities. The only
difference between graphs is that the family member results are slightly higher than the
emergency one. This difference may be explained by the service times. The family member
is configured with a higher service time (see Table 2). More equidistant lines are observed
comparing the cloud results, about 20% of the interval between the lines. Meanwhile, in
the cloud, the results for 10 and 15 nodes were almost the same.
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Figure 5. Results for analysis of the fog resources variation.
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Figure 5f depicts the number of jobs in the system. The number of jobs within the
system increases as the AR increases, as jobs are queued for resource constraints. A slightly
different result from the other two scenarios is that of five nodes. When the AR is lower,
the system’s number is higher for five nodes than the other scenarios. When the AR
becomes higher (>0.35 j/ms), called the "changing point”, the number of jobs in the system
is lower for five nodes than in the other scenarios. In the cloud scenario, this changing
point happened later, around 0.6 j/ms. The authors believe that the higher drop rate levels
explain this difference in the fog scenarios. Therefore, when the capacity is shallow and the
workload is very high, data drop occurs, which results in fewer jobs within the system. It is
worth mentioning that even with a very high arrival rate (1.0 j/ms), there are not very high
numbers of accumulation of jobs in the system, with an average of 30 jobs.

Figure 5g shows the rate at which requests are discarded in the system. Initially, with
AR = 0.1 j/ms, all scenarios have a rate of 0 discards. However, afterward, the results of the
three scenarios are at odds. The three scenarios have different results. In the worst case
(five nodes), the maximum drop rate peak is 0.9 j/ms.

Figure 5h presents an analysis to find the ideal operating point of the system. As
previously mentioned, system power is obtained by dividing the throughput by the MRT.
A higher number of capacity nodes result in higher system power because it increases and
MRT decreases. Each of the three scenarios has its respective maximum system power
points. For five nodes, it occurs when AR is at 0.1 j/ms; for 10 nodes, the maximized system
power occurs at 0.3 j/ms and for 15 nodes occurs at 0.5 j/ms.

5.3. Scenario C—Analysis of Percentage Load Balancing Variation

This section presents the results considering a specific routing strategy based on
distribution probabilities. Such a routing strategy is provided by the queue simulation
JMT tool [39] and enables us to set a specific load balancing probability to specific targets.
Therefore, the router was configured in three ways, as follows:

1. Cloud (100%) Fog (0%) [Only cloud]
2. Cloud (0%) Fog (100%) [Only fog]
3. Cloud (50%) Fog (50%) [Hybrid]

Figure 6 presents the results addressing the percentage load balancing variation.
Figure 6a presents the results considering the MRT metric. The best result was to use only
the cloud isolated. The results of the "only cloud” (black line) configuration ranged from
50 ms to 55 ms. The "only fog” (blue line) configuration obtained the second-best result.
The only fog configuration had a mean of 60 ms. The hybrid configuration resulted in the
worst MRT, with a mean of more than 70ms. Observing the desired SLA latency (green
line), the hybrid configuration would not attend such a requirement for AR ≥ 0.3 j/ms.

Figure 6b shows the gateway utilization. As the AR increases, the use of the gateway
grows exponentially. The gateway has the same level of usage for all configurations. When
the AR is equal to 0.1 j/ms, the gateway’s use is approximately 16% for the three configu-
rations. However, after the AR exceeds 0.8 j/ms, the gateway starts to use approximately
90% of its capacity. When the AR reaches 1.0 j/ms, the gateway uses approximately 97% of
its capacity for all configurations.

Figure 6c shows the utilization to the fog and cloud. The utilization increases propor-
tionally to the AR growth. The highest utilization was when using only the fog. The more
limited fog resources explain this. The second highest utilization were two configurations:
the only cloud (black line) and the hybrid configuration—fog utilization (green line). The
hybrid configuration’s cloud utilization obtained the lowest resource utilization (blue line).
Therefore, if the system designer intends to have low utilization, they must consider the
hybrid configuration. In addition, as far as the cloud is more potent than the fog, the cloud’s
utilization will be lower, taking into account similar parameters used in this work.

Figure 6d,e presents the utilization of family member and emergency components.
Again, both results are shown together due to their similarities. The family member’s uti-
lization is slightly higher than the emergency component due to the service time difference.
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The two previous configurations (A and B) significantly differed between the utilization
levels. However, the only cloud configuration and the hybrid one had the same result here.
The utilization of the "only fog” is lower because, in this case, the drop rate is higher (see
Figure 6g), and fewer jobs pass by the output components. In any case, none of the three
utilizations achieved the 100% level.
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Figure 6. Results changing the arrival rate with distinct load balancing distributions.

Figure 6f presents the system number of jobs in the system. The number of jobs
increases proportionally to the AR growth. The number of jobs in the “only cloud” configu-
ration is lower than the hybrid one. This fact can be explained because the “only cloud”
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has obtained the lowest MRT result (see Figure 6a), meaning that fewer jobs remain inside
the system. The “only fog” system number of jobs was lower than the hybrid one as well.
However, this is caused by the high drop rate of the "only fog” configuration (Figure 6g).
Therefore, the drop rate of the “only fog” is higher than the other two configurations,
indicating that the fog resources are less efficient considering AR higher than 0.3 j/ms. The
drop rate of the only cloud and the hybrid are the same because even with only 50% of the
cloud, the resources are enough to meet the demand.

Finally, Figure 6h presents system power. The system power with a lower arrival rate
is almost the same as the three configurations. Only after AR = 0.5 j/ms are the differences
are more perceptive. Again, only fog presents the worst result. The highest system power
is achieved in the three configurations after AR ≥ 0.8 j/ms.

5.4. Scenario D—Analysis of Routing Strategies Variation

This section analyses the results of experimenting with distinct routing strategies with
different arrival rates observing the MRT. The adopted routing strategies are provided by
the simulation tool JMT [39]. The used strategies are summarized as follows:

• Random: Jobs are directed to one of the stations related to the considered station in
output at random. The outbound connections are chosen with the same probability as
the inbound links. Each output link in a model with three output connections has a
chance of 1/3.

• Probabilities: Each outbound link’s routing probability must be determined. The total
number of probabilities must equal one. The 50/50 balance is used in this experiment.

• Round Robin: According to a circular routing, jobs are cyclically sent to the outgoing
connections.

• Least Utilization: At the moment of routing, the destination station is picked as the
one with the least amount of traffic.

• Join the Shortest Queue (JSQ): (sometimes referred to as Shortest Queue Length)
At the moment the job leaves the routing station, each work is routed to the station
connected in output that has the fewest number of jobs in the queue or service.

• Shortest Response time: When work leaves the routing station, it is dispatched to the
station with the shortest response time for the job’s class.

Figure 7 shows the calculated MRT mean to the six routing strategies considering
three arrival rates (0.1 j/ms, 0.5 j/ms, and 1.0 j/ms). Let us focus on the highest and lowest
MRTs. The highest MRTs were reached with the shortest response time in all three arrival
rates. Since the cloud’s service time and the fog and respective transmission times are not
so different, such instantaneous calculated shortest response time might be highly sensitive.
The lowest MRT was obtained with two routing strategies depending on the arrival rate.
The routing strategy "probabilities” was more efficient with the lowest (0.1 j/ms) and the
highest (1.0 j/ms) arrival rates. Therefore, considering similar parameters as this study, the
system designer should consider using such a routing strategy with extreme workloads
(low and high). The arrival rate of 0.5 has obtained a different result, in which the random
routing strategy has been spotlighted among the others.
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Figure 7. Results changing the arrival rate with routing strategies variation.

5.5. Results Summary Numerical Analysis

Comparing the results of scenarios A and B, it is evident that the behavior of all metrics
is similar in both simulations. Looking at the metrics closely, the MRT of the cloud is higher
than in the fog, and the distance between the results with 10 and 15 nodes is higher in the
fog scenario. We believe that such a fact happens because both system components (cloud
and fog) reside on the same system level. What distinct cloud and fog is essentially the
processing power and localization.

Therefore, it is worth investing in increasing the number of fog nodes.
In scenario C, the objective was to observe the impact of distribution based on prob-

abilities. Although scenarios A and B have shown the metrics as isolated resources, it
was interesting to see the comparison with the hybrid possibility in the same graphs. The
conclusion, in this case, was that the hybrid configuration is not advantageous considering
the MRT, but the hybrid configuration resulted in a lower drop rate.

Scenario D has shown distinct routing strategies with different arrival rates observing
the MRT. However, they are the more classic used routing strategies used in the literature.
The limitation of the experiment was that we could only use the algorithms provided by
the JMT tool. The round-robin strategy is highly adopted in the context of the distributed
system, but it resulted in the fourth-best result. The lowest MRT was obtained with
two routing strategies depending on the arrival rate. The routing strategy “probabilities”
was more efficient with the lowest565(0.1 j/ms) and the highest (1.0 j/ms) arrival rates.
Therefore, considering similar parameters as this study, the system designer should consider
using such a routing strategy with extreme workloads (low and high).

6. Model Validation

This section discusses the validation of the proposed model. We constructed a proto-
type to test our proposed model, which allows us to compare the MRT calculated by the
model to the MRT achieved in real-world experiments. Figure 8 depicts the experiment’s
setup. There have been several omissions. In the validation scenario, we simulate the exis-
tence of a request generator, a gateway, a router, a fog, and a cloud. Four fog/cloud cores,
each with its container, are available. The request is divided across the containers using a
round-robin technique. We used the sixth machine as a world clock. A synthetic system
(Request generator) was constructed to send requests with an exponential distribution.
The configuration of the machines used to do the validation, as well as their respective
functions, are presented in Table 3.
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Request
Generator Gateway Router

Fog

Cloud

Figure 8. Practical experiment outline.

Table 3. Machines’ configuration.

Configurations Name Functionality

Intel Core i3 1.7 Ghz and 8 GB Request generator Generate requests to be processed on remote servers
Intel Core i3 3.7 Ghz and 4 GB Gateway Receive requests and forward to router
Intel Core i3 3.7 Ghz and 4 GB Router Retransmit the data
Intel Core i3 3.7 Ghz and 8 GB Cloud Receive requests and process them
Intel Core i3 3.7 Ghz and 8 GB Fog Receive requests and process them

All graphics were generated according to the results extracted from the JMT tool. Only
the validation has used an application prototype developed in Java. The validation code is
available on Bitbucket (https://bitbucket.org/laecioandrade/simulatorcode/src/master/,
accessed on 20 December 2021).

The service times obtained in this experiment were entered into the model. Each re-
quest is a file containing a 10,000 × 10,000 matrix filled with random data in the experiment.
The request generator simulates many consumers sending requests at once, and the router
gets them all at once and distributes them among the fog/cloud, which then distributes
them among the inner containers. To guarantee that the results were reliable, we repeated
the experiment 30 times.

We utilized the one-sample t-test (sample t-test https://tinyurl.com/yanthw4e, ac-
cessed on 20 December 2021) to compare the MRT generated by the model with the MRT
obtained in the tests. Normal distribution was found in all of the samples. To check if the
t-test was significant, we looked at the p-value. The results are presented in Table 4. The
p-value in each case was more than 0.05. As a result, we cannot reject the null hypothesis of
equality with 95 percent confidence in all circumstances. As a result, we may deduce that
the model’s output is statistically identical to the outcome of the experiment. Because it is
based on reality, the model is useful for planning IoMT designs.

Table 4. Validation Results.

# Requests # Sample MRT Mean (ms)—Experiment MRT Mean (ms)—Model Confidence Interval Std. Deviation p-Value

3 30 111.5 112.1 [104.8–118.1] 122.1 0.676
6 30 243.8 251.2 [223.4–263.2] 360 0.488
9 30 439.3 445.4 [416.5–462.2] 415 0.59

Given the consistency of the data obtained during the experiment, one may infer that
the model is dependable and accurate. The estimated value of the model is within the
experimental error range. Because it is based on reality, the model is useful for planning
IoMT designs.

7. Conclusions and Future Works

This study presented an M/M/c/K queueing model to depict and assess a health
monitoring scenario (ambient assisted living) for the elderly. IoT sensors and cloud/fog

https://bitbucket.org/laecioandrade/simulatorcode/src/master/
https://tinyurl.com/yanthw4e
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distant resources were included in the analyzed design. The model may be used to calculate
various measures, including mean reaction time, utilization level, drop rate, and the link
between throughput and mean response time. The numerical analysis looked at four
different possibilities. Three of them experimented with different fog/cloud resource
capabilities, while one examined different routing tactics. We observed the association
between the arrival rate and cloud/fog capacity fluctuation from various viewpoints thanks
to the numerical analysis. Furthermore, according to the study, even if a fog was closer to
the sensors, the cloud was more efficient for remote processing. The established results
also show that the mean response time was highly dependent on message queuing in the
components. Depending on the component’s position in the system, the drop rate and
utilization level may grow or decrease. The random and fixed probability strategies were
the most efficient when it came to routing techniques. However, because the model has
21 parameters, it may be used for various additional analyses.

The model will be extended in the future to investigate alternative methods of com-
munication between the components. More components, such as more than one cloud, can
be added (considering public, private, and hybrid). Furthermore, the nature of queues can
be altered, with or without limits. We also want to look at the security implications of such
a system.
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