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Abstract: Due to the arbitrariness of the drone’s shooting angle of view and camera movement and
the limited computing power of the drone platform, pedestrian detection in the drone scene poses a
greater challenge. This paper proposes a new convolutional neural network structure, SMYOLO,
which achieves the balance of accuracy and speed from three aspects: (1) By combining deep separable
convolution and point convolution and replacing the activation function, the calculation amount
and parameters of the original network are reduced; (2) by adding a batch normalization (BN) layer,
SMYOLO accelerates the convergence and improves the generalization ability; and (3) through scale
matching, reduces the feature loss of the original network. Compared with the original network
model, SMYOLO reduces the accuracy of the model by only 4.36%, the model size is reduced by
76.90%, the inference speed is increased by 43.29%, and the detection target is accelerated by 33.33%,
achieving minimization of the network model volume while ensuring the detection accuracy of the
model.

Keywords: model compression; pedestrian detection; deep learning; drone scene

1. Introduction

Unmanned aerial vehicles (UAV) have played an important role in traffic monitoring,
route inspection, military, forestry [1–4], and other fields in recent years. Pedestrian detec-
tion is becoming more and more important in applications such as intelligent monitoring,
re-identification of people, and autonomous driving. Therefore, drones to detect pedestri-
ans have become an emerging technology. Unlike ordinary target detection, pedestrian
detection based on low-altitude drones can provide more comprehensive information and
lay the foundation for an in-depth understanding and analysis of pedestrians. However,
due to the special viewing angle of low-altitude drones and the low computing power
of embedded devices, quickly and accurately detecting pedestrians is still a challenging
problem.

Traditional target detection algorithms lack effective image feature representation
methods. The model’s generalization ability is insufficient, and it is challenging to complete
target detection through general abstract features [5]. The target detection algorithm based
on deep learning uses a convolutional neural network (CNN) to extract the target feature
richly to complete target detection. Although the current target detection methods based
on deep learning have achieved specific achievements, there are still significant challenges
in pedestrian detection in unique low-altitude drone scenes. These challenges are mainly:
(i) Due to the instability and randomness of the drone shooting camera, it will cause camera
shake and aspect ratio changes, which will complicate the background and increase the
difficulty of detection to a certain extent; (ii) for pedestrian detection, the drone will distort
pedestrians and easily cause false detection when performing overhead shooting; (iii) the
scale mismatch between the dataset in the pre-training weight used in the training process
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and the small target dataset will cause the loss of object feature representation, which will
reduce the performance of the detector; (iv) the limited computing power of the drone’s
airborne platform poses a more significant challenge to the complexity of the detection
algorithm; and (v) the latency of high-precision target models is high, affecting how to
balance detection accuracy and real-time performance.

In response to the above problems, this article proposes a new convolutional neural
network structure SMYOLO.

• Aiming at the problem of limited computing power on the drone’s airborne platform
and high latency of high-precision target models, the SMYOLO target detection model
is proposed. The conventional convolution is decomposed and replaced with deep
separable convolution and dot convolution, and the activation function is replaced,
so as to compress the YOLOv4 model and realize the deployment on the embedded
platform.

• Because of the reduced model accuracy after the compressed model and the problem
of false pedestrian detection in pedestrian detection, the pre-training dataset and the
training dataset are scaled to match, which will improve the feature representation
ability of the detector during the training process. SMYOLO has added the BN layer
to improve the generalization ability of the detector, thereby improving the accuracy
of SMYOLO.

This algorithm reduces the model’s size while ensuring the computing power of
the drone’s airborne platform, which is very important for the real-time detection of
pedestrian scenes. The experimental results and analysis show that compared with the
current mainstream methods, the method in this paper increases the detection speed while
maintaining the detection accuracy and ensures the detection accuracy of the model while
minimizing the volume of the network model as much as possible.

2. Related Work
2.1. Research on High-Precision Target Detection Algorithms

With the development of neural networks, target detection algorithms based on deep
learning have made certain achievements. Representative algorithms are: RCNN(Region-
based CNN) series (RCNN [6], Fast RCNN [7] and Faster RCNN [8]), SSD(Single Shot
MultiBox Detector) [9] and YOLO(You Only Look Once) series (YOLO [10], YOLOV2 [11],
YOLOV3 [12], YOLOV4 [13]). This is more research on pedestrian detection algorithms
in ordinary scenes, but there are fewer pedestrian detection algorithms in drone scenes.
Although pedestrians are detected in ordinary scenes and drone scenes, there are certain
differences between pedestrians in the two scenes. For example, the pedestrian target in
the drone scene is relatively small, which makes detection difficult. Liu [14] improved
the YOLOv3 network structure. By increasing the operation of the convolutional layer in
the early stage to enrich the spatial information, the performance of small target detection
was significantly improved. Yu [15] proposed a scale matching method to keep the feature
distribution of the network pre-training dataset and the detector dataset consistent and
improve the quality of the small target detection model by improving the similarity of the
data distribution. Shao [16] used the k-means clustering algorithm to extract pedestrian
areas, used RPN to generate recommended candidate areas quickly, and expanded the
structure of Faster-RCNN through the method of high- and low-level feature fusion to
improve the detection ability of small pedestrians.

2.2. Research on Lightweight Target Detection Algorithms

Embedded devices have relatively small computing capabilities. The deployment of
a complete target detection model on embedded devices will lead to problems such as
high energy consumption, high computational load, and high latency, making it hard to
meet real-time performance. In this case, the demand for lightweight networks has grown.
Wu [17] pruned the trained model through the channel pruning algorithm of YOLOv4,
simplifying the structure and parameters of the model under the premise of ensuring
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accuracy and realizing real-time detection. Yu [18] used the focal loss to optimize the loss
function to improve the accuracy and used a pruning algorithm to simplify the network to
speed up the detectionẎan [19] realized the deployment of the model on the embedded
platform by replacing the activation function of YOLOv4 with the ELU activation function
and adding the SE attention module to the backbone. Zhao [20] proposed that based on
YOLO-LITE as the backbone network, mixed YOLOv3-LITE supplements residual block
(ResBlocks) and parallel high-to-low resolution subnetworks. ALFASLY [21] proposed to
adaptively zoomin the input frame by splitting it into nonoverlapped tiles and paying
attention only to the important tiles. It has obtained a fully convolutional pedestrian
detection model that can be run on low computational resources. Ke [22] processed with a
nonoverlapped image blocking data augmentation method, and then input them into the
YOLOv3 detector to obtain the object position information. An LCNN-based pedestrian
re-identification model is used to extract the features of the object.

2.3. High-Precision Target Detection Algorithm: YOLOv4

YOLOv4 is a first-level object detector, an improved target detection algorithm of
YOLOv3. The architecture of YOLOv4 is CSPDarkNet53+SPP+PANET+YOLOv3, and the
main structure is shown in Figure 1. The head is the same as YOLOv3 and compared with
YOLOv3, YOLOv4 introduces CSPNet, which changes its backbone structure to CSPDark-
NET53, containing 29 convolutions. The receptive field is 725 × 725, and the parameter is
27.6 million. Compared with Darknet-53, this backbone structure uses the CSP module to
first divide the feature map of the base layer into two parts and then merge through the
cross-stage hierarchical structure to enhance the learning ability of the CNN and ensure
accuracy while reducing the amount of calculation. In order to increase the receptive field,
YOLOv4 uses PANet [23] instead of FPN [24] for the parameter aggregation to be suitable
for target detection of different scales. It uses spatial pyramid pooling (SPP) [25] as an
additional module of Neck to perform multi-scale fusion and improve feature extraction
capabilities. Finally, to train the network more efficiently on a single GPU, YOLOv4 uses
data augmentation methods to mosaic and spontaneous training in the network and uses
genetic algorithms to select the best hyperparameters. Through an analysis, the speed of
the YOLOv4 algorithm can significantly meet the accuracy requirements of the pedestrian
detection task, but due to the poor computing power of the embedded device, it cannot
meet the real-time requirements. Therefore, this paper improves the YOLOv4 network to
enable real-time pedestrian detection in the low-altitude UAV scene.

Input Backbone:CSPDarknet53 Neck:SPP+PANet Head:YOLOv3Input Backbone:CSPDarknet53 Neck:SPP+PANet Head:YOLOv3

Figure 1. YOLOv4 structure diagram.

3. Proposed Method

The flow of the low-altitude pedestrian detection algorithm proposed in this paper is
shown in Figure 2. First, by improving the YOLOv4 model, a new target detection model
is proposed: SMYOLO. SMYOLO uses deep separable convolution to extract features and
changes the activation function to a lightweight activation function, which will improve
the computational efficiency of the convolutional network and reduce the number of pa-
rameters, thereby improving the detection speed of the convolutional network model, so
that it can perform real-time detection on airborne equipment with less computing power.
Secondly, SMYOLO extracts the pedestrian data in the VisDrone dataset to generate a
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pedestrian dataset, and use the method of scale matching to increase the feature representa-
tion ability of the detector to improve the detection accuracy of the SMYOLO convolutional
network model to achieve the balance between SMYOLO’s accuracy and speed.

Figure 2. Low-altitude pedestrian detection algorithm flow chart.

3.1. Low-Altitude Pedestrian Detection Network Architecture: SMYOLO

The ideal detector must achieve high accuracy in positioning and recognition and high
efficiency in terms of time. In recent years, many practical target detection algorithms have
been proposed, such as SSD and Fast R-CNN. This article selects the recently proposed
CNN architecture YOLOv4. Compared with other networks, this network achieves an
optimal balance of speed and accuracy. However, if it is directly deployed on embedded
devices, it will lead to the overload of airborne drone equipment. Therefore, the SMYOLO
network architecture is proposed. The proposed SMYOLO network follows the YOLO
target detection idea, using the characteristics of the picture to predict each frame, that is,
predicting all the frames of all categories at one time so that the end-to-end prediction can
guarantee very high detection speed.

3.1.1. Depth Separable Convolution and Point Convolution

SMYOLO is formed by stacking with depth separable convolution while using point
convolution to increase the depth of the network structure, making the SMYOLO network
“narrow and deep”. In conventional convolution, assuming that the input feature dimension
is (HW , HW , M), the convolution kernel is (N, HX , HX , M), and the output feature map is
(HK, HK, M). The calculation process is shown in the Figure 3.
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Figure 3. Conventional convolution calculation process.

The amount of calculation required for conventional convolution to complete this
process is shown in Equation (1).

Calculationconv = HK × HK × HX × HX × N ×M (1)

In-depth separable convolution is composed of depth convolution (Depthwise) and
point convolution (Pointwise). Deep convolution works on each convolution channel,
and point convolution integrates the convolution output of each channel. The calculation
process is shown in Figure 4
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Figure 4. Depth separable convolution calculation process.

SMYOLO’s depth separable convolution requires the amount of calculation to com-
plete this process is shown in Equation (2).

Calculationdwconv = HK × HK × HX × HX ×M + HK × HK × N ×M (2)
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The SMYOLO compression ratio is the ratio of the parameter amount of the conven-
tional convolution to the parameter amount of the depth separable convolution, namely:

Ratio =
HK × HK × HX × HX ×M + HK × HK × N ×M

HK × HK × HX × HX × N ×M
=

1
N

+
1

HX
2 (3)

It can be seen from the above formula that the parameter amount of the depth sep-
arable convolution is less than that of the conventional convolution, so replacing the
conventional convolution with the depth separable convolution can reduce the amount of
calculation to a certain extent. The basic structure of the deep separable convolutional net-
work is shown in Figure 5. It will use deep convolution (Depthwise) and point convolution
(Pointwise) instead of conventional convolution. In the SMYOLO target detection model,
we not only replaced the conventional convolution in the head module of YOLOv4 with
a depth separable convolution, but also modified the 3 × 3 conventional convolution in
the PANet module in YOLOv4. We replaced it with depth separable convolution, which
will reduce the number of parameters to a certain extent and thus reduce the amount of
calculation deployed on drones’ onboard equipment.

Figure 5. The basic structure of the deep separable convolutional network.

3.1.2. Add Batch Normalization Layer

The SMYOLO model is a fully convolutional network specifically composed of conven-
tional convolution, depth separable convolution, and point convolution. At the same time,
the output of each layer of the convolutional network is processed by batch normalization.
That is, a batch normalization (BN) layer is added. The proposal of the BN layer solves the
gradient disappearance, and gradient explosion in the backpropagation process accelerates
the convergence and improves the generalization ability. As shown in the Formula (4),
the BN layer uses small batches of normalized convolution features.

f = γ× x− µ

σ
+ β (4)

Among them, µ and σ represent the mean and standard deviation of the input features.
γ and β represent the scale factor and deviation.

3.1.3. Lightweight Activation Function

In YOLOv4, the Mish activation function is one of the innovations of YOLOv4.
The Mish activation function is shown in Equation (5). Compared with other commonly
used functions such as ReLU and Swish, the Mish activation function is a smooth activation
function, which can achieve better accuracy and generalization [19]. Still, Mish activation
will generate many calculations, making YOLOv4 unable to complete real-time detection.
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Therefore, we use the lightweight activation function Hard-swish, which has similar char-
acteristics with the Mish activation function and reduces the number of model calculations.
The comparison between the Hard-swish and Mish activation functions is shown in Figure
6. Hard-swish is shown in Equation (6).

Mish(x) = x× tanh(ln(1 + exp(x))) (5)

Hard− swish[x] = x
ReLU6(x + 3)

6
(6)

ReLU6 = min(max(0, x), 6) (7)

Figure 6. The comparison between the Hard-swish activation function and the Mish activation function.

The overall network architecture of the SMYOLO model is shown in Figure 7, where
Convolution represents conventional Convolution, Conv 1 × 1 represents point convolution,
and Depthwise Conv represents depth separable Convolution. More profound network
architecture can obtain higher accuracy. In contrast, a narrower network architecture limits
the complexity of the network. Due to the limited computing power of airborne drone
equipment, to limit the complexity of YOLOv4, SMYOLO uses deep separable convolution
and point convolution to build the network. In the main convolution operation of the
network backbone structure, by adding point convolution, the number of networks in-
creases the depth of the network, thereby reducing the complexity of the model. Compared
with other detection networks, SMYOLO has fewer network layers and fewer calculations,
enabling it to deploy airborne drone equipment.
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Figure 7. The overall network architecture of the SMYOLO model.

3.2. Improve the Accuracy of SMYOLO through Scale Matching

In low-altitude scenes, because the pedestrian targets captured by aerial photography
are small, the practical features of the targets that can be extracted are limited, which
is not conducive to detecting pedestrian targets in low-altitude scenes, which leads to
low accuracy. In addition, SMYOLO also has a certain degree of accuracy loss while
compressing, so this paper proposes to match the pre-training dataset with the detector
learning dataset, which will improve the feature representation ability of the detector.
SMYOLO can achieve more accurate pedestrian detection in low-altitude scenes. Scale
Match matches the pre-training dataset with the detector learning dataset to improve
feature representation and improve the detector’s performance. The scale matching is
essential to make the histogram distribution of the pre-training dataset and the detector
learning dataset similar.

First, calculate the scale distribution histogram of the target in the detector learning
dataset. Then, calculate the average size s1 of the label box in any picture in the pre-training
dataset, select a bin in the scale histogram of the detector learning dataset, and determine
the used bin on the size s2 of the scale-matched label frame; the scale migration ratio s2/s1
is obtained. Finally, scale matching is performed on the pictures in the pre-training dataset
according to the scale migration ratio. The calculation formula for scale matching is shown
in Equation (8). Among them, s0 ∈ [min(s1), max(s1)], min(s1), and max(s1) represent
the minimum and maximum size of the object, respectively. psize represents the general
density function, the abscissa of the probability density function is the size of the dataset
label frame, and the ordinate is the probability density. After the pre-training dataset and
the detector learning dataset are scale-matched, the performance of the SMYOLO target
detector is improved.

∫ s0

min(s1)
psize(s2; E)ds1 =

∫ f (s0)

f (min(s1))
psize(s2; Dtrain)ds2 (8)

This article first processes the VisDrone UAV dataset to extract pictures containing
pedestrian targets. Secondly, we match the dataset COCO of the pre-trained model with the
pedestrian dataset we extracted to enhance the feature representation ability of SMYOLO
and increase the accuracy of the model.

4. Experiments

In this section, a series of experiments will be conducted to verify the performance
of the proposed method and compare it with the current mainstream methods. The ex-
perimental platform is a PC with a @2.0 GHz CPU and 16G memory. The experiment
is mainly implemented on Python 3.7 based on PyTorch and is accelerated by NVIDIA
GeForce TITAN XP with 12 GB of memory.
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4.1. Performance Evaluation Standard

The experimental data is the publicly available VisDrone2021 DET, collected under
various weather and lighting conditions using various drone platforms (drones with
different models). The training and validation sets contain 6471 pictures, and the test set
contains 1580 images. It should be pointed out that we only extract pedestrian targets in
this dataset for training and testing. In the end, we have 5886 images in the training set
and validation set and 1197 images in the test set. In order to evaluate the performance of
the proposed method, the following evaluation indicators will be used for evaluation.

Frame per second (FPS) measures the speed of object detection, representing the
number of video frames that the detector can process per second, and the experiment is to
test the FPS of different object detectors on a single GPU.

Intersection over union (IoU) represents the overlap rate between the generated
candidate bound and the ground truth bound [26]. The ideal situation is complete overlap.
That is, and the ratio is 1.

The mAP is the standard for the detection accuracy of the object detector. It is related
to the value of IoU. In the experiment, the value of IoU is set to 0.5, and mAP is the area
under the curve of precision and recall. The definition of precision and recall are:

Percision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

Among them, TP represents the number of detection boxes with IoU > 0.5, FP
represents the number of detection boxes with IoU ≤ 0.5, and FN represents the number
of undetected.

4.2. Experimental Results and Analysis
4.2.1. Comparison of Different Network Architectures

This experiment compares SMYOLO with three other advanced target detection
algorithms and calculates the parameter size and inference speed of each model to verify
the effectiveness of SMYOLO. The experimental results are shown in the Table 1. Compared
with the original model YOLOv4, SMYOLO has reduced the parameter amount by 81%,
the model size has been reduced by 76.90%, and the inference speed has increased by 43.29%.
The reduction in parameters and model size indicate that the conventional convolution is
replaced. For deep separable convolution and point convolution, the network can be made
deep and narrow, and the model can be effectively simplified. The increase in forwarding
reasoning time reflects that SMYOLO is more suitable for airborne platforms with poor
computing capabilities than YOLOv4. Experimental results show that SMYOLO replaces
conventional convolutions with deep separable convolutions and point convolutions,
making the network deep and narrow, reducing the amount of calculation, and enabling it
to be deployed on airborne platforms, and solves the problem of the high computational
load of high-precision target detection models.

Table 1. Comparison of experimental results of different network architectures.

Methods Parameters (M) Model Volume (M) Inference Time (ms)

YOLOv3 62.1 237 29.2
YOLOv4 63.9 245 16.4

YOLOv4-Tiny 8.8 23.1 7.1
SMYOLO 12.2 56.6 9.3

4.2.2. The Effect of Using BN and Multi-Scale Training

This experiment compares the detection results of whether to use the BN layer and
multi-scale training. “Y” means used, and “N” means not used. The experimental results
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are shown in the Table 2. It can be seen from the table that when SMYOLO only uses
the BN layer, the detection accuracy mAP is increased by 3.63%, and the detection accu-
racy is further increased by 4.28% by using multi-scale training based on the BN layer.
Therefore, the SMYOLO network uses the corresponding activation operation of the BN
layer for normalization processing and uses multi-scale training in the training process,
which improves the accuracy of SMYOLO to a certain extent and enhances its robustness.
In addition, in model training, the convergence speed of SMYOLO without the BN layer
is very slow, and the time consumption is about four times that of the BN layer. Overall,
it is shown that SMYOLO can improve the detection performance by adding multi-scale
training based on using the BN layer.

Table 2. Comparison of experimental results of SMYOLO using BN and multi-scale training.

BN Layer Multi-Scale Training mAP/% FPS

Y Y 58.6 57.72
Y N 54.32 59.3
N N 50.69 62.25
N Y 55.41 58.32

4.2.3. The Effect of the Scale Matching Method

To verify the effect of the proposed scale matching method and show that the proposed
method is effective, this experiment compares the detection results of SMYOLO without
scale matching and after scale matching. This experiment compares the detection results
of whether to use scale matching, and the detection accuracy has been improved. Scale
matching can eliminate false positive objects and increase false negative object instances,
which improves the performance of the target detector. As shown in Figure 8, in the first
example, the missed detection rate is higher before the scale is matched, and after the
scale is matched, the missed detection rate is reduced. The overall results show that scale
matching can improve detection accuracy. As shown in the figure, in the first example,
before the scales are matched, the two children in the picture have small individuals,
which increases the difficulty of detection to a certain extent, so there are instances of
missed detection. After the scales were matched, the two children were successfully
identified, the missed detection rate was reduced, and the missed detection cases were
eliminated. In the third example, the target is smaller because the drone is located higher.
When pedestrians walk side by side, it will increase the difficulty of detection. Therefore,
SMYOLO recognizes the two pedestrians as the same person before the scale is matched.
After matching, the missed detection rate is reduced, and the missed detection instances
are successfully identified. The overall results show that the scale matching will improve
the detection accuracy of SMYOLO.
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(a) (b)

Figure 8. Comparison of the detection results of SMYOLO without scale matching and after scale matching.
(a) Before scale-match. (b) After scale-match.
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4.2.4. Compare Experiments with Advanced Detectors

This paper compares the detection accuracy and speed with the five most advanced
detectors to verify the performance of the proposed pedestrian detection method, including
YOLOv4-Tiny, YOLOv3, YOLOv4, SSD, and SlimYOLOv3. All of the target detectors use
the COCO dataset as the pre-training dataset and are trained based on the VisDrone dataset.
As shown in Figure 9, compared with the original YOLOv4, the volume of the SMYOLO
model is reduced by 76.9%, mAP is reduced by 12.65%, and FPS is increased by 33.25%.
After the scale matching, the accuracy is increased by 9.49%. Compared with YOLOv4-tiny,
the proposed pedestrian detection algorithm mAP increased by 24.27%. Compared with
YOLOv4, the overall FPS increased by 33.33%, achieving the accuracy of mAP and the
speed FPS balance, reaching 68.09% and 54.4. As shown in Table 3, the table shows the
detailed detection results of different target detectors in the pedestrian dataset extracted
by VisDrone. The SSD detector uses a deeper network model, so the accuracy is high.
Nevertheless, the complexity of the calculation increases, resulting in real-time performance
being inferior. Although YOLOv4 minimally achieves the best real-time performance, it
has a poor detection effect on pedestrian targets and low performance. SlimYOLOv3 is an
excellent model to improve the YOLO series because this model reduces the complexity
of the model through pruning, but the accuracy is not ideal. If deployed on a drone, it
cannot achieve the balance of accuracy and delay. In general, the method proposed in this
paper improves the detection accuracy while ensuring real-time performance in pedestrian
target detection.
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YOLOv3

YOLOv4

YOLOv4-tiny
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SlimYOLOv3

FP
S

mAP (%)
Figure 9. FPS and mAP comparison with mainstream target detection algorithms.
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Table 3. Comparison between the proposed method and advanced detection algorithms.

Methods Input Model Volume(M) Precision/% Recall/% mAP/% FPS

SSD300 300 × 300 100 73 57 64.53 28.56
SSD512 512 × 512 104 69 63 68.09 16.44

YOLOv3 416 × 416 237 72.46 49.82 56.83 54.7
YOLOv4 416 × 416 245 76 67 72.45 40.8

YOLOv4 Tiny 416 × 416 23.1 68.37 38.97 43.82 65.6
SlimYOLOv3 416 × 416 79.6 63.4 35.3 40.5 43.1

SMYOLO:Before SM 416 × 416 56.6 72.4 51.68 58.6 57.24
SMYOLO:After SM 416 × 416 56.6 69.4 63.21 68.09 54.4

5. Conclusions

This paper proposes a pedestrian detection algorithm based on deep separable convo-
lution in the UAV scene, which mainly solves the problem of the limited computing power
of embedded devices. Secondly, it solves the problem of missed detection of lightweight
networks. This algorithm replaces the YOLOv4 conventional convolution with a depth
separable convolution, increases the network depth, reduces the network width, and makes
the network architecture “narrow and deep", which greatly reduces the number of model
parameters and improves the detection efficiency. At the same time, the BN layer and
multi-scale training methods are used to improve the model’s accuracy. In addition, we
use the scale matching method to solve the problem of feature representation loss caused
by scale mismatch, which increases the detection accuracy of SMYOLO to a certain extent.
We tested SMYOLO in the same environment. Compared with other detection algorithms,
SMYOLO performed more prominently. To ensure the detection accuracy of the model,
the detection model has a good detection effect on the target detection on the mobile end
of the UAV. We expect to get a faster model while ensuring the same accuracy in the future.
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