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Abstract: In scientific domains such as high-energy particle physics and genomics, the quantity of
high-speed data traffic generated may far exceed the storage throughput and be unable to be in time
stored in the current node. Cooperating and utilizing multiple storage nodes on the forwarding path
provides an opportunity for high-speed data storage. This paper proposes the use of flow entries to
dynamically split traffic among selected neighbor nodes to sequentially amortize excess traffic. We
propose a neighbor selection mechanism based on the Local Name Mapping and Resolution System,
in which the node weights are computed by combing the link bandwidth and node storage capability,
and determining whether to split traffic by comparing normalized weight values with thresholds. To
dynamically offload traffic among multiple targets, the cooperative storage strategy implemented in a
programmable data plane is presented using the relative weights and ID suffix matching. Evaluation
shows that our proposed schema is more efficient compared with end-to-end transmission and ECMP
in terms of bandwidth usage and transfer time, and is beneficial in big science.

Keywords: in-network storage; load balancing; locally cooperative storage; an IP-compatible ID
based protocol

1. Introduction

In many scientific disciplines, a huge amount of data is being generated. In the X-ray
Free Electron Laser device (XFEL), the average data rate has reached more than 2 GB/s,
the peak rate has reached 100 GB/s, and the data storage capacity has exceeded 100 PB [1].
Significant challenges exist in the collection and storage of data by large scientific facilities.
The ever-increasing data generation speed and the sheer quantity of data require effective
tools to collect and filter the data, save the data through high-speed networks, and prevent
the loss of valuable data. Due to the storage capability limitations of existing computer
systems, it is too late to completely record and save rapidly generated data [2]. However,
there may be an opportunity for more nodes to participate in storage via high-speed
networks. In addition, a large amount of data not only needs to be stored properly, but also
needs to be able to be efficiently accessed. Due to the increase in the quantity of data, it is
becoming increasingly difficult to read and move data. To deal with these challenges, a
common approach is to build a data center on site, connect the experimental station with
an optical fiber network/InfiniBand, and equip the data center with high-speed storage
and computing equipment (CPU, GPU) for scientific computing. However, a bottleneck
remains in network throughput and storage capacity in these solutions, because they still
use end-to-end transmission, and provide limited improvements using the shortest routing
path or multiple paths in the transport layer. Furthermore, distributing the large quantity
of raw data and making this data available to scientists around the world in a scalable
manner are additional typical challenges.
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Recently, Named Data Networking (NDN) [3,4] and big science communities have
combined cache and forwarding strategies, and used the cache capability to accelerate the
distribution and management for big science experimental data [5–9]. In [5], the author
proposes the federating of distributed catalog systems that store and manage NDN names
to increase the speed of discovery of desired data. The work of [6] presented a preliminary
study addressing opportunities and challenges to enable NDN-based intelligent data
retrieval in networks for high-energy physics (HEP). However, these studies focused on the
management of a huge quantity of scientific data and data retrieval, and rarely involved
the persistent storage of collected data in networks.

As a result of the development of networking and storage, the forwarding rate of the
interface commonly exceeds the storage bandwidth in a single network node. However,
other switches in the network can have high speeds and large persistent storage capabilities.
To better handle high-speed data injection, multiple switches can cooperate to store heavy
data storage traffic. Using the network as a means of storage, the data can be stored
along the path, which facilitates edge processing and avoids sending data to the cloud
for reading, processing, and analysis, thus saving network bandwidth and increasing the
responsiveness of the applications. However, no research has been conducted on directly
using the network as a form of permanent storage, which would allow producers to simply
offload their data to the network and let the network manage the storage and access to data.

This paper proposes the realization of data storage in the forwarding process, and to
cooperatively offload the data beyond the local storage capacity to neighbor storage nodes.
The main contributions of our work are as follows:

(1) To address high-speed data storage, we proposed an in-network storage service node
structure to support cooperative storage in neighbor nodes, and designed an identifier
(ID)-based cooperative storage protocol.

(2) To support locally cooperative storage and the discovery of more in-network storage
service nodes, we proposed a neighbor selection mechanism based on the Local
Name Mapping and Resolution System, in which the node weights are computed by
combining the link bandwidth and node storage capability, and determining whether
to split traffic by comparing normalized weight values with thresholds.

(3) To dynamically split the traffic among multiple targets, the cooperative storage strat-
egy implemented in a programmable data plane is presented using the relative weights
and ID suffix matching. Evaluation shows that our proposed schema is more efficient
compared with end-to-end transmission and ECMP [10] in term of bandwidth usage
and transfer time.

The remainder of the paper is organized as follows. In Section 2, we review the
related work in distributed storage, edge storage, current scientific data management
systems, and NDN-based big science. The overall system design and supported protocol
are introduced in Section 3. Section 4 presents our core cooperative storage mechanism.
Then, the experimental results and analysis are shown in Section 5. Finally, conclusions of
this paper are presented in Section 6.

2. Background

Numerous studies have been conducted on distributed storage in academia and
industry, but most of storage systems are constructed at the application layer. As a result
of the recent development of the programmable network technology, solutions have been
developed that use in-network computing to offload part of the storage function into
the network [11]. In this section, we present a comprehensive review of the current
relevant literature.

2.1. Distributed Storage

Existing data storage services, such as HDFS [12], GFS [13], and CEPH [14], are mostly
clustering systems in data centers. Due to monitoring of the load status of each storage
node, data requests are routed to storage nodes by centralized scheduling to support load
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balancing. When load balancing is performed, generally only the storage space of the node
is considered, and the network link usage between the requester and the node is ignored.
In a CDN network, contents are spread based on requests and the popularity of contents.
It dispatches requests to the nearest content replica via central scheduling, and resolves
download bottlenecks through caching, and is not suitable for real-time data injecting. The
cloud storage system is a core cloud-based service offered by most cloud providers, such
as Google, Amazon, and Microsoft. However, cloud storage system is located far from
users, resulting in a high response delay for applications. Moreover, a massive amount
of data generated by IoT devices places significant pressure on the core network for its
transmission to remote clouds. For this purpose, providing storage as close to users as
possible or at the edge of the network is beneficial.

2.2. Storage at the Edge

The existing literature tackles the problem of edge data storage with strategies for the
optimal placement of data storage, aiming to maximize the QoS offered by the edge [15,16].
In [17], the authors explored the advantages and challenges of edge data storage to reduce
the pressure on the core network from the massive data generated by IoT devices when
transferring these data to cloud storage. In [18], the authors developed and assessed a
preliminary design for the management of popular data at the edge. The Reverse-CDN
proposed an architectural design vision to combine both Fog Computing and Information
Centric Networking (ICN) to process IoT data locally at the edge [19]. Decentralized
content-addressed storage systems, such as IPFS [20], are essentially the product of an
end-to-end communication mechanism where retrieval of data needs to first establish
a connection.

2.3. Current Scientific Data Management Systems

Scientific communities have designed and developed various customized data man-
agement software packages to satisfy their needs. The climate community has developed
ESGF [21] to manage CMIP5 [22] data. Similarly, the HEP community uses Xrootd [23] for
its data access and storage [8]. These applications are all based on IP networking protocols,
inherit the defects caused by the end-to-end communication principle of the existing IP
network, and cannot provide an appropriate network service model to efficiently facilitate
data discovery and retrieval.

2.4. NDN Based Big Science

In [7], the authors studied federated distributed catalog systems that store and manage
NDN names to support climate data discovery in multiple domains using Named Data
Networking. The authors in [8] use a VIP forwarding and caching mechanism [24] and
designed an NDN-based Large Hadron Collider (LHC) network. This work shows that
NDN with VIP forwarding and caching can achieve a large reduction in the average delay
per chunk compared to a no-caching case in the simulated LHC network [8]. The work of [9]
uses NDN-based primitives to present a design of the deadline-based data transfer protocol
for reserved bandwidth data transfers. However, these studies focused on the metadata
management of huge scientific data or complex scientific workflow, rarely involved the
collected data persistence storage.

Combined with the existing work above, we propose the use of in-network storage to
support high-speed scientific data collection, retrieval, and sharing via ICN architecture.
We designed the structure of an in-network storage service node, and cooperatively store
the data based on an ID protocol.

3. Proposed System Architecture
3.1. System Architecture

To better implement a new network architecture or network protocol on the existing
network infrastructure, and reduce deployment or upgrade costs, the system architecture
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is usually required to be compatible with the existing network infrastructure [25]. To be
compatible with the existing network infrastructure, the proposed in-network storage
solution is based on name resolution ICN where ID is resolved into an address for routing.
Under the architecture of routing and forwarding in ICN based on control and user plane
separation, the ID/IP integrated ICN reconstruction module has the capability of asking
the Global Name Mapping and Resolution System (GNMRS) or Local Name Mapping and
Resolution System (LNMRS) for resolving an ID to address(es) [26]. The ID/IP integrated
ICN reconstruction module can also process the address(es) in the packet according to the
rules and regulations generated by the local computing module. The rules and regulations
may include deleting some addresses from the address field, or changing the destination
address [27]. Then, a new ID/IP integrated ICN packet is reconstructed and finally for-
warded by the IP forwarding module [27]. The focus of the current study is extending the
local computing module to cooperatively support storing data chunk traffic in neighbors.

The designed in-network storage process is as follows:

• An intermediate node with storage service capability, which has been deployed in the
network, registers a mapping of a specific identifier indicating a storage service and its
Network Address (NA) (selecting any one of the interface IP addresses as the node’s
NA) with the LNMRS (step1). As shown in Figure 1, there are two local resolution
areas marked with a dashed circle.

• Pull-based communications offer several advantages over push-based communica-
tions, such as built-in multicast delivery, receiver-oriented congestion control, and
native support for client mobility [28]. To support proactive in-network storage, the
producer initiates the sending of a “request for pull” message to a storage service node
instance, which, in turn, triggers a pull request to be sent back to the producer by the
instance. When the producer requests the in-network storage services, the producer
first resolves the specific storage service identifier from the LNMRS to obtain the IP
address list of storage service nodes (step2), which contains nearby nodes, such as R1
and R2. Then, the closest node (R1) is selected as the target according to latency, and
the target (R1) is messaged to ask for the storage service (step3). The message includes
the IDs of written data.

• After receiving the “request for pull” messages, the selected node parses the IDs from
the messages and requests data chunks based on the IDs from the producer (step4).

• Then, the producer starts to send chunk data to the storage service node based on an
ID-based protocol described in detail below (step5).

• Then, the extended cooperative storage schema begins to play a role. Based on
the obtained information, the decision state of the current storage service node and
the corresponding neighbor information are calculated. After the storage service
node receives the data chunk, the storage service node first closes the context of the
corresponding ID request, and decides to forward the data chunk to local storage or its
neighbor storage node. If the storage service node decides to store in a neighbor node
(R2), it selects the neighbor, modifies the destination address field in the packet, and
then forwards the chunk data based on the destination address (step6). Otherwise, if
the storage service node decides to store locally, it directly forwards the chunk data
packets to the local storage module for chunk data storage.

• The selected neighbor node receives the chunk data and stores it locally. After chunk
data is stored in the storage service node, the mapping of the ID of the data chunk and
the NA of the storage service node is registered to LNMRS for further retrieval (step7).

• If there are no available neighbor nodes and the current node has no capability to deal
with the data chunk packets, it will forward the packets to the least loaded neighbor
and subtract 1 from the TTL field, which indicates the longest storage node path it can
forward along. It is currently considered that the chunk data can only be offloaded
once; thereafter, there is a need to wait for the data to be stored locally or forwarded to
a unified flood discharge area in the cloud. The storage service nodes are assumed to
have been deployed ahead of time, which is outside the scope of this paper.
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• Similar processes can be executed in another local resolution area. It is assumed
that traffic offloading is not possible between different resolution domains. Every
storage service node can execute the offload process mentioned above in its own local
resolution area, so that the entire network iteratively achieves load balancing.

• Then, the consumer queries the GNMRS or LNMRS for the data chunk ID, obtains the
NA of R2, and obtains chunk data from R2.

Figure 1. The overview of the chunk storage process.

3.2. An ID-Based Cooperative Storage Protocol

An identifier is a series of digits, characters, and symbols or any other form of data
used to identify subscribers, users, network elements, functions, network entities providing
services/applications, or other entities [29]. Entities are named using a persistent name,
which does not change with mobility. This name may also be used by the network to locate,
replicate, cache, and access the data. Due to the use of non-semantic identifiers as data
names, other attributes of data, including signatures, life cycles, and preferences, can be
maintained by the application, and the relationship between the attributes and the ID can
also be maintained at the application layer.

In ICN, the data is a first-class citizen. To facilitate data transmission, caching, and
storage, the data must be named by an identifier. Many methods can be used to assign the
name to a data chunk [29], such as the hierarchically human-readable naming method, the
self-certifying flat naming method, the attribute-based naming method, and the hybrid
method of the multiple naming mechanism. In this paper, the name is composed by the
hash value of the URI and the hash value of the data chunk. To process IDs more efficiently
in the network, identifier-related fields are added into the packet header when the packet
formats are designed. By also referring to the ID length in MobilityFirst [30], we choose the
same length as that of the MobilityFirst GUID, which has a length of 20 bytes. The concept
of an end-to-end connection does not apply in ICN, which has multisource routing, so our
proposed transport protocol is connectionless [26]. In addition, due to some defects of IPv4,
our proposal is designed to expand the next header field based on the IPv6 protocol. We
name the proposed schema the identifier protocol (IDP), where a set of rules and regulations
that specifies how the locators of a data packet are manipulated based on the ID in the
network layer under the ID/locator separation of ICN.

Figure 2 shows the IDP protocol layer layout, which is based on the current TCP/IP
protocol (IPv6), including mainly the network layer and transport layer. In the network
layer, an ID header acts as the last header using the extension header defined in IPv6 [31].
The ID header contains the Next Header field, the Source ID type field, the Destination
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ID type, the Source ID field, and the Destination ID field. Because the intermediate router,
who cannot recognize the ID header, will ignore the unsupported extension headers, the
use of an extension header in IPv6 to host the ID is compatible with existing TCP/IP
architectures [25].

Figure 2. IDP protocol layer layout.

The “Next Header” field of the ID header is used to specify which transport protocol
the packet will be passed to for processing. It can include our proposed transport protocol
SEADP (Data Protocol in SEANet [32]), and can also point to an existing transport layer,
such as TCP or UDP. We select 0 × 99 as our transport protocol value from the unsigned
range 144–252 in the IANA registry ipv6-parameters [25].

Because various entities in the network can be labelled an identifier (including data
and services), it may be necessary to classify IDs. We designed two fields to respectively
identify the source ID type and the destination ID type.

For in-network data storage service, there are at least two types of packets, namely
storage service request packet and data chunk request/response packet. We mainly com-
bine source device ID and storage service ID, and source device ID and data chunk ID, to
deal with in-network data storage service. The main ID combination relationship is shown
in Figure 3. First, the producer requests the storage service through the producer’s device
ID as the source ID, the storage service ID as the destination ID, and the data chunk ID
contained in the transport layer header. The storage service node requests the data chunk
through the storage service node’s device ID as the source ID and the data chunk ID as the
destination ID. Then, the producer sends the data packet with the producer’s device ID
as the source ID, the storage service ID as the destination ID, and the data chunk ID and
data contained in the payload. If the storage service node offloads the packets, the packets’
destination IP is modified and the ID fields are unchanged, and are then forwarded.

Figure 3. ID combination relationship in an in-network storage service scenario.

All IPv6-compliant hosts should be able to dynamically determine the packet length to
be transmitted, for example, by using the path MTU discovery process. Briefly, when a host
sends a very large IPv6 packet, the router does not segment the packet if it cannot forward
such a large packet, but returns an error message to the sending host. This message tells the
host that all future packets sent to the destination address will be segmented. It is far more
efficient for hosts to send packets of the right size in the first place than for routers along
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the way to dynamically fragment each packet. Because IPv6 is an end-to-end transmission
protocol and the concept of an end-to-end connection does not apply in ICN, our proposed
transport protocol is connectionless. There is no handshake throughout the transmission,
thus reducing the latency associated with establishing the connection [25]. Considering the
optimal chunk size for efficient transmission in ICN and the large overhead that a small
data chunk imposes on transmission and caching [33], the data chunk size is set to several
MBs in our proposal. The designated data chunk size is larger than that of the path MTU,
so the data chunk needs to be segmented. The segmentation information, including data
chunk ID and the segment number, remains in the data chunk transport layer header. In
addition, a new field, “preference”, was designed, and is mapped from application-related
requirements, including storage QoS, specific storing positions, caching strategies, security
strategies, multipath transmission, and one-to-many transmission based on multicasting.
The intermediate node may execute the corresponding action according to the “preference”
field. Our proposed transport protocol SEADP header mainly contains “type”, “data chunk
ID”, “sequence”, and “preference” fields. The “type” field currently contains the data
request packet and the data chunk response packet. The “data chunk ID” field represents
the identifier of the data to be transmitted and stored. The “sequence” field of the packet
indicates the segment number of the data chunk segmented by data source.

3.3. In-Network Storage Service Node Structure

According to the ID-based protocol described in Section 3.2, the intermediate router’s
in-network storage function is enhanced to take advantage of the power of the ID to
support in-network storage. We designed its structure based on a programmable data
plane. Figure 4 shows the inner structure of the enhanced network node. This can be an
instance of a local computing model in ICN based on control and user plane separation.
Currently the node structure is assumed to be deployed on every network node. The
deployment is outside the scope of our paper and will be studied in other articles.

Figure 4. The extended network intermediate node structure.

The network intermediate nodes first need to ensure line-speed forwarding. In order
not to affect the forwarding performance of the network intermediate nodes, the relevant
status information collection, calculation, and maintenance are placed in the network
storage processing element using local computing capacity. In addition, the calculated
state value and decision result are inserted into the forwarding processing pipeline for
ID-based protocol processing through the programming interface. The structure includes:
the Identifying and Parsing packet, Decision making, Post-processing action, and Status
information collection/state maintenance.

• The “Identifying and Parsing packet” module needs to correctly identify our ID-based
transport layer packet, parse packet fields, and obtain the storage service ID/data
chunk ID, sequence, and preference;
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• The “Decision making” module executes one of the “post-processing actions” ac-
cording to the state sets. If the state is set to “forwarding to neighbor node”, the
“Decision making” module executes the “Forwarding to neighbor” action; otherwise,
the “Storing locally” action is invoked;

• The “Post-processing actions” module currently contains “Storing locally” and “For-
warding to neighbor”. The “Forwarding to neighbor” action will change the destina-
tion IP of the data chunk packet to a new destination according to the rules from the
computation result of the “Status information collection/state maintenance” module
and then forward it. The “Storing locally” action will ACK the received packet, and
then request the next segment and reassemble the data chunk from segments for
storage in the local file system;

• The core module is “Status information collection/state maintenance”. This module
periodically collects neighbor status information and local status information, and
parses packet information, then computes the state threshold and maps forwarding
rules based on the ID. These results are set to shared memory that the forwarding
pipeline can access according to the programmable interface. The time interval should
be set at least as high as the maximum average RTT in the network [34].

4. In-Network Cooperative Storage Mechanism
4.1. Neighbor Selection Mechanism

LNMRS is usually deployed at the edge of the network and close to the forwarding
devices, and maintains local ID–locator pairs. As a result, LNMRS may be more efficient
or provide on-site service for users. LNMRS is also a hierarchical service system with a
distributed architecture, which can synchronize part of the mapping of the ID and NA to
GNMRS to be accessed globally [35].

The in-network storage service node registers the mapping storage service ID and its
NA to LNMRS on startup. Considering the locality of the storage and a fast response, the
neighbor nodes should be selected from nearby nodes. In addition, LNMRS is a suitable
choice to select candidate neighbors by resolving the service ID.

In the case of the storage, congestion occurs where the transmission bandwidth is
limited or storage IO is insufficient. Only considering link bandwidth or node storage capa-
bility is not enough, especially in high throughput traffic scenarios. Thus, we combine the
two pieces of information as the criteria for node selection. The load information exchange
packet contains the current input interface’s total available input and output bandwidth
(interface_total_bandwidth), and the current node’s available writing throughput (wIO)
and message identification. When the neighbor node receives a load information exchange
packet, it will respond with an ACK. Based on the received ACK time, we estimate the
latency (RTT). RTT is computed as an exponentially weighted moving average (EWMA) of
RTT in Equation (1). rtti is the time from the transmission of the i-th packet until receipt of
the ACK of the i-th packet. RTTi is estimated as the average round trip time after the i-th
packet. We assume RTT0 = 0 and α = 0.125 (which is a typical value in TCP [36]).

RTT(k)i = (1− α) ∗ RTT(k)i−1 + α ∗ rtt(k)i (1)

The neighbor node’s weight is computed based on the neighbor’s interface_total_band
width and available writing throughput in Equation (2).

neighborweight(k) =

(β ∗ bandwidth(k) ∗ RTT(k) + (1− β) ∗ w(k)IO ∗ RTT(k))/2
(2)

The weight of the node itself is computed in Equation (3) based on the node’s available
writing throughput and the average RTT of all neighbor nodes.

self_weight = (wIO ∗ averag_RTT)/2 (3)
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Because the chunk data needs to be shifted from nodes with heavy load to those with
less load, determining when to shift the load is important. We define a normalized value γ
in Equation (4).

γ =

sel f _weight(i)−min(weight(k),k∈neighbors_list|i)
max(weight(k),k∈neighbor|i)−min(weight(k),k∈neighbors_list|i)

(4)

If γ is smaller than the defined threshold, the chunk data should be offloaded to its
neighbors; otherwise, the traffic is not offloaded to its neighbors and it is better to store the
chunk itself. We defined the threshold as 0.5 in simulation. When the threshold is set to 0,
it means it has no cooperative storage mechanism and is just like a common node.

As shown in Algorithm 1, when the node is in the cooperative state, it sorts the
neighbors’ weight and selects a certain number of nodes (N) that exceed the current node’s
weight value as its final offloaded targets. Then, the traffic is split by the data chunk ID to
these selected targets according to their weights.

Algorithm 1 Neighbor selection algorithm.

Input:
rtt = {rtt(1)i, rtt(2)i, . . . rtt(k)i}, current rtt of each neighbor interface;
bandwidth = {bandwidth(1)i, bandwidth(2)i, . . . bandwidth(k)i}, current bandwidth of each
neighbor interface;
wIO = {wIO(1)i, wIO(2)i, . . . wIO(k)i,}, current writing throughput of each neighbor;
Output: state, target_list
1: Initialize RTT0 = 0, α = 0.875, β = 0.1
2: While k < K do
3: calculate RTT(k)← Equation (1)
4: calculate neighbor_weight(k)← Equation (2)
5: EndWhile

6: calculate averag_RTT = 1
K ∗

K
∑
1

RTT(k)

7: calculate self_weight← Equation (3)
8: calculate normalized value γ← Equation (4)
9: if γ < threshold, then
10: state← “cooperative”
11: sortedlist← sort (neighbor_list|i) by weight desc
12: sublist← subsist (0, number_threshold-1) from sortedlist
13: target_list← sublist
14: else
15: state← “local_storage”
16: EndIf
17: Return state, target_list

4.2. Cooperative Storage Strategy

Many load-balancing strategies have been proposed in academia and industry, such as
the round robin strategy, random strategy, hash strategy, or weight-based strategy [37], and
traffic splitting in programmable switches [38–41]. The round robin strategy distributes
traffic equally among the instances by forwarding traffic to each instance in turn. The
random strategy will select a random instance to forward traffic. The hash strategy will
compute the hash value x of a field, such as the source IP or destination IP, compute index
y as × mod K (the count of instances), then obtain the corresponding target based on y
in K targets. Traffic splitting in programmable switches mainly focuses on the weight
approximation using flow table entries, but is still subject to flow-based traffic and does
not consider how to obtain the weight. The strategies above do not consider the weight of
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targets and will cause load unbalancing if flow-based splitting is used. We consider the
weight-based strategy and compute the relative weight in Equation (5).

relativeWeight(n) = weight(n)
/

∑N
1 weight(n) (5)

According to the relative weight ratio of K nodes, we calculate the number of nodes
corresponding to the constraint of storage space having a length under M (each index
occupies 2 bytes) in Equation (6).

Count(n) = f loor( relativeWeight(n) ∗ M /2) (6)

Then, two linear storage spaces are constructed separately for storing the index of
targets and targets’ IPs. Linear Storage Space 1 is used to store the index of the neighbors’
IP, which is stored in Linear Storage Space 2. The flow entries will match the L bits of the
ID’s suffix; then, the actions are executed to determine whether it is in the cooperative state.
If this is the case, the corresponding index x is searched for in Linear Storage Space 1 based
on the value of the L bits of the ID’s suffix; the target IP in Linear Storage Space 2 is obtained
with the value of index x as the index in Linear Storage Space 2; and the “Forwarding to
neighbor” action is executed. Figure 5 shows a simple example.

Figure 5. The load balancing strategy procedure.

However, the ping-pong loops problem may exist. When a producer P1 begins to store
chunks, the corresponding in-network storage service node A enters the load balancing
state, and may offload a portion of the chunks to its neighbor B according the load balancing
rules. Immediately afterwards, the in-network storage service B receives the data storage
from another producer P2. Assuming that A is also a neighbor of B, B also enters the
cooperative state after calculating the normalized value of its weight. A portion of the
chunks may be offloaded to A according the offloading rules in B. After A receives these
chunks, they may be offloaded to B according to A’s offloading rules, and a loop occurs.
To avoid ping-pong loop problems, the input port avoidance mechanism is adopted. The
input port avoidance mechanism is used to exclude the input port of the packet and to
prevent forwarding to the input port where the packet comes. It is currently considered that
the chunk data can only be offloaded once, before waiting to be stored locally or forwarded
to a unified flood discharge area in the cloud. The detailed algorithm is described in
Algorithm 2.
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Algorithm 2 Cooperative storage algorithm.

Input:
weight = {weight(1), weight(2), . . . , weight(n)}, node weight of selected targets;
Output:
1: Initialize
2: While n < N do
3: calculate relativeWeight(n)← Equation (5)
4: calculate Count(n)← Equation (6)
5: EndWhile
6: fill up linear storage space 1
7: fill up linear storage space 2
8: calculate index1=hash(ID) % N
9: get index2 = linear_storage_space_1(index1)
10: get destination = linear_storage_space2(index2)
11: get Out_port from destination
12: if packet.In_port == Out_port, then
13: Local Storage
14: else
15: Forward to neighbor
16: Return

5. Evaluation

The rationality and performance of the algorithm were verified and evaluated us-
ing an actual deployed prototype system in a simulation environment for a large-scale
scientific facility.

5.1. Network Environment Setup

The network topology is a simple FatTree topology, as shown in Figure 6. All the
switches, except a common layer 3 Huawei router between R1 and R3, are our own
programmable switches implemented based on a Protocol Oblivious Forwarding (POF)
switch [42]. The controller is implemented based on an ONOS controller. We imple-
mented the whole routing process based on the POF protocol and corresponding instruc-
tion sets. These applications can support hybrid routing with the current IP infrastructure
through OSPF.

Figure 6. Network topology in the evaluation.

The key components are GNMRS and, in particular, LNMRS. We implemented LN-
MRS, which can maintain name and NA mapping for resolving the ID to addresses locally,
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and synchronize a portion of the mappings of the ID and NA to GNMRS to be accessed
globally.

In the network topology, our in-network storage modules are deployed in every POF
switch, which are connected with 10 Gbps optical fiber. In addition, there is a common
layer-3 IP router in the path from R1 to R3. This can simulate the hybrid network environ-
ment, and is also used for traffic control, because our new protocol is implemented based
on the raw socket in a Linux environment and the network throughput in the Linux server
can only achieve 4 Gbps on average. Two servers, namely the producer and the consumer,
are connected to the network using 10 Gbps optical fiber. All POF switches are configured
for in-network storage with a size of 10 TB.

5.2. Performance Results

We mainly focus on the throughput and transfer time influenced by the load balancing
schema in the ID-based data chunk transmission.

5.2.1. Evaluation of the Selection Mechanism

To evaluate our neighbor selection mechanism, we use the left part of the topology
to compare our proposal with the ECMP mechanism under a constructed flow. We use
three servers to simulate two 4 Gbps data flows and one 2 Gbps data flow. We limit the
bandwidth between R4 and R5, and the bandwidth between R4 and R6, to 4 Gbps. In
addition, the bandwidth between R4 and the core is limited to 2 Gbps. According to the
ECMP mechanism, the paths R4→ R5, and R4→ R6 are equal cost paths.

First, server one writes 4 Gbps data flows to R4 for 30 s. After 10 s, server two writes
4 Gbps data flows to R4 for 30 s. Then, server three writes 2 Gbps data flows to R4 for
30 s. We compared our proposed neighbor selection mechanism with ECMP and compared
statistics for the throughput of the two mechanisms. Figure 7 shows the throughput of our
selection mechanism and ECMP. The data flow generated by our mechanism is basically
consistent with the expected data flow. However, the ECMP mechanism cannot achieve
the expected data flow and has a long flow completion time. Our peak data traffic reached
10.43 Gbps and ECMP’s peak data traffic was only 7.51 Gbps. In addition, during the
period of 20 to 30 s of the whole experiment, the ECMP mechanism could not use more
paths to offload the excess traffic. The network started to become congested, resulting in
a drop in throughput. According to the ECMP mechanism, two paths can only be used
for storing data and the peak throughput absorbed by R4 is about 8 Gbps. Our neighbor
selection mechanism can discover three paths and split the data traffic, thereby improving
the flow completion time.

Figure 7. Results of the selection mechanism.
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5.2.2. Comparison with End-to-End Transmission

Bbcp [43] is a point-to-point network file copy application, which is capable of transfer-
ring files approaching line speeds in a wide area network (WAN). We tested this under our
simulated network environment and found that it can almost occupy the whole bandwidth
when the link is idle. However, it can use the single shortest path and has no awareness of
multipath. Our in-network storage can discover multiple neighbors to offload its traffic
based on the LNRMS. If there is congestion in the shortest path, the efficiency of Bbcp is
degraded. However, our in-network storage is barely influenced because of its selection of
multiple neighbors and the traffic splitting mechanism.

To evaluate the end-to-end transmission and in-network storage, we carried out four
experiments, including an end-to-end remote file transfer test and an in-network storage
test under no constraint on the bandwidth, and an end-to-end remote file transfer test and
an in-network storage test under a network bandwidth constraint. We used the right-hand
part of the topology in Figure 6. The bandwidth from the producer to the consumer was
10 Gbps in the physical link and the network throughput of our current transport layer
protocol stack implemented in the raw socket only reached 4 Gbps on average. Therefore,
to ensure a fair evaluation between the end-to-end transmission and in-network storage,
we limited the bandwidth of the link between R1 and R3 to 4 Gbps.

First, we constrained the bandwidth between R1 and R3 to 4 Gbps. In Figure 8a, the
transmission bandwidth of Bbcp is shown between the producer and the consumer along
the path of producer→ R1→ R3→ consumer under the constraint of 4 Gbps controlled
by the common router in the path of R1 to R3. It shows that the average bandwidth of
Bbcp is 4.53 Gbps and Bbcp almost uses all the available bandwidth. From Figure 8b, the
average transmission bandwidth of our proposed algorithm is 4.6 Gbps when our proposed
algorithm is not in a cooperative state, and it only stores the data in R1. The bandwidth
utilization of our algorithm is almost the same as that of Bbcp. The file transfer time is
compared in Table 1.

Figure 8. Results of comparison with end-to-end transmission.
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Table 1. Comparison of transfer time between Bbcp and our mechanism.

Experiments Time(s)

Bbcp (under 4 Gbps) 19
Ours (under 4 Gbps) 18.5
Bbcp (under 2 Gbps) 33.5
Ours (under 2 Gbps) 17.5

Then, the bandwidth between R1 and R3 was limited to 2 Gbps. In Figure 8c, the
average transmission bandwidth of Bbcp is only 2.56 Gbps because it can only use the single
path of producer→ R1→ R3→ consumer. It can also be seen in Figure 8d that the average
transmission bandwidth of our proposed algorithm is 4.82 Gbps, which is barely influenced
by the constraint, because the proposed algorithm can use R2 to cooperatively store its
data and the bandwidth from R1 to R2 is 10 Gbps [44]. In all our tests, we transferred the
same file having a size of 10 GB. In addition, the transfer time of Bbcp was also lengthened
due to bandwidth rate degradation. The transfer time of our proposed algorithm showed
almost no increase although there was a slight truncation of the traffic.

From the comparison, we can see that our proposed algorithm is useful in improving
the bandwidth usage, especially in multiple path environments.

5.2.3. Influence of Cooperative Storage Schema

Traffic is spilt based on the flow or flowlet in common load-balancing strategies. The
flow-based load balancing strategies must distinguish between elephant and mice flows,
because these two flows have an obvious influence on the load-balancing strategies. If the
traffic is split based on an elephant flow, it may overload the target while the other servers
are underloaded. Conversely, if the traffic is a mice flow, it may be not beneficial to split
it over multiple servers due to the cost of packet reordering. Our proposed cooperative
storage schema is based on the splitting of the data chunk by the application, which can
be stored in a disordered state between data chunks and in different locations. The only
requirement is that the packets in a chunk are delivered in order. This can be realized using
an in-network cache to temporarily hold complete chunks in hop-by-hop transmission [45],
or by utilizing the suffix of the ID to match flow entries to maintain the consistency of the
packet forwarding path. We used the second method to implement our schema considering
the latency of the hop-by-hop transmission.

To verify our cooperative storage strategy, we evaluated our algorithm and the ECMP
algorithm under equal weights and under changed weights. We varied the weights by
changing the network bandwidth between R1 and R3.

We undertook the experiments using two split ratios under our network environment
with no bandwidth constraint. First, we used R1 to split data chunks equally to R3 and R2,
and gathered statistics of bandwidth usage and transfer time. Figure 9a shows 4.77 Gbps on
average was achieved where there is no cooperative storage strategy. Second, we limited the
bandwidth of the path from R1 to R3 to 1 Gbps, and the split ratio of PATH2 to PATH1 was
changed to 3:1. From Figure 9c, we can see that we obtained total bandwidth of 4.69 Gbps,
which is comparable to the bandwidth of 4.77 Gbps in Figure 9a. Furthermore, the transfer
time in the two cases is nearly the same from Table 2. Our cooperative storage strategy has
no influence on transmission bandwidth because of the chunk ID-based transmission.
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Figure 9. Results of the influence of the load balancing schema.

Table 2. Comparison of the transfer time between ECMP and our mechanism.

Experiments Time(s)

ECMP (no constraint) 18
ECMP (1:3 split ratio) 28.5
Ours (no constraint) 18.3
Ours (1:3 split ratio) 17.6

Then, we limited the bandwidth of PATH1 to 1 Gbps and undertook the experiments
to load balance the traffic between PATH1 and PATH2. The actual transmission bandwidth
was reduced to 3.0 Gbps, compared with 4.77 Gbps under no constraint in Figure 9b.
The incorrect split ratio causes congestion on PATH1, degrades the transmission speed
of PATH1, can resulting in a decrease in the total bandwidth. The transfer time of ECMP
under the split ratio of 1:3 was increased to 28.5 s, compared to the transfer time of 17.6 s
of our schema in a split ratio of 1:3. The congestion and fluctuation of traffic in PATH1
result in heavy partial packet transmission, and the transfer time is even more significantly
affected from Table 2. Thus, our weight-based schema is more efficient than the schema
without an awareness of the multipath state.

5.2.4. The Accuracy of Traffic Split Ratio

Given a limited rule capacity at the switch, we need to make a tradeoff between
the accuracy of the traffic split ratio and the number of flow entries. We measured the
throughput under different lengths of the ID’s suffix (M) under an expected split ratio
of 4:1. We adjusted the bandwidth ratio between PATH1 and PATH2 to 1:4 through the
three-layer router.

When the length of the matched ID’s suffix is 2, we built four flow entries for every
interface. The mask of the corresponding field is 0 × 11, and the IDs are split in the ratio of
3:1. If the length of the matched ID’s suffix is 3, the IDs are split in the ratio of 3:1, and the
IDs are split in the ratio of 4.3:1 when the length of the matched ID’s suffix is 4. As shown
in Figure 10, the measured traffic ratio (4.4:1) is the most accurate when the length of the
ID’s suffix is 4. However, the number of flow entries is also the greatest. If the split ratio
needs to be updated frequently, the cost of maintaining the accuracy of the traffic split ratio
and the resulting traffic fluctuation cannot be neglected.
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Figure 10. Results of the influence of the number of flow entries.

5.2.5. Comparison with Common File Systems

We compared our in-network cooperative storage system with IPFS and CEPH, which
are common distributed storage systems. We wrote different files having sizes of 1, 5 and
10 GB to these file systems under different cluster sizes (including three and five nodes).
Our experiments show that the average throughput of the three-node CEPH cluster is about
8 Gbps. When the number of CEPH cluster nodes increases to five, the average throughput
is about 9.15 Gbps for a single client. The average throughput of the five-node CEPH cluster
drops to about 8.05 Gbps when two clients write simultaneously. It is shown that CEPH
achieved a relatively high performance through load-balancing strategies. However, this
is still implemented in the application layer based on the current IP infrastructure. CEPH
has inherent flaws, such as application layer protocol processing and scheduling overhead.
IPFS is another popular distributed storage system based on DHT. It takes about 2 min to
upload a 10 GB file for the first time, but the time for subsequent uploads is reduced by
half. The average upload rate is about 1.5 Gbps in IPFS.

We used five servers to write simultaneously to R4, and the bandwidth of PATH4 was
limited to 2 Gbps. The traffic of the R4 output interface is shown in Figure 11. Four servers
can write at an average of 4 Gbps, whereas one server can write at only 1.6 Gbps. The peak
throughput reaches 16.3 Gbps when five servers write simultaneously, and the average
throughput is about 9.3 Gbps. Through experiments, it is shown that our storage system
co-designed with the network is more suitable for real-time data writing. By comparison,
IPFS is more suitable for file sharing, and CEPH is a cluster system, which is limited by
its scale.

Figure 11. Throughput when five servers write simultaneously.
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6. Conclusions

This paper proposes an in-network cooperative storage schema based on neighbor
offloading, in which the ID-based traffic is sequentially dynamically offloaded to neighbors
and multiple neighbor nodes are utilized to detour the congestion path. First, we proposed
an in-network storage service node structure to support cooperative storage in neighbor
nodes, and designed an ID-based cooperative storage protocol. Then, a neighbor selection
mechanism based on LNRMS was introduced in which the node weights are computed by
combining the link bandwidth and node storage capability, and determining whether to
split the traffic by comparing normalized weight values with a threshold. In addition, a
cooperative storage strategy in a programmable data plane is presented using the relative
weights and ID suffix matching to approximate the traffic split ratio. Finally, the experi-
mental results show that our proposed schema is more efficient compared with end-to-end
transmission and ECMP in terms of transfer bandwidth and transfer time. In the future, we
will study the influence of fluctuation caused by dynamic updating due to load changes
in traffic splitting under different traffic characteristics, and consider recording historical
neighbor forwarding information in the versions.
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