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Abstract: Online roadshow is a relatively new concept that has higher flexibility and scalability
compared to the physical roadshow. This is because online roadshow is accessible through digital
devices anywhere and anytime. In a physical roadshow, organizations can measure the effectiveness
of the roadshow by interacting with the customers. However, organizations cannot monitor the
effectiveness of the online roadshow by using the same method. A good user experience is important
to increase the advertising effects on the online roadshow website. In web usage mining, clustering
can discover user access patterns from the weblog. By applying a clustering technique, the online
roadshow website can be further improved to provide a better user experience. This paper presents a
review of clustering techniques used in web usage mining, namely the partition-based, hierarchical,
density-based, and fuzzy clustering techniques. These clustering techniques are analyzed from three
perspectives: their similarity measures, the evaluation metrics used to determine the optimality of
the clusters, and the functional purpose of applying the techniques to improve the user experience
of the website. By applying clustering techniques in different stages of the user activities in the
online roadshow website, the advertising effectiveness of the website can be enhanced in terms of its
affordance, flow, and interactivity.

Keywords: clustering; online roadshow; user experience; similarity measure; evaluation metric

1. Introduction

The World Wide Web (WWW) is a significant service that plays key roles in many
real-world applications, such as education, entertainment, and social media. The Web has
grown immensely over the years as Internet users interact with different types of websites.
Online roadshow is a roadshow in the virtual environment that promotes products or
services on digital devices [1]. Similar to a physical roadshow, the online roadshow can
promote desired products in the form of online campaigns. The online roadshow website
comprises multiple online campaigns that are held by different advertisers. As this online
roadshow website is a fairly new web construct, many improvements are necessary to
provide a better user experience.

User experience (UX) is defined as the creation and synchronization of aspects that
affect users’ experience with a particular organization to shape their perceptions and
behaviour towards the organization [2]. The aspects mentioned include what users can
feel with their five senses and interact with it. User experience is designed to understand
the feelings and emotions that the customers experienced in using the service beyond the
concept of the user interface. Hence, user experience should be carefully developed to
ensure effective advertising in an online roadshow website with active user engagement.
There are three important good user experience constructs in advertising, namely the
product affordance, flow, and interactivity [3–5]. Affordance refers to the attributes of
the advertisement in terms of its ability to enable the customers to know, act, feel, and
accomplish something that leads to the preferable use of the advertised product or service.
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Flow is the immersive psychological state of the customers when he or she is experiencing
the advertisement. Interactivity comprises five elements, namely two-way communication,
responsiveness, control, playfulness, and personalization. These constructs are relevant
to the online roadshow website to provide a good user experience. To obtain insights on
useful activities of the users, web mining is performed on the weblog [6]. Web mining is
a process of using the data mining techniques to extract and discover useful information
from web documents [7]. If web mining is performed on the weblog of the online roadshow
website, developers can enhance user experience based on the mined information.

Web mining can be classified into three categories, namely Web Content Mining
(WCM), Web Structure Mining (WSM), and Web Usage Mining (WUM). Each of the web
mining categories focuses on different aspects of web documents. WCM aims to discover
useful information in the Web pages such as HTML code, images, and downloadable
files. WSM focuses on discovering the link structure of the hyperlinks in the Web pages to
identify the relationship between Web pages. WUM attempts to discover the user access
patterns while the users are navigating the website. The user’s access patterns that are
discovered from web usage data are useful in analyzing how the Web pages are accessed.
Web usage data usually comes from web server logs, browser logs, and proxy server logs.
Website administrators can leverage this knowledge to identify the weakness in the website
structure and make the necessary improvement.

WUM comprises three main phases of pre-processing, pattern discovery, and pattern
analysis [8], as shown in Figure 1. In the pre-processing phase, the weblog data is first
cleaned to remove the unnecessary contents such as the request of graphic files, scripts,
and error logs. After that, user identification and session identification are performed
to identify the unique users and to divide the navigation paths into individual sessions.
Pattern discovery is the phase to extract the user behavioural patterns using different
techniques such as statistical analysis, sequential patterns, clustering, etc. Pattern analysis
will finally be able to extract interesting rules and patterns from the pattern discovery phase.

Figure 1. Web usage mining process.

Although there are many methods to perform the pattern discovery, this paper focuses
on the clustering techniques of user access patterns to monitor the advertising effectiveness
of the online roadshow based on user experience. Clustering technique can group users
with similar preferences, habits, and behavioral patterns [9]. By leveraging the advantages
of the clustering technique to discover user activity in the Web pages, the advertising
effectiveness of the online roadshow can be achieved by investigating the three user
experience constructs suggested by Choi et al. [3]. Hence, this paper investigates the
existing clustering techniques used for different functional purposes of web usage mining,
aiming ultimately to enhance the user experience of the online roadshow website.

To carry out the review of the state-of-the-art clustering techniques in web usage
mining, the review works are collected from IEEE, Springer, ACM Digital Library, and
Science Direct. Google Scholar was also used to include articles published in other educa-
tional journals. The keywords include the name of the clustering technique and the term
of “web usage mining” is used to narrow down the scope of the studies to the clustering
techniques that have been applied in web usage mining. The referenced articles on the
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clustering techniques are published from 2010 to 2021, with the exception of an article on
fuzzy c-means that is published in 2003.

To the best of our knowledge, there are a few comprehensive reviews on the utilization
of different clustering techniques in web usage mining. The differences between our paper
and the others are highlighted:

• In [10–13], the clustering techniques are generally discussed without focusing on any
specific application, while our paper specifically discusses the clustering techniques
used in web usage mining. In [10], greater focuses are on time series clustering,
similarity measures, and evaluation metrics. In [11,13], both papers exclude the
review of fuzzy-based clustering techniques.

• Refs. [14,15] introduce and discuss the clustering techniques used in data mining for
big data, but do not review their similarity measures and evaluation metrics.

• Refs. [6,16] are dedicated to the review of clustering techniques in web usage mining.
However, these papers do not discuss the suitable clustering techniques for different
purposes of web usage mining.

To conclude, the clustering techniques are analyzed from three perspectives in this
work. First, our paper reviews the similarity measures that are used in different clustering
techniques. Second, we discuss the evaluation metrics of the clustering techniques that
are used in determining if the clusters are optimal. Lastly, the purpose of applying the
techniques to improve the user experience of the online roadshow website is proposed.

The rest of the paper is organized as follows. Section 2 presents the clustering tech-
niques that are used in web usage mining. Section 3 presents the discussion. Finally, the
paper is concluded with a discussion on the contribution of this work and future work in
Sections 4 and 5 respectively.

2. Clustering Techniques

Clustering is the identification of similar objects that can be placed into groups without
advanced knowledge about the groups themselves [11]. Unlike classification, clustering is
an unsupervised learning algorithm. Over the years, clustering techniques are applied in
different areas, such as image processing [17], document analysis [18], data mining, net-
working [19], intrusion detection [20], and so on. In this section, the existing works related
to the clustering techniques in web usage mining are discussed. Clustering techniques
can be categorized into four groups, namely partition-based, hierarchical, density-based,
and fuzzy. This section is organized as follows. For each type of clustering techniques,
the explanation and steps of the techniques are discussed. After that, the variations of the
existing works are presented.

2.1. Partition-Based Clustering

The partition-based clustering uses an iterative method, based on a selected distance
measure to update the clusters, until an optimal partition is obtained [21]. In this technique,
the number of the resulting clusters is pre-defined by the user. There are two notable
partition-based clustering techniques that are used in web usage mining, namely the
k-means and k-medoids.

K-means clustering is a case where the cluster is represented by its centroid. The
centroids that are selected do not have to be a member of the cluster. The basic steps are
illustrated in Figure 2.

Step 1. Randomly select centroids for each cluster.
Step 2. Calculate the distance of all data points to the centroids and assign them to the

closest cluster.
Step 3. Get the new centroids of each cluster by taking the mean of all data points in

the cluster.
Step 4. Repeat steps 2 and 3 until all the points converged and the centroids stop moving.



Future Internet 2021, 13, 233 4 of 21

Figure 2. Basic steps of k-means clustering.

K-means clustering is one of the easiest techniques to implement, as it is easy to
interpret and understand. In [22–26], the conventional k-means clustering technique is
applied for web usage mining. As k-means clustering has its drawbacks, such as the need to
predetermine the number of clusters and its high sensitivity to outliers, many researchers
work on improving this technique. There is a slight difference between the conventional
k-means clustering technique with [27,28]. In the modified k-means clustering technique [27],
the old cluster centroid value is updated by delta, where delta is the average distance value
of each cluster. When the modified technique is tested with the conventional k-means on a
simple dataset, the results revealed that the modified k-means clustering works better than
the basic technique in terms of reducing the number of iterations taken to converge and the
quality of the clusters formed. Instead of randomly choosing the initial centroid value, the
centroid values are calculated with an additional step to divide between the minimal and
the maximal intra-cluster distance in [28]. In another study, Alguliyev et al. [29] performed
particle swarm optimization (PSO) to the data after applying k-means clustering. The PSO
will group the data objects based on the minimum distance criterion and evaluate the
fitness function. The combination of PSO and k-means clustering shows a more promising
performance than the conventional k-means clustering.

K-medoids clustering works in a similar way to k-means clustering. However, unlike
k-means clustering, the medoid (centre value) in k-medoids clustering must be a member of
the cluster, where its dissimilarities with all other points in the cluster are at the minimum.
The basic steps of k-medoids clustering are illustrated in Figure 3.

Step 1. Randomly select k random points out of the data points as medoids.
Step 2. Calculate the distance of all data points to the medoids and assign them to the

closest cluster.
Step 3. Randomly select one non-medoid point and recalculate the cost.
Step 4. Swap the medoid with the non-medoid point as the new medoid point if the swap

reduces the cost.
Step 5. Repeat steps 2 to 4 until all the points converge and the medoid point stop moving.

As k-means clustering is more sensitive to outliers, k-medoids clustering is claimed to be
more robust than k-means because medoids are less influenced by outlier [30]. In [30–32],
the authors performed the traditional k-medoids clustering technique on the dataset. Ji
et al. [33] improved the clustering quality of k-medoids by not selecting the initial medoids
at random. Instead, k data points that differ greatly from each other are added into the
existing data and are used as the initial medoids, where k is the number of clusters. In [34],
Shinde et al. also modified the calculation of the centroid by introducing the alpha and beta
values as the thresholds for choosing the initial medoids and determining if a particular
data point is an outlier. As result, the improved k-medoids clustering can be executed in a
shorter time since the algorithm does not randomly choose the medoid.

To summarize from the evaluation of k-means and k-medoids clustering, partition-based
clustering techniques are used because of their ease of interpretation and relatively fast
computational speed. However, its major drawback is that the quality of the clusters highly
depends on the selection of the initial centroid or medoid. To enhance the techniques so



Future Internet 2021, 13, 233 5 of 21

that they can converge faster and produce better clusters, many researchers come up with
ways to modify the method of selecting a more suitable initial centroid or medoid.

Figure 3. Basic steps of k-medoids clustering.

2.2. Hierarchical Clustering

The hierarchical clustering technique can be further categorized into agglomerative
(bottom-up) and divisive (top-down) approaches. The hierarchical clustering works by
grouping objects in a hierarchical manner, which is a tree of cluster [35]. The result of
the agglomerative hierarchical clustering can be visualised using a dendrogram to show
how the clusters are formed. The resulting clusters are then determined by slicing the
dendrogram with a horizontal line. Although partition-based clustering techniques are
simple to implement, the number of clusters has to be predetermined beforehand. Thus,
many researchers need to experiment with different k values to get the optimal clusters. On
the contrary, the number of clusters does not need to be predetermined in agglomerative
hierarchical technique. However, the divisive hierarchical clustering requires the number
of clusters to be predetermined. Both types of hierarchical clustering techniques have its
own disadvantages. The clusters cannot be undone once it is merged or split. Therefore,
many researchers designed the improved version of hierarchical clustering techniques to
overcome the limitation of the original technique.

For the agglomerative approach, CURE and CHAMELEON techniques are discussed.
In agglomerative hierarchical clustering techniques, each observation starts in its own
cluster, and pairs of clusters are merged as it moves up the hierarchy. CURE is an agglom-
erative hierarchical clustering technique that adopts a middle ground between the centroid
and the all-point extremes. The basic steps are illustrated in Figure 4.

Step 1. Draw a random sample and partition it.
Step 2. Partially cluster the partitions.
Step 3. Eliminate the outliers.
Step 4. Cluster the partial clusters, shrinking representative towards the centroid.
Step 5. Label the data.

Figure 4. Basic steps of CURE.
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In [36], the authors compared the traditional and optimized version of the CURE
technique to perform clustering in their weblog data. The CURE technique is optimized
by introducing two components. The two components are the initialization of the initial
clusters and the use of k-dimensional (k-d) tree and heap tree data structures. When
the cluster quality of both traditional CURE and optimized CURE are measured, the
optimized algorithm shows a more promising result [37]. As CURE chooses random points
as representative points from each cluster, this gives a problem when the datasets do not
have a centroid tendency. To overcome this problem, Kumble et al. proposed using shared
nearest neighbours (SNN) of the data points to form clusters. The authors aim to apply
this improved CURE technique in data mining to uncover beneficial information from a
big amount of data. Nevertheless, the improved CURE clustering technique from Kumble
et al. is yet to be applied in web usage mining.

CHAMELEON is an agglomerative hierarchical clustering technique that uses dy-
namic modelling. CHAMELEON measures the similarity of two clusters based on a
dynamic model. It has two major phases: (1) partitioning and (2) merging. The basic steps
are illustrated in Figure 5.

Step 1. Construct a k-NN graph.
Step 2. Partition the graph to produce equal-sized partitions and minimize the number

of edges cut using a partitioning algorithm.
Step 3. Merge the partitioned clusters whose relative interconnectivity and relative close-

ness are above some user-specified thresholds.

Figure 5. Basic steps of CHAMELEON.

The key steps are partitioning and merging. The partitioning process has three stages,
namely the coarsening phase, initial partitioning phase, and the uncoarsening phase. In
the coarsening phase, the size of the hypergraph is decreased by reducing the number
of vertices. In the initial partitioning phase, the hypergraph of a smaller size after the
coarsening phase is partitioned. In the uncoarsening phase, the partitioned hypergraph is
projected to the finer next level hypergraph by using a partitioning refinement algorithm
to optimize the objective function without violating the partitioning balancing constraints.
The difference between hMETIS and khMETIS lies in the refinement algorithm, where
hMETIS uses the FM algorithm while khMETIS uses the greedy refinement algorithm [38].

Pransanth et al. [39] proposed a system that can discover the user’s frequent search
pattern by clustering the weblog and performing semantic analysis. In addition, ref. [40] is a
continuation of [39] by adding the recommendation rules into the CHAMELEON clustering.
These recommendation rules help to retrieve the best access pages from the user’s frequent
pattern access history. When the performances of the proposed algorithms of [39,40] are
compared, the CHAMELEON clustering with semantic analysis and recommendation rules
approach has better results. This might be a better approach for a recommender system
in suggesting web pages to users as it considers two factors: the semantics of information
and the recommendation rules.

For the divisive approach in hierarchical clustering, bisecting k-means is discussed.
Bisecting k-means is a combination of k-means clustering and hierarchical clustering. Bisecting
k-means attempts to overcome the limitation of k-means in identifying non-spherical shaped
clusters. The basic steps are illustrated in Figure 6.
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Step 1. Determine the number of clusters, k.
Step 2. Pick a cluster to split.
Step 3. Find two sub-clusters using k-means clustering (bisecting step).
Step 4. Repeat step 3 to take the split with the least total sum of squared error (SSE) until

the list of clusters is k.

Figure 6. Basic steps of bisecting k-means.

To the best of our knowledge, the authors commonly applied the traditional bisecting
k-means in their weblog data. Abirami et al. [41] compared the performances of both k-means
and bisecting k-means in web usage mining by using the five weblog data. It is found that
bisecting k-means does not produce empty clusters like k-means and produces more balanced
number of data points in each cluster [41,42].

2.3. Density-Based Clustering

Both hierarchical clustering and partition-based clustering are sensitive to outliers.
On the other hand, density-based clustering is more robust towards outlier. Density-based
clustering has two notions in mind, which are “clusters” and “noise” [43]. As clusters
are normally a dense region of points, this technique targets the dense regions to perform
clustering. The technique will treat the less dense regions as “noise”. However, density-
based clustering has difficulty identifying the clusters if the density varies. The quality
of the clusters in density-based clustering is also highly dependent on the clustering
parameters, minPts and eps. If the minPts value is too low, the clusters will contain more
outliers. On the other hand, if the eps value is too low, valid clusters will be split into
smaller and smaller clusters. In this paper, DBSCAN is discussed, as it is widely used in
web usage mining.

DBSCAN discovers clusters and noise in a spatial database. It uses two parameters:
(1) minPts, which is the minimum number of points clustered together for a region to
be dense, and (2) eps, which is the distance measure that will locate the points in the
neighbourhood of any point. The basic steps are illustrated in Figure 7.

Figure 7. Basic steps of DBSCAN.
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Step 1. Determine the value of minPts and eps.
Step 2. Randomly select a starting data point. If there are at least minPts within a radius

of eps to the starting data point, then the points are part of the same cluster.
Otherwise the point is considered a noise.

Step 3. Repeat step 2 until all the points are visited.

In [44,45], the conventional DBSCAN is used to perform clustering in web usage min-
ing. The drawback of DBSCAN is its reduced performance for clusters with a big difference
in densities. Thus, adaptive DBSCAN modifies the traditional DBSCAN algorithm [46].
Instead of having fixed values for minPts and eps, both of the values will be updated based
on the data points. Huang et al. [47] compared the performance of the traditional and
adaptive DBSCAN in web usage mining. As result, the adaptive DBSCAN is seen to have
a higher accuracy and recall score. Ping et al. [48] combined both k-means clustering and
DBSCAN to overcome the weaknesses in both algorithms. The k-means component that is
incorporated in the DBSCAN is the search for a more optimal central point. On the other
hand, Udantha et al. [49] combined both the Expectation Maximization (EM) algorithm
and DBSCAN. The EM algorithm is first performed in the weblog data to get the number
of clusters. After that, the output of the EM algorithm is inserted into a Gaussian function
to calculate the minimum and the maximum number of web sessions in a cluster before
performing the DBSCAN. The performance of this hybrid algorithm is significantly better
than the standalone EM, DBSCAN, and k-means.

2.4. Fuzzy Clustering

Partition-based clustering, hierarchical clustering, and density-based clustering have
one similarity, which is ensuring one data point belongs to only one cluster. These algo-
rithms cannot handle overlapping clusters. Fuzzy clustering overcomes this problem by
allowing each data point to belong to more than one cluster. Similar to partition-based
clustering, the performance of fuzzy clustering is also sensitive to the centroids initial-
ization. Fuzzy c-means (FCM) clustering is discussed here as it is widely applied in web
usage mining.

FCM works by assigning each data point corresponding to each cluster centroid ac-
cording to the distance between them. The shorter distance between the cluster centroid
and data point will create a higher membership value of the data point to the centroid.
The membership value refers to the degree of which the data point belongs to the cluster,
ranging from 0 to 1. In the traditional fuzzy clustering, the centroid of a cluster is deter-
mined from the average of all the points weighted by their membership value. In FCM, the
parameter, m determines the degree of fuzziness. The m value should be larger than 1. If
m = 1, the resulting cluster is crisp, in which each data point belongs to only one cluster.
With larger values of m, the data point tends to belong to many clusters. Thus, a suitable
m value should be selected to get optimal clusters [50,51]. The basic steps are illustrated in
Figure 8.

Figure 8. Basic steps of FCM.

Step 1. Determine the number of clusters, c.
Step 2. Randomly initialize the membership value of the clusters.
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Step 3. Calculate the value of centroid and update the membership value.
Step 4. Repeat step 3 until the objective function is less than a threshold value.

In [52–55], the traditional FCM is used to perform clustering in web usage mining.
Over the years, the researchers improved fuzzy clustering through the initialization method
and membership value assignment. The existing research attempted to improve the
centroid initialization by using information entropy and genetic algorithm [56,57]. To
improve the membership value assignment, researchers also introduced an iterative version
and penalty factor [58,59]. Besides that, FCM can also be used to improve other algorithms,
such as the Kohonen clustering [60] and PageRank algorithm [61]. To improve the existing
PageRank algorithm, both FCM and information entropy are used to calculate the weight
of the pages. The improved PageRank algorithm overcomes some of the weaknesses
in the traditional algorithm, such as an excessive focus on historic pages, topic drifting,
and indifferent link weights. Pan et al. [60] improved the existing Kohonen clustering
by integrating a modified learning rate to speed up the convergence. Not only that, the
improved Kohonen clustering incorporates the merits of fuzzy theory and neural network
to provide a way to handle an extensive amount of weblogs with high complexity and
uncertainty, resulting in high-quality clusters.

3. Discussion

Among the existing works, three perspectives are considered when choosing the
clustering techniques, namely the similarity measures, the evaluation metrics, and the
functional purposes of clustering. Table 1 summarizes the usage of different clustering
techniques in web usage mining based on their similarity measures, evaluation metrics, and
functional purposes. The * symbol represents the improved version of either the similarity
measures, evaluation metrics, or clustering purposes.

Table 1. The usage of clustering techniques in web usage mining.

Clustering Technique Similarity Measure Evaluation Metric Functional Purpose

k-means Cosine similarity [25],
Euclidean distance [23,24,26].

Residual SSE [25], Accuracy
[22,23], Percentage error [24],

Precision [22,26],
Recall [22],

F-measure [22].

User group discovery [25],
Page categorization [23],

Web queries categorization [24],
Page recommendation [26],
Web personalization [22].

Improved k-means

Cosine similarity [28],
Euclidean distance [29],
Variable Length Vector

Distance * [27].

Jaccard index [27],
Purity [29],

Entropy [29],
Dunn index [29],

Silhouette index [29].

User group categorization [28],
User group discovery [27],
Anomaly detection [29].

k-medoids
Euclidean distance [31,32],

Cosine similarity [30],
Hamming distance [30].

DB index [31,62],
C index [31], SSE [31],

Percentage of
recommendation quality [30].

User group discovery [31,62],
Page recommendation [30],
Web personalization [32].

Improved k-medoids Euclidean distance [33,34]. Accuracy [33,34],
Recall [33].

Page categorization [33],
Page recommendation [34].

CURE

Euclidean distance [63],
Jaccard similarity [63],

Projected Euclidean distance [63],
Cosine similarity [63],
Fuzzy similarity [63].

Inter-cluster distance [63],
Intra-cluster distance [63]. Web personalization [63].

Improved CURE Manhattan distance [36],
Euclidean distance [37].

Precision [36], Recall [36],
Accuracy [36]. User group discovery [36].

CHAMELEON - MAE [64]. User group discovery [65],
Page recommendation [64].
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Table 1. Cont.

Clustering Technique Similarity Measure Evaluation Metric Functional Purpose

Improved
CHAMELEON -

Precision [39,40],
Recall [39,40],

F-measure [40],
R-measure [40].

Page categorization [39],
Web personalization [40].

Bisecting k-means Cosine similarity [66]. Accuracy [41,42],
Classified AP (CAP) * [66].

User group discovery [41],
Web queries categorization [66],

Intrusion detection [42].

DBSCAN Euclidean distance [45] DB index [45], C index [31]. User group discovery [44,45].

Improved DBSCAN SSM * [67].

V-measure [49],
Intra-cluster distance [49],

Accuracy [47,48],
Recall [47], F-measure [47],
intra-cluster distance [67].

User group discovery [49,67],
Page categorization [48],

Web personalization [47].

FCM Euclidean distance [52,53,61,68],
Manhattan distance [53].

Error rate [68,69],
Accuracy [54,61,68,70],

SSE [55], MAE [70],
Inter-cluster distance [53],
Intra-cluster distance [53],

Recall [68],
F-measure [68], Snew * [60].

User group categorization [52],
Page recommendation [53,70],

Web personalization [68],
User group discovery [54,55,69],

Improvement of PageRank
algorithm * [61],

Improvement of Kohonen
clustering * [60].

Improved FCM Euclidean distance [57],
Cosine similarity [58].

Rand index [59], SSE [59],
Error rate [57],
Precision [58],

Recall [58],
F-measure [58],
Accuracy [58].

User group discovery [56,57,59],
Web queries categorization [58].

3.1. Similarity Measure

Similarity measure refers to a function that measures the similarity between two data
points. A similarity measure is used to cluster similar data points into the same clusters,
while dissimilar data points are placed into different clusters. Choosing a suitable and
accurate similarity measure is subjective in clustering. There are many similarity measures
that are used by different researchers. The usage frequency of similarity measure among
the four categories of clustering techniques is displayed in Table 2.

Euclidean distance is shown with a frequency of 16, as the most commonly applied
similarity measure in web usage mining. Euclidean distance is used widely because it is
calculated based on the Cartesian coordinates and well understood by many. However,
Euclidean distance has the drawback of significantly amplifying the effect of outliers by
squaring the distances. The second most commonly used similarity measure is cosine
similarity. Selvakumar et al. [28] claimed that the cosine similarity is more suitable than
the Euclidean distance because the Euclidean distance might intercept the magnitude of data
points to be equal distance for all the dimensions. On contrary, cosine similarity works
better in high-dimensional data [66]. When the data points of the weblog are plotted on a
multi-dimensional space, the cosine similarity can capture the angle of the data points rather
than their magnitude.

Some other similarity measures that are not frequently used in web usage mining
are Manhattan distance, Hamming distance, Jaccard similarity, and fuzzy similarity. Instead of
squaring the distances as in Euclidean distance, Manhattan distance is the sum of absolute
differences between the data points across all dimensions. It is not frequently used as
it is sensitive to outliers. Hamming distance is commonly used as the similarity measure
only when it needs to be applied in information theory to detect and correct errors in



Future Internet 2021, 13, 233 11 of 21

bits. Patel et al. [30] compared the usage of Cosine similarity and Hamming similarity as
the distance measure in k-medoids clustering. Since there are only two clusters (binary),
Hamming similarity shows a better performance as compared to Cosine similarity. Jaccard
similarity is commonly used to evaluate the performance of the clustering process, rather
than the similarity measure.

Table 2. Frequency heat map of similarity measure with respect to the clustering algorithms.

Similarity Measure
Partition-Based Hierarchical Density-Based Fuzzy

k-Means k-Medoids CURE Bisecting k-Means DBSCAN FCM
Cosine similarity 2 1 1 1 0 1

Euclidean distance 4 4 2 0 1 5
Fuzzy similarity 0 0 1 0 0 0

Hamming distance 0 1 0 0 0 0
Jaccard similarity 0 0 1 0 0 0

Manhattan distance 0 0 1 0 0 1
(New) SSM 0 0 0 0 1 0

(New) VLVD 1 0 0 0 0 0

Some researchers attempted to improve upon the similarity measures so that the
clustering quality can be improved. Poornalatha et al. [27] introduced a new distance
measure called the Variable Length Vector Distance (VLVD) that can calculate the distance
between two web session vectors of different lengths. VLVD is proposed as most of the
papers represent each web session as a binary vector of a certain length, and do not consider
vectors of longer lengths. In [67], Santhisree et al. introduced Sequence Similarity Measure
(SSM) that focuses on measuring the similarities between the sequentially ordered web
sessions. SSM is proposed as Jaccard similarity, Euclidean distance, and fuzzy similarity do not
capture the sequential nature of the web sessions.

3.2. Evaluation Metrics

Cluster validity is the evaluation of clustering quality. A cluster of good quality
minimizes the distance within clusters (intra-cluster distance) and maximizes the distance
between clusters (inter-cluster distance). The definition of clusters highly depends on
the user and the domain where clustering is applied [10]. The two major categories of
evaluation metrics in clustering are internal criteria and external criteria [71]. They are
evaluated based on the presence of data labels. Table 3 shows the equations of each
evaluation metrics. Although the equations for accuracy and rand index look the same, they
treat the class label differently. Accuracy compares the true labels (ground truth) with the
predicted labels. As there are no true labels in clustering, the rand index will effectively
check the similarity between the two data points.

Internal criteria measure the validity of the clusters by applying similarity measure
techniques. Internal criteria evaluate the clustering result by using only feature and
information inherent in a dataset [71]. The metrics are usually used if the ground truth is
unknown. It can only make an assumption about the cluster quality. Table 4 shows the
evaluation metric with its associated range and clustering quality. Note that the increase or
decrease of the value in different evaluation metric indicates a better performance quality
of the clustering technique.
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Table 3. Evaluation metrics and equations.

Evaluation Metrics Equations

DB index [72]

DB = 1
nc

nc

∑
i=1

max
[

diam(ci)+diam(cj)
d(ci ,cj)

]
where nc is the number of clusters, i and j are cluster labels, diam(ci)
and diam(cj) are diameters of clusters, d(ci, cj) is the average distance

between the clusters.

C index [73]

C = S−Smin
Smax−Smin

where S is the sum of distances over all pairs of objects from the same
cluster, Smin is the sum of the of the m smallest distances out of all pairs
of objects, and Smax is the sum of the m largest distances out of all pairs

of objects (let m be the number of pairs of objects).

SSE [74]
Jm =

n
∑

i=1

c
∑

j=1
‖ xi − µj ‖2

where n is the number of clusters, c is the number of points, xi is the
data point, and µj is the centroid cluster.

V measure [75]
Vβ = (1+β)hc

βh+c
where h is the homogeneity, c is the completeness and β is a weight

factor that can be adjusted.

Dunn index [76]

DI = mini=1,...,n

{
minj=i+1,...,n

{
diss(ci ,cj)

maxm=1,...ndiam(cm)

}}
where i and j are the cluster labels, k is the number of clusters,

diss
(

ci, cj

)
is the dissimilarity value of cluster ci and cj, and diam(cm)

is the diameter/intra-cluster distance of the cluster.

Silhouette index [77]

SI = 1
n

n
∑

i=1

(bi−ai)
max(ai ,bi)

where n is the total number of points, ai is the average distance between
point i and all the other points in its own cluster, and bi is the average

distance between point i and all the other points in other clusters.

MAE/Error rate [68]
MAE = ∑n

i=1|pi−qi |
n

where n is the total number of points, pi is the actual cluster label and
qi is the predicted cluster label.

Accuracy [78]
Accuracy = TP+TN

TP+TN+FP+FN
where TP is true positive, TN is true negative, FP is false positive, and

FN is false negative.

Rand index [74]
RI = TP+TN

TP+TN+FP+FN
where TP is true positive, TN is true negative, FP is false positive, and

FN is false negative.

Jaccard index [78] J I = TP
TP+FP+FN

where TP is true positive, FP is false positive, and FN is false negative.

Recall [74] Recall = TP
TP+FN

where TP is true positive, and FN is false negative.

Precision [74] Precision = TP
TP+FP

where TP is true positive, and FP is false positive.

F-measure [78]
Fmeasure = (β2+1)×P×R

β2×P+R

where β2 is a weight factor that can be adjusted, P is the precision
value, and R is the recall value.
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Table 3. Cont.

Evaluation Metrics Equations

Purity [78] Purity = 1
N

k
∑

i=1
|Ci| 1

|Ci |Nij

where N is the number of points, j is the cluster label, Ci is a cluster.

Entropy [78]
Entropy = −

c
∑

i=1
Pij log Pij

where c is the number of clusters, Pij is the probability of a point in the
cluster i is being classified as class j.

R-measure [40] R =
Coverage(R)

|R|
where R is the points in the clusters.

Table 4. Evaluation metrics for internal criteria.

Evaluation Metrics Number of Applications Range Clustering Quality

Intra-cluster distance 4 0 to +∞ Distance ↓

SSE 4 0 to +∞ SSE ↓

DB index 3 −∞ to +∞ Index ↓

C index 2 0 to 1 Index ↓

Inter-cluster distance 2 0 to +∞ Distance ↑

Dunn index 1 0 to +∞ Index ↑

Silhouette index 1 −1 to +1 Index ↑

(New) Snew 1 0 to +∞ Index ↓

Based on Table 4, the commonly used internal criteria are inter-cluster distance, intra-
cluster distance, DB index, C index, and Sum of Square Error (SSE). The inter-cluster distance and
intra-cluster distance are usually calculated after the final clustering iteration to determine
the cluster validity. If the inter-cluster distance is low and the intra-cluster distance is high, this
shows that the clusters are formed well. Santhisree et al. [63,67] evaluated the performance
of the clusters by calculating the mean and standard deviation of the intra-cluster distance
and inter-cluster distance of each distance measure. For DB index and C index, a smaller value
signifies better clustering quality. DB index and C index attempt to minimize the average
of intra-cluster distance. SSE is not just a metric, but also an objective function that should
be optimized when clustering is performed. SSE is the sum of the squared differences
between each observation and its mean. As the SSE value decreases, the cluster validity
is higher.

The least commonly used evaluation metrics are Silhouette index and Dunn index. The
Dunn index should be maximized to identify clusters that are well separated and compact.
Silhouette index computes a width for each point, depending on its membership in any
cluster. Similar to the Dunn index, a higher Silhouette index indicates an optimal quality
of cluster. Pan et al. [60] proposed a new cluster validity index called Snew. This new
index is defined based on two essential measures, namely intra-cluster property and inter-
cluster distance. The minimum value of Snew shows an optimal clustering quality, as it has
achieved a small intra-cluster distance and a big inter-cluster distance. This new cluster
validity index is introduced since the existing metrics, such as DB index and Silhouette index,
lack the considerations of data size and distribution.

Table 5 shows the evaluation metrics for external criteria. Note that the increase or
decrease of the value in different evaluation metric indicates a better performance quality
of the clustering technique. The clustering quality displays the performance value of the
metrics within the range from 0 to 1 to achieve a good clustering quality. External criteria
measure the quality of the clusters based on the ground truth in three ways. The first type
is to perform clustering on the weblog and calculate the clustering quality with the actual
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class label by using any of the evaluation metrics [22,29,30,34,36,39–42,48,58,61,64,71]. In
the second type, the dataset is first split into training and testing datasets. Clustering will be
performed on the training dataset. The testing dataset is used to evaluate the performance
of the clustering process [24,33]. For the third type, clustering is first performed. After that,
the result of clustering is trained using a neural network to validate the clusters [7,23,68,69].

Table 5. Evaluation metrics for external criteria.

Evaluation Metrics Number of Applications Clustering Quality

Accuracy 15 Accuracy ↑
Recall 9 Recall ↑

Precision 8 Precision ↑
Error rate/MAE 6 Error rate/MAE ↓

F-measure 5 F-measure ↑
Entropy 1 Entropy ↓

Jaccard index 1 Index ↑
Purity 1 Purity ↑

R-measure 1 R-measure ↑
Rand index 1 Rand index ↑
V-measure 1 V-measure ↑

3.3. Functional Purpose

Before performing clustering on the weblog data, it is important to determine the
functional purpose of clustering so that it can improve user experience on the website.
From Table 1, the different functional purposes of clustering in web usage mining are
listed. The most frequent purposes of clustering are web queries categorization, page
recommendation, user group discovery, web personalization, user group categorization,
and page categorization. These functional purposes are discussed thoroughly in how they
can be applied in the case study of the online roadshow. As the web construct of an online
roadshow is relatively new, clustering can help to aid the development of a more effective
online roadshow website.

The contribution of the clustering purposes towards user experience is presented
in Table 6. The general functionalities of page recommendation, web personalization
and web queries categorization are similar, but they differ in some specific aspects. Page
recommendation suggests the content based on similar user group behaviours, while the
web personalization is more individualized. Web personalization suggests the content to
the user according to the individual preferences.

However, some pre-requisite steps shown in Figure 9 are necessary to achieve three
aforementioned functional purposes. Page categorization is a pre-requisite step before
performing either page recommendation or web personalization. In page categorization,
the web pages are only clustered based on a common theme or topic. After that, page
recommendation is performed to suggest the web pages to the users based on topics.

User group categorization and user group discovery also have their differences. User
group discovery is necessary only when the user groups are not known to the organizations.
Otherwise, user group categorization can be directly performed.
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Table 6. Functional purpose and ways to improve user experience.

Functional Purpose Ways to Improve User Experience Clustering Techniques

User group discovery

Discovering the type of users on the website helps to
segment the users based on different behavioral

patterns. When the user groups of the website are
known, developers can improve the website so that it

can be catered to different user groups.

DBSCAN [44,45,49,67], FCM [54–57,59,69],
k-medoids [31,62], CHAMELEON [65], bisecting

k-means [41], CURE [36], k-means [25,27]

User group categorization

Categorizing of users into groups of similar interests
helps the developers to improve the recommendation
system in the website so that it can suggest web pages

to users to sustain their interest.

FCM [52], k-means [28]

Page categorization

Clustering of the web pages groups the web pages into
similar content types or themes. Developers can

improve the design of the website so that the users can
access the pages conveniently based on its content type.

DBSCAN [48], k-medoids [33],
CHAMELEON [39], k-means [23]

Web queries categorization

Classifying a web search query to one or more
categories based on the topics enables users to easily

find their interested topic. Users will feel more
comfortable and in control when navigating

the website.

k-means [24], bisecting k-means [66], FCM [58]

Page recommendation
Providing suggestions of web pages based on similar

user group behavior helps to reduce the time spent for
the users to search for web pages.

k-means [26], k-medoids [30,34],
CHAMELEON [64], FCM [53,70]

Web personalization

Customization of the web pages is based on the user’s
past browsing activities on the website. A personalized

user interface elements based on their preferences
allow the users to interact in a familiar environment.

CURE [63], DBSCAN [47], k-medoids [32],
FCM [68], CHAMELEON [40], k-means [22]

Figure 9. Relationship between the functional purposes.

Table 7 presents the usage of the partition-based, hierarchical, density-based, and
fuzzy-based clustering algorithms for different functional purposes in web usage mining. If
the colour of the box is darker, it indicates a higher number of articles from Table 1 applied
the clustering technique for that functional purpose.

Table 7. Frequency heatmap of clustering purpose with respect to the clustering techniques.

Purpose Partition-Based Hierarchical Density-Based Fuzzy

k-Means k-Medoids CURE CHAMELEON Bisecting k-Means DBSCAN FCM
User group discovery 2 2 1 1 1 4 6

User group categorization 1 0 0 0 0 0 1
Page categorization 1 1 0 1 0 1 0

Web queries categorization 1 0 0 0 1 0 1
Page recommendation 1 2 0 1 0 0 2
Web personalization 1 1 1 1 0 2 1

There are some difficulties that need to be considered by researchers when applying
the clustering techniques in web usage mining. Many researchers often compared the
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performance of the other clustering techniques with k-means clustering. When identifying
unknown user groups, k-means clustering tends to produce empty clusters [31,41,42,55].
This is because of the random initialization of centroids, which causes some centroids to be
too close to each other. Compared to k-means clustering, k-medoids, fuzzy c-means clustering
produce clusters that are more uniform and balanced. In terms of time complexity, k-means
executes faster than fuzzy c-means although the clustering quality of fuzzy c-means is higher.
Fuzzy c-means takes a longer time to run because it requires more computational time to
perform the fuzzy measures. Meanwhile, both bisecting k-means and k-medoids execute faster
than k-means as they reduce the clustering computation for data point in each iteration.
In [64], CHAMELEON clustering showed a slower execution time than k-means, which
might cause a delay in a real-time solution. In [49], the authors attempted to investigate
the possibility if the clusters generated by k-means and DBSCAN can be used to evaluate
the changing relationship between user behaviour and the navigation structure of website.
Among the two techniques, DBSCAN is able to identify the changes of the navigation
structure of website, whereas k-means failed to detect the changes. Therefore, each clustering
technique has its own drawback when applying to different functional purposes.

There are two aspects that should be noted when selecting a suitable clustering tech-
nique for the functional purpose, namely the processing time and number of clustering
groups. The clustering technique is required to provide a shorter processing time when
executing web queries categorization, page recommendation, and web personalization.
This is because the website has to provide immediate feedback based on the user’s naviga-
tion behaviour. Since k-means, k-medoids, and FCM converge faster with shorter processing
time, it is widely used for all the functional purposes stated in Table 7. The time complexity
for hierarchical clustering and density-based clustering is higher. Therefore, they are not
very suitable for functional purposes that require immediate feedback. Instead, they can
be applied for user group discovery, user group categorization, and page categorization
since the execution time requirement for these processes is less stringent. The second
aspect is the knowledge of the number of user groups. The number of clusters needs to be
predetermined before using k-means, k-medoids, bisecting k-means, and FCM. If the types of
the user groups are not known, CHAMELEON, CURE, or DBSCAN can be used to perform
clustering for user group discovery. However, the researcher has to perform several trial
experiments on the weblog to find out a suitable number of clusters.

3.4. Case Study: Online Roadshow

After understanding the aspects for choosing the suitable clustering technique for
different purposes, it is possible to apply all the functional purposes of Table 6 to an online
roadshow website to improve user experience in terms of affordance, flow, and interactivity.
Three pre-requisite steps should be performed before web queries categorization, page
recommendation, and web personalization, as illustrated in Figure 9. The three pre-
requisite steps are user group discovery, user group categorization, and page categorization.

Since the online roadshow website is a platform that hosts different types of campaign
events, the types of user groups are not identifiable in advance. Therefore, clustering
is firstly used to discover the user groups of the customers that take part in the online
roadshow website. This is to enable the organizations or website administrators to discover
various types of user behaviours. The users can be categorized into four groups, namely
the opportunists (users who just visit the website to participate in a targeted campaign and
leave), the contributors (users who constantly write their reviews and answer questions
honestly if there is a survey), the explorers (users who spend time to browse a large amount
of campaigns) and the followers (users who keep up with a certain category of campaign).
These four groups are proposed by Xu et al. [79] for identifying the user groups in an online
shopping platform. Organizations that advertise their campaigns on the online roadshow
website can identify these customers to improve the user experience of their campaigns to
cater for different user groups. After the user groups are identified, this step can lead to
page recommendation where the users will be suggested with relevant campaigns.
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After the user groups are determined, clustering can then perform user group cate-
gorization. The online roadshow website can provide additional information for the user
groups that require more assistance to sustain their interest and to accommodate their pref-
erences. If the users are grouped into clusters based on their interest, page recommendation
can be provided to stimulate more consumption.

For page categorization, clustering can group similar campaigns in the online road-
show website. The campaigns can be grouped based on their types, such as health-based,
brand awareness, brand promotion, and so on. After grouping them into campaign types,
it can also be used in web queries categorization so that the user can search for the related
campaigns easily. Page categorization can also be used for page recommendation if the
online roadshow website is recommending campaigns based on types.

The three pre-requisite steps are insufficient to improve user experience as it is more
of a discovery phase. The subsequent steps are the crucial processes to improve the user
experience of the online roadshow website in terms of affordance, flow, and interactivity.
Developers can improve the design of the website so that it can enable the users to accom-
plish a task conveniently to achieve affordance. In terms of flow, developers can design the
website to be more enjoyable and easy to use for the users. In terms of interactivity, the
website can display the campaigns that are tailored to suit the needs of the known clusters.

Clustering can be used for web queries categorization on various types of campaigns
and advertisements. When there are many campaigns on the online roadshow website, it is
difficult for the users to access a particular campaign that they are interested in. To support
affordance, the search and filter function can help users to save time and conveniently
access the relevant campaigns instead of scrolling through a list of uninteresting campaigns.
The search and filter function can help users to search for campaigns based on their
preferred campaign types, narrowing down to a more specific campaign list that meets the
user’s preferences. In terms of flow and interactivity, users will be more comfortable and
in control when navigating the website to easily get relevant campaigns with this feature.
This will motivate them to continue to take part in more campaigns. Clustering of web
queries will make the website more approachable.

For page recommendation, clustering can group the preferences of the users that
take part in the campaign. After getting the user groups, users that belong to the specific
user group are considered having a common interest. The user of a particular group has
a higher chance of being interested to join a campaign that is suggested by the online
roadshow website if the campaign is also taken part by another user in the same cluster.
For instance, if user A in the user group takes part in a campaign, user B who is in the same
user group as user A would be interested in participating in the same campaign as well.
This recommendation can come in the form of an email notification. In terms of flow and
interactivity, users will feel more enjoyable when navigating the online roadshow website
as they can keep on receiving suggestions of campaigns based on like-minded user groups
that will intrigue them as well. In terms of affordance, users will reduce their time spent to
choose a campaign by having the website recommending the relevant ones to them. This
will increase user engagement in the online roadshow website.

Instead of recommending the campaigns that interest a particular user group, web
personalization can provide a more individualized web experience to the users based on
their past web interactions. The navigation behaviours of the user can be extracted from
the weblog, particularly the campaigns that are participated by the user. Clustering can
be used to send a newsletter or notification to the user to suggest the list of campaigns
that they might be interested in based on their past actions captured by online roadshow
website. In terms of flow and interactivity, the personalized user interface elements based
on their past preferences will allow the users to interact in a familiar environment. Hence,
the users will enjoy the use of the customized website based on their own preferences. In
terms of affordance, this method will reduce the time spent to discover new campaigns
that they might be interested in. In summary, the fundamental difference between web
personalization and page recommendation is how the content is recommended to the user.
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The website will recommend the users to the campaigns based on the user’s own navigation
behaviour in web personalization, meanwhile the website will recommend the users to the
campaigns based on the common interest of the user group in page recommendations.

In short, clustering techniques can be applied to different functional purposes on the
online roadshow website to enhance better user experience in terms of affordance, flow,
and interactivity. In terms of affordance, clustering allows the users to navigate the website
more effectively. In terms of flow and interactivity, clustering allows the users to be more
immersed when participating in the campaigns of the online roadshow website.

4. Conclusions

Online roadshow is a new web construct derived from the physical roadshow. As the
online roadshow is done virtually through digital devices, organizations have to use an
alternative way to increase the effectiveness of the online roadshow. Hence, to increase the
advertising effects of the website, it is important to provide a good user experience. To
make sure the users have a pleasant experience on the online roadshow website, clustering
can be performed to understand web navigation. In this paper, the clustering techniques
are analysed from three perspectives, namely their similarity measures, the evaluation
metrics used, the purpose of applying the techniques to improve user web experience in
the context of online roadshow.

After reviewing the web usage mining purposes in the existing works, the method of
applying clustering in an online roadshow website were discussed. Clustering techniques
open the opportunity of implementing the new online roadshow conceptual model towards
a better user experience. By applying clustering techniques in an online roadshow website,
the advertising effectiveness of the new implementation can be achieved in terms of its
affordance, flow, and interactivity.

The articles on clustering techniques in web usage mining are focused from 2010 to
2021 since the application of clustering techniques on weblogs to extract user access patterns
is at the highest peak during this decade. Although clustering techniques are widely used
in that area, there is still room of improvement for clustering quality. Clustering techniques
that can provide good clustering quality also face the problem of a longer execution time,
which may cause a limitation to the real-time scenario.

5. Future Work

The future work in this study involves measuring the effectiveness of the clustering
techniques implementations in improving the online roadshow website. Besides that,
implementing clustering techniques to improve user experience can also be applied in other
domains where user satisfaction matters. The domains that require user experience are not
limited to web applications, but also include any domains that involve user experience.
For instance, the domains related are product design and development, customer support,
service and so on. In the domains listed, ensuring good user satisfaction or user experience
is important when there is an increasing volume of data available for analysis. Therefore,
clustering techniques can be applied to these domains as well to improve user experience.
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