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Abstract: Owing to rapid development of the Internet and the rise of the big data era, microblog
has become the main means for people to spread and obtain information. If people can accurately
predict the development trend of a microblog event, it will be of great significance for the government
to carry out public relations activities on network event supervision and guide the development
of microblog event reasonably for network crisis. This paper presents effective solutions to deal
with trend prediction of microblog events’ popularity. Firstly, by selecting the influence factors and
quantifying the weight of each factor with an information entropy algorithm, the microblog event
popularity is modeled. Secondly, the singular spectrum analysis is carried out to decompose and
reconstruct the time series of the popularity of microblog event. Then, the box chart method is
used to divide the popularity of microblog event into various trend spaces. In addition, this paper
exploits the Bi-LSTM model to deal with trend prediction with a sequence to label model. Finally,
the comparative experimental analysis is carried out on two real data sets crawled from Sina Weibo
platform. Compared to three comparative methods, the experimental results show that our proposal
improves F1-score by up to 39%.

Keywords: popularity of microblog event; information entropy model; singular spectrum analysis;
Bi-LSTM

1. Introduction

With the rapid development of the Internet and the rise of the era of big data, microblog
has become the main means for people to spread and obtain information. Timely and
accurate prediction of the evolution trend of microblog events can help the government
accurately evaluate the development trend of microblog events and provide effective
decision support for the formulation of public event guidance strategies [1]. Generally,
hot events on microblog platforms are often defined as the focus of public discussion
and concern, which are the concentrated embodiment of netizens’ interests and emotions.
When an event is exposed in social network, the upsurge of the Internet media and netizens’
discussion about the event on social media will affect the popularity of the events in real
time. In addition, when social users exchange information with each other, they influence
and are influenced by others [2]. Thus, social networks provide a large amount of real-time
and continuous data for exploring the evolution of microblog events [3]. However, due to
the non-linear and multivariate characteristics of microblog data, this paper has to solve
two challenging problems for microblog event popularity prediction.

(1) How can the weight of each factor’s impact on the popularity of microblog events
be evaluated? In the previous work on microblog events’ popularity prediction, most of
them take one indicator as the popularity of microblog event for prediction. However, for
multivariate microblog data, univariate analysis cannot well reflect the systematic change
of the trend of microblog popularity. Obviously, various factors have different impacts
on the popularity of microblog events, so they should play different roles in popularity
prediction modeling. Therefore, it is very necessary to weigh the influence of each factor
on the event popularity.
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(2) How can the future trend of nonlinear time series be predicted? The popularity
evolution of microblog events tends to be a nonlinear and irregular time series. Therefore,
to solve the popularity trend prediction, it is necessary to extract the trend components of
popularity time series. However, statistical learning methods or traditional neural network
methods have a poor prediction effect on nonlinear data. Consequently, this paper needs
to design an effective prediction method to denoise the time series data and extract the
different components for trend prediction.

Aiming at these issues, this paper presents an effective approach to predicting the trend
of microblog events’ popularity. Firstly, the popularity time series of microblog events is
modeled by comprehensive weighting. Secondly, the information entropy algorithm is used
to measure the effects of various factors on the popularity of microblog events. Meanwhile,
aiming to explore and predict the evolution trend of microblog events’ popularity, this
paper transforms the changes between every two time nodes in the time series into state
features. Then, the box-plot method is used to divide the popularity of the microblog event
into various trend spaces. Finally, this paper utilizes the Bi-LSTM model to solve the trend
prediction of microblog events’ popularity by learning the long-term dependence between
the time steps of popularity time series.

In summary, the following contributions are made in this paper.
(1) Aiming to deal with time series modeling for nonlinear data, this paper leverages

an effective model based on series data analysis to extract trend components of popularity
time series. Specifically, by selecting the influence factors and quantifying the weight of
each factor with information entropy algorithm, the microblog event popularity is modeled.
And then, the singular spectrum analysis is carried out to decompose and reconstruct the
time series of the popularity of microblog event (Section 3).

(2) This paper exploits the learning method to deal with trend prediction with a
sequence to label model. Firstly, this paper models the Bi-LSTM network using past and
future data from time series. Secondly, by learning the long-term dependence between the
time steps of the popularity time series, the future trend prediction of microblog events
is solved. Compared with the traditional LSTM model, our proposal based on Bi-LSTM
network has better prediction performance (Section 3).

(3) This paper conducts experiments on a real microblog dataset from the Sina Weibo
platform. Compared with three general-purpose algorithms for popularity prediction, the
experimental results show that our approach achieves the best performance compared to
its competitors, which provides a new solution to the trend prediction for event evolution
on microblog platforms (Section 4).

2. Related Work

Scientific research on the evolution trend of microblog events can effectively monitor
the development of event popularity at all stages [4–6], which is of great significance to
the supervision of network opinion. At present, existing work can be divided into the
following two aspects: event propagation research and event trend prediction research.

In order to reveal the propagation mechanism and the evolution law of microblog
events, the pioneering work [7] carried out feature extraction on Weibo data and developed
an outlier knowledge management framework for dealing with public events. Compared
with traditional methods, the graph theory-based approach performed well in modeling the
interaction between users [8]. Meanwhile, it is worth mentioning that text and sentiment
analysis are often used to analyze netizens’ attitudes when they disseminate information.
For example, the LSTM model [9] was exploited to capture the features of social contexts
and can integrate them into text features. Additionally, Xu et al. [10] proposed to use
convolutional neural network (CNN) combined with word2vec technology to establish
emotion classification model. Moreover, among all text analysis methods, LDA model was
widely considered to discovery of microblog text topics [11,12].

Regarding the studies on events evolution trend prediction, the previous work is
mainly divided into dynamic model and machine learning model. In Yin’s work [13], a
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modified epidemic model was proposed to predict the dynamics of topic reading, which
represents one indicator of event popularity. In their further work [14], considering both
public contact and participation on microblog, they proposed the Susceptible-Reading-
Forwarding-Immune (SRFI) model to predict the overall microblog event trend in all stages.
Meanwhile, Pan et al. [15] developed a Stochastic Differential Equation (SDE) to describe
the observed collective patterns of the online microblogging behavior and predict the Sina
Weibo volume data. On the other side, for machine learning-based method, the BP neural
network [16,17] was applied to predict the trend of microblog events in early. Aimed at the
sudden and non-linear characteristics of microblog events, timely grasp of the information
increment of microblog events plays a key role in measuring the event evolution trend,
which can be better solved by using LSTM network model [18]. Feng et al. [19] introduced
LSTM model to analyze the sequence information and complete the prediction for the
number of blogs for a certain event in a period. Moreover, in Mughees’s work [20], the
bidirectional LSTM network model is proven to be not only capable of learning long-term
dependencies between the time steps of sequence data, but also can effectively use past and
future information for prediction. Consequently, thanks to the ability to process time series
data, the Bi-LSTM model has been successfully applied in many time series prediction
tasks [21–27]. Inspired by this idea, this paper aims to exploit the learning method based
on Bi-LSTM model to deal with event trend prediction with a sequence to label model.

Generally, the popularity of microblog events is affected by many factors. However,
to our knowledge, so far there are very few works towards microblog events prediction
considering multidimensional influential factors to model popularity index. Meanwhile,
the dynamic change of microblog event popularity is easy to be nonlinear and irregular
in a period of time; nevertheless, most of the previous works validate their methods and
experiment only on one dataset, which may limit the applicability of the model especially
for nonlinear time series data. This paper presents effective solutions to deal with trend
prediction of microblog events’ popularity. More specifically, by selecting the influence
factors and quantifying the weight of each factor with information entropy algorithm,
the microblog event popularity is modeled. And then, the singular spectrum analysis is
carried out to decompose and reconstruct the time series of the popularity of the microblog
event. Finally, this paper utilizes the learning method to deal with trend prediction with a
sequence to label model.

3. Methodology

In order to solve the issue of trend prediction of event popularity from microblogs,
this paper presents an effective predictive algorithm based on Bi-LSTM network model.
Figure 1 shows the framework of our predictive system. Specifically, the system framework
has three main modules, namely, data acquisition, data processing and modeling. Here,
the modeling module contains the main core idea of this paper. For the data acquisition
module, firstly, this paper uses the method of simulated login to enter the microblog
platform, namely, Sina Weibo platform. And then the parameters and time window for
retrieval are set using the advanced search function. In the end, our proposal uses Python
to write a web crawler according to the functional requirements to crawl the microblog
information derived from the keywords. In the data processing stage, this paper screened
the results collected by the crawler to eliminate repeated and missing items. On the basis
of the first two steps, this paper designs a model framework to solve the trend prediction
of microblog event popularity. Compared to existing methods, our proposal proposes to
model the microblog event popularity by selecting the influence factors and quantifying
the weight of each factor with information entropy algorithm in order to deal with time
series modeling for nonlinear data. Meanwhile, aimed at the issue of the trend prediction
of nonlinear time series, the singular spectrum analysis is carried out to decompose and
reconstruct the time series of the popularity of a microblog event while a learning method
to deal with trend prediction with a sequence to label model is proposed in our proposal.
The details will be discussed in the following four subsections.
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Figure 1. System framework of the event popularity trend prediction from Weibo platform.

3.1. Popularity Index Modeling and Weighting

Regarding multivariate microblog data, univariate analysis cannot well reflect the
systematic change of the trend of microblog popularity. Additionally, various factors have
different impacts on the popularity of microblog events, so they should play different roles
in popularity prediction modeling. Meanwhile, for microblog messages, those with more
user interactions have greater social popularity. Therefore, the post number, forwarding
number, commenting number and the total number of likes are used to model the popular-
ity index. In the paper, the information entropy algorithm is used to assign the weight of
popularity indicators. Information entropy can be used to measure the dispersion of an
index. The greater the dispersion of an index, the greater the impact of the index on the
comprehensive evaluation, that is, the greater the weight.

Specifically, this paper takes the number of days of each event as the evaluation
individual and the above four indicators as evaluation index. Here, in order to eliminate
the dimensional differences between the evaluation indexes, this paper needs to preprocess
origin data through benefit (positive) index calculation and cost (negative) index calculation,
defined by Formulas (1) and (2) respectively.

yi,j =
xi,j −min(xi,j)

max(xi,j)−min(xi,j)
∗ (ymax − ymin) + ymin (1)

yi,j =
max(xi,j)− xi,j

max(xi,j)−min(xi,j)
∗ (ymax − ymin) + ymin (2)

The symbol max(xi,j) and min(xi,j) represent the maximum and minimum of evalua-
tion index, respectively. And then, the proportion of the evaluation object can be calculated
by Formula (3).

pi,j =
yi,j

∑ yi,j
(3)

Additionally, the entropy of evaluation index is defined by Formula (4),

ej = −
1

log n∑ pi,j log pi,j (4)
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where n represents the number of evaluation index. Finally, the weight of each indicator is
represented by Formula (5). Consequently, our proposal can get the time series of event
popularity by index modeling and weighting.

wj =
1− ej

∑ (1− ej)
(5)

3.2. Popularity Time Series Denoising

The popularity evolution of microblog events tends to be a nonlinear and irregular
time series. Therefore, to solve the popularity trend prediction, it is necessary to extract the
trend components of popularity time series. Specifically, this paper needs to denoise the
time series data and extract the different components for trend prediction. Our proposal
decomposes and reconstructs the trajectory matrix of the time series to solve time series
denoising through singular spectrum analysis [28]. Here, there are four steps for time
series denoising.

(1) Embedding

Supposed that the time series of event popularity from microblog is represented by
X = [x1, x2, · · · , xm]

T , then the paper transforms it into a p-dimensional trajectory matrix
Y = [y1, y2, · · · , yp]

T , where 2 ≤ p ≤ m. Consequently, the trajectory matrix can be defined
by Formula (6).

Y =


x1 x2 · · · xm−p+1
x2 x3 · · · xm−p+2
...

...
...

xp xp+1 · · · xm

 (6)

(2) Decomposition

Firstly, the trajectory matrix Y obtained above is decomposed into d components,
where d is the rank of matrix Y. And then, the paper can get parameter group (λi, Ui, Vi) of
matrix YYT by using Singular Value Decomposition (SVD) algorithm. Here, λi represents
the singular value of the matrix, and the symbol Ui and Vi are used to define the left
eigenvector and the right eigenvector, respectively. Subsequently the trajectory matrix Y
and its components Yi are defined by the following Formulas (7) and (8).

Y = Y1 + Y2 + · · ·+ Yd (7)

Yi =
√

λiUiVi (8)

(3) Grouping

In the paper, k of the d components are selected as the popularity trend components,
denoted as I = {I1, · · · , Ik}. Meanwhile, the valuable extraction component YI of the time
series is represented by YI = YI1 + YI2 + · · ·+ YIk . Therefore, the other d-k decomposition
components are considered as the noise of the time series.

(4) Reconstitution

By means of diagonal averaging, the valuable trend component YI formed in the
grouping stage can be converted into the previous time series xcomponent =

{
xI1 , · · · , xIk

}
.

Consequently, the original time series X is represented as the sum of component series data
xcomponent and noise series data xnoise.

X = xcomponent + xnoise = xI1 + xI2 + · · ·+ xIk + xnoise (9)

3.3. Popularity Trend State Partition

In order to explore and predict the popularity trend of events from microblog, this
paper considers the change between each time node and the previous node into state
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characteristics. Firstly, this paper needs to difference the denoised time series and calculate
the state trend value H(t) by Formula (10).

H(t) = xt+1 − xt(1 ≤ t ≤ m− 1) (10)

However, the same data set may cover multiple hot events, and different hot events
may cause different responses from netizens, which may eventually lead to a large devi-
ation in the popularity of multiple events derived from a period of dataset. In order to
explore the systematic change of event popularity, the box plot method is used to divide
the popularity trend into various states. The box plot algorithm defines a standard for
identifying outliers, which are usually defined as values less than QL − 1.5IQR or greater
than QU + 1.5IQR, where the symbol QL and QU represent the lower quartile and the
upper quartile respectively, and the difference between QL and QU is defined as IQR. The
box plot method does not require data to follow a certain distribution, so it is reasonable to
use it to judge the state change of event popularity. The structure of the box plot is shown
in the Figure 2.
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Figure 2. The structure of the box plot.

Actually, the popularity trend is divided into four states, defined by Formula (11),
according to the box plot distribution.

S1 = Rapid rise = [QU + 1.5IQR, Hmax];
S2 = Slowly rise = [0, QU + 1.5IQR];
S3 = Slowly fall = [QL − 1.5IQR, 0];
S4 = Rapid fall = [Hmin, QL − 1.5IQR];

(11)

In the paper, the lower bound and the upper bound of the box plot are set to QL −
1.5IQR and QU + 1.5IQR, respectively. And the paper uses Hmax and Hmin to represent
the maximum and minimum values of event popularity trend correspondingly.

3.4. Popularity Trend Prediction

Firstly, before modeling Bi-LSTM network for prediction, this paper needs to build the
basic model, LSTM network, in order to solve sequence-to-label modeling for microblog
data. In memory block of LSTM network model, there are one or more self-connected
memory blocks and three multiplication units: input unit, output unit and forgetting unit.
The input unit is mainly used to store the current information while the output unit is used
to output the state trend changes of microblog events. Meanwhile, the forgetting unit is
designed to filter valuable information and selectively forget certain past information. The
network structure of LSTM model is shown as Figure 3.
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At each time node, the event popularity is considered as the input sequence, and the
state trend data is represented as the output. Meanwhile, the input unit, output unit and
forgetting unit correspond to it, ot, ft respectively. Specifically, the forgetting unit takes
the current output and the previous hidden-layer-state output as input, and uses sigmoid
activation function to control the unit to discard redundant information. Finally, the value
of state trend, between 0 and 1, can be calculated by Formula (12).

ft = δg(w f xt + U f ht−1 + b f ) (12)

In Formula (12), the weight matrix that maps the hidden layer input to the forgetting
unit is denoted as w f , and U f represents the weight matrix that connects the output state
of the previous time node to the forgetting unit. Additionally, this paper uses the symbol
b f and δg to denote the offset vector and activation function, respectively.

After the information passes through the forgetting structure, the LSTM model will
consider which new information to add to the unit. The added information is jointly
controlled by the hidden layer state output of the previous time node ht−1 and the current
input xt. Through the activation function tanh, the new state output C̃t is obtained. And
the weight between 0 and 1 is added to each component of C̃t to control the amount of new
added information by Formulas (13) and (14).

it = σg(Wixi + Uiht−1 + bi) (13)

C̃t = tanh(Wcxt + UCht−1 + bc) (14)

Wi and WC refer to weight matrices, which map the hidden layer input to the tradi-
tional input unit and input unit states, respectively. Ui and UC refer to weight matrices,
connected to the previous unit, which map the output states to the input unit and input unit
states. And the deviation vectors are defined as bi and bC. In addition, when information is
forgotten by forgetting unit, the new unit state is updated by Formula (15).

Ct = ft · Ct−1 + it · C̃t (15)

Finally, the state of the output unit is calculated according to the following two
Formulas (16) and (17).

ot = σg(Woxt + Uoht−1 + bo) (16)

ht = ot · tanh(Ct) (17)

Here Wo is the weight matrix of the hidden layer to the output unit and Uo is the
weight matrix of the output state of previous unit to the output unit. Meanwhile, this paper
uses the symbol bo to represent the deviation matrix.

Based on LSTM modeling structure, this paper aims to construct the Bi-LSTM network
to explore and predict the hidden layer state of popularity time series. More specifically,
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forward LSTM and reverse LSTM can obtain the past information and future information in
time series, respectively. The following three Formulas (18)–(20) can reflect the mechanism
of Bi-LSTM model in our work.

→
h t =

→
LSTM(ht−1, xt, Ct−1), t ∈ [1, T] (18)

←
h t =

←
LSTM(ht+1, xt, Ct+1), t ∈ [T, 1] (19)

Ht = [
→
h t,
←
h t] (20)

The symbol T refers to the time span of microblog event. And the structure of Bi-LSTM
network is shown in Figure 4.
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The symbol T refers to the time span of microblog event. And the structure of Bi-
LSTM network is shown in Figure 4. 
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4. Experiment

In this section, the performance evaluation of our algorithms is discussed. This paper
aims to measure the effectiveness of our proposal for trend prediction of event popularity
from microblogs.

4.1. Dataset

This paper uses the crawler to collect data by means of daily statistics with “genetically
modified food” as the search keyword from Sina Weibo platform. After eliminating
advertisements, repeated posts and irrelevant microblogs, a total of 28,326 Weibo messages
from 1 January 2017 to 9 July 2019 are retrieved from microblogs. The details of the Weibo
posts are as shown in Table 1.

Table 1. The statistical results of Weibo posts.

Indicator Minimum Maximum Median Value Standard Deviation

post number 0 561 40.42 402.09
forwarding number 0 44,547 781.81 1.82

commenting number 0 6609 83.23 43.21
number of likes 0 139,130 1344.20 9.87

In order to verify the effectiveness and universality of our approach, the paper selects
two representative events from Weibo posts as datasets to build the predictive model. The
specific datasets are as shown in Table 2.
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Table 2. The details of event datasets.

Time Span Event

Dataset 1 14 July 2017–3 November 2017 CCTV news microblog refutes ten incidents of genetically modified food

Dataset 2 4 January 2019–23 May 2019 The famous blogger posts a blog: the harm of genetically modified food
will be written into the textbook of colleges

Table 3 gives a sample of dataset 1, which has four popularity factors and spans
three days.

Table 3. The details of sample data in dataset 1.

Time
Popularity Factors

#Post Number #Forwarding #Commenting #Likes

14 July 2017 21 75 5 20
15 July 2017 7 32 0 50
16 July 2017 7 73 5 24

In order to train the model, this paper needs to divide the data set into training set
and test set. In this paper, the model is trained by about 83% of the time series length, and
evaluate the performance of the model by about 17%. More specifically, the paper takes
the microblog messages of 94 days from 4 July 2017 to 15 October 2017 in dataset 1 as the
training set, and the remaining 19 days as the test set. In data set 2, a total of 116 days of
microblog messages from 4 January 2019 to 29 April 2017 are used as the training set, and
the remaining 24 days of posts are used as the test set.

4.2. Evaluation Metrics

Aiming to evaluate the prediction accuracy of the proposed model, this paper performs
model evaluations in terms of different metrics. More specifically, the evaluation metrics
are defined as follows:

(1) Precision

Pi =
TPi

TPi + FPi
(21)

Pmicro =

n
∑

i=1
TPi

n
∑

i=1
(TPi + FPi)

(22)

Pweight =
n

∑
i=1

(Pi · wi) (23)

(2) Recall

Ri =
TPi

TPi + FNi
(24)

Rmicro =

n
∑

i=1
TPi

n
∑

i=1
(TPi + FNi)

(25)

Rweight =
n

∑
i=1

(Ri · wi) (26)
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(3) F1-score

Fi = 2
Pi · Ri

Pi + Ri
(27)

Fmicro = 2
Pmicro · Rmicro

Pmicro + Rmicro
(28)

Fweight =
n

∑
i=1

(Fi · wi) (29)

In the paper, TP represents the number of samples that are labeled as positive samples
and also classified as positive samples; FP refers to the number of samples labeled as
negative samples but classified as positive samples; FN is the number of samples that are
labeled as positive samples and classified as negative samples. However, this paper mainly
focuses on the prediction accuracy of the popularity trend of microblog events. Therefore,
this paper chooses specific three metrics that pay more attention to the accuracy to evaluate
the prediction model, which are Pmicro, Pweight and Fweight.

4.3. Results of Event Popularity Time Series Construction

This paper conducts experiments for popularity index modeling and weighting on
two datasets. Specifically, according to Formulas (1)–(5) in Section 3.1, the paper uses the
information entropy model to measure the microblog event popularity, and then construct
the time series of event popularity, as shown in Figure 5.
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4.4. Results of Popularity Time Series Denoising

According to the observed changes of time series on the two data sets in Figure 5, it is
found that the two time series have the characteristics of chaos and nonlinearity. Therefore,
the trend components of the two time-series need to be extracted to effectively eliminate
the further influence of noise on the subsequent prediction modeling and improve the
prediction accuracy.

Firstly, the data set is divided into training set and test set. And then, the singular spec-
trum analysis method is applied into the two data sets respectively on the training set. After
component extraction and series denoising according to Formulas (6)–(9) in Section 3.2,
the new time series is reconstructed. The differences between the original data and the
denoised data are shown in Figure 6.



Future Internet 2021, 13, 220 11 of 13

Future Internet 2021, 13, x FOR PEER REVIEW 11 of 14 
 

 

4.4. Results of Popularity Time Series Denoising 
According to the observed changes of time series on the two data sets in Figure 5, it 

is found that the two time series have the characteristics of chaos and nonlinearity. There-
fore, the trend components of the two time-series need to be extracted to effectively elim-
inate the further influence of noise on the subsequent prediction modeling and improve 
the prediction accuracy. 

Firstly, the data set is divided into training set and test set. And then, the singular 
spectrum analysis method is applied into the two data sets respectively on the training 
set. After component extraction and series denoising according to Formulas (6)–(9) in Sec-
tion 3.2, the new time series is reconstructed. The differences between the original data 
and the denoised data are shown in Figure 6. 

 
Figure 6. Comparison of popularity time series before and after denoising. 

4.5. Results of Popularity Trend Prediction 
This paper takes the popularity of microblog events as input and the changed state, 

measured by box plot algorithm, as output to build Bi-LSTM network model. For the eval-
uation of predictive performance, the paper compares our proposal with three existing 
methods, including BP neural network (BPNN) [16], Particle Swarm Optimization Based 
Support Vector Machine model (PSO-SVM) [29] and Long Short Term Memory network 
(LSTM) [18]. Meanwhile, the model effectiveness is measured in terms of the metric microP
, weightP  and weightF . 

The experimental results as shown in Figures 7 and 8 show that our model achieves 
better results compared with other algorithms in the task of popularity trend prediction. 
Especially, compared with the basic LSTM network, the proposed model in the paper is 
characterized by component extraction on the basis of LSTM to achieve the effect of de-
noising. In addition, considering the influence of future information on event popularity, 
the model forms a bidirectional LSTM, so it has better performance than the basic LSTM 
model. 

Figure 6. Comparison of popularity time series before and after denoising.

4.5. Results of Popularity Trend Prediction

This paper takes the popularity of microblog events as input and the changed state,
measured by box plot algorithm, as output to build Bi-LSTM network model. For the
evaluation of predictive performance, the paper compares our proposal with three existing
methods, including BP neural network (BPNN) [16], Particle Swarm Optimization Based
Support Vector Machine model (PSO-SVM) [29] and Long Short Term Memory network
(LSTM) [18]. Meanwhile, the model effectiveness is measured in terms of the metric Pmicro,
Pweight and Fweight.

The experimental results as shown in Figures 7 and 8 show that our model achieves
better results compared with other algorithms in the task of popularity trend prediction.
Especially, compared with the basic LSTM network, the proposed model in the paper
is characterized by component extraction on the basis of LSTM to achieve the effect of
denoising. In addition, considering the influence of future information on event popu-
larity, the model forms a bidirectional LSTM, so it has better performance than the basic
LSTM model.
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5. Conclusions

This paper proposes an effective approach to deal with popularity trend prediction
for microblog events based on SSA and Bi-LSTM model. Firstly, the algorithm of singular
spectrum analysis is used to extract trend components of popularity time series from
Weibo posts. Then, after time series denoising by SSA model, the event popularity is
divided into different trend states by using the box plot analysis. Finally, the paper exploits
the Bi-LSTM model to deal with popularity trend prediction with a sequence to label
model. Meanwhile, the comparative experiments on two real datasets with three existing
methods are conducted. The experimental results show that our model performs best
on both datasets with respect to various metrics, which demonstrates the superiority of
our proposal. In the future, this paper will explore how to follow some KDD standards,
e.g., CRISP-DM standard, to optimize the process of the system. Meanwhile, the other
language datasets will also be considered to verify and improve the system performance
on cross-language.
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