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Abstract: In the field of journalism, the collection and processing of information from different
heterogeneous sources are difficult and time-consuming processes. In the context of the theory
of journalism 3.0, where multimedia data can be extracted from different sources on the web, the
possibility of creating a tool for the exploitation of Earth observation (EO) data, especially images
by professionals belonging to the field of journalism, is explored. With the production of massive
volumes of EO image data, the problem of their exploitation and dissemination to the public,
specifically, by professionals in the media industry, arises. In particular, the exploitation of satellite
image data from existing tools is difficult for professionals who are not familiar with image processing.
In this scope, this article presents a new innovative platform that automates some of the journalistic
practices. This platform includes several mechanisms allowing users to early detect and receive
information about breaking news in real-time, retrieve EO Sentinel-2 images upon request for a
certain event, and automatically generate a personalized article according to the writing style of
the author. Through this platform, the journalists or editors can also make any modifications to the
generated article before publishing. This platform is an added-value tool not only for journalists and
the media industry but also for freelancers and article writers who use information extracted from
EO data in their articles.

Keywords: Web 3.0; article composition; Earth observation (EO); journalism 3.0; media industry;
journalistic workflow; journalistic practices; text generation with artificial intelligence (AI); disaster
reporting; EarthPress

1. Introduction

With today’s use of the web, it is possible to access a huge amount of multi-modal
information, such as documents, images, videos, etc. This information is generated from
different sources and is often difficult to collect. In this new forming environment, while
making it possible for journalists to access this huge volume of information, it is often
difficult to collect, correlate, and exploit this heterogeneous data, and therefore, it is
difficult for journalists to have a complete overview of an issue of a complex topic. This
happens because the majority of the information available on the internet is published
in an unstructured way. The collection and correlation of unstructured information is a
demanding and time-consuming process. Therefore, there is a need for the creation of tools
that will collect data from different sources and convert them into structured data with the
use of new technologies, allowing all users to have access to them. These new technologies
are shaping a new advanced web form called Web 3.0 or the semantic web.

Web 3.0 can be viewed as an extension of the current form of the web. An interpretation
of Web 3.0 is that it is an internet service that contains advanced technological features
that leverage machine-to-machine interaction but also human-to-human cooperation [1,2].
Web 3.0 entails multiple key elements, such as the semantic web and artificial intelligence
(AI) that can be leveraged in order to create added-value web-based applications. Within
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this context, web-based applications that combine AI and Big Data have gained great value
in recent years and made possible the retrieval of unstructured data from different sources,
as well as the analysis and correlation of the extracted information, in order to use them
in decision-making or for the automation of time-consuming processes. In addition, the
combination of these technologies has led to the analysis of demanding information with
great value, such as Earth observation (EO) data.

EO offers a wide and timely covering solution via the fleet of space-borne sensors
orbiting the earth at any time and the Big Data piling up at main storage and satellite
facilities and hubs of ESA and NASA. The EO data produced are becoming tremendous
in volume and quality, and thus, their retrieval, processing, and information extraction is
time-consuming and demanding in terms of skills and resources. Therefore, AI methods
and cloud technologies have been leveraged for the processing and data extraction of EO
data. Once these data are processed, they can offer information of great value that can be
leveraged from any end-user without restrictions or need for special knowledge.

One of the areas of interest, where the extracted information of EO data along with
the web-based applications of Web 3.0 could be combined, is the media industry and, more
specifically, journalism. Corresponding tools of advanced technologies developed in the
context of Web 3.0 can change the way journalists collect, process, and eventually interpret
information, helping the transition to Journalism 3.0. Journalism 3.0 can be seen as the
direction of using advanced technologies by journalists to automate journalistic practices
and workflows. Web-based applications using advanced technologies in this context,
can be exploited by journalists and automate or semi-automate some of the journalistic
practices and workflows followed. In the context of Journalism 3.0, new added-value
technologies are applied in the media industry, such as AI, allowing journalists to use the
results of scattered information analysis and fusion in order to create news articles promptly
for several topics. In particular, new deep learning and machine learning methods offer
new capabilities for a variety of automatic tasks, such as automated content production
and others, such as data mining, news dissemination, and content optimization [3]. In
general, the use of EO data and images, which contain valuable information, could benefit
journalists through the provision of additional information extracted from the EO data
processing. Such information might concern the percentage of an affected area from a
disaster (e.g., flood, fire, earthquake, etc.).

This paper presents the concept of a new innovative web-based platform, called
EarthPress. The EarthPress platform aims to deliver added-value products to editors
and journalists, allowing them to enrich the content of their publications. EarthPress
leverages EO data to generate automatically personalized news articles using also the
information extracted from the analysis of EO data. This platform uses AI methods for
the aggregation of data from different sources, such as texts from news articles of different
websites and posts on social media, and using their analysis and utilization as input for the
automatic generation and composition of a news article. The utilization of EO data within
the EarthPress platform gives great value to the information that will be provided in the
generated text since journalists and users that are interested in the EO data currently cannot
easily have access to them or analyze them, because EO data analysis is a demanding and
time-consuming procedure.

From the analysis of the collected data, the most trending topics are extracted and
provided to the end-users, allowing them to be selected. For each topic, any available infor-
mation (e.g., EO images, images from social media, social media posts, news articles, etc.)
referring to this event are also retrieved and made available to the end-users. With this
information, the user can select the ones that s/he wants to use and generate a personalized
article through the EarthPress platform. For the personalization of the generated article, the
writing style of the author is extracted using AI methods and is transferred to the generated
text using previously written articles of the user as a basis. The personalized article that is
provided as output of the EarthPress platform is trimmed and finalized by the journalist
within the given layout constraints.
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The platform includes AI methods for not only the collection and analysis of the data
retrieved and the generation of the final article but also for the evaluation of the quality
of the retrieved data. Currently, journalists have access to a pile of information for the
generation of an article; however, they cannot easily discriminate which of this information
is valid and which sources are trustworthy enough. Therefore, in order to avoid spreading
misinformation, one of the key aspects of this platform is to provide qualitative data to
journalists from verified sources and also to use this verified information for the synthesis
of the final news article. Misleading content and fake news included in news articles
and posts from social media are eliminated. High quantity journalistic articles and posts
from well-known journalist’s profiles on social media are collected and promoted. Non-
trustworthy sources are excluded from the list of data sources in order to minimize the risk
of providing misleading information. The quality of information is the most important
feature of the platform as we aim to implement a solution that will have ethical features
and will not promote the production of false news or its reproduction. The news article
generated by the EarthPress platform will be also evaluated within this scope.

The focus of EarthPress is disaster reporting (e.g., floods, fires, drought, pest, earth-
quake, erosion/ sedimentation, avalanche), as journalists are challenged in such cases to
find the area of interest, collect and analyze any available information in minimal time,
and write a detailed article reporting the disaster’s status or outcome. The main scope
of this platform is to semi-automate the journalistic workflows and provide journalists
with the resources and opportunity to create news articles by having a vast amount of
qualitative information available. It will act as an intelligent assistant for the journalist,
offering enhanced possibilities for content-rich reports. AI techniques make unsupervised
querying through Big Data piles feasible. Moreover, EO data resources and geospatial
data will become accessible for exploitation by domain-unexperienced users. Tailor-made
solutions will be promoted. Hence, the editor’s or journalist’s profile will be consulted to
allow for a high-level specification of learning AI tasks and reporting.

1.1. Related Work

An important parameter related to the functionality of the platform includes the
analysis of EO data and, specifically, EO images. A variety of such platforms exist [4,5],
most of which offer tools for the processing and analysis of data from satellites. The
platform will offer the feature for automatic processing of EO images in real time.

Global Disaster Alert and Coordination System (GDACS) [6] provides a disaster
manager and disaster information systems worldwide and aims to fill information and
coordination gaps in the aftermath of major disasters in the first phase. The platform
is a cooperative framework of the United Nations and the European Commission. The
GDACS provides real-time access to web-based disaster information systems and related
coordination tools.

Emergency and Disaster Information Service (EDIS) [7] is another platform that aims
to monitor and document all the events on Earth that may cause disaster or emergency.
The platform is operated by the National Association of Radio Distress-Signaling and
Infocommunications, and it monitors and processes several foreign organizations’ data to
get quick and certified information.

GLIDE [8] is another platform that provides extensive access to disaster information in
one place, as well as a globally common unique ID code for disasters. Documents and data
pertaining to specific events can be retrieved from various sources or are linked together
using the unique GLIDE numbers. In addition to a list of disaster events, GLIDE can also
generate summaries of disasters, e.g., by type, country, or year and also provides export of
data sets in charts, tabular reports, or statistics.

Different methods for the processing of EO images were used, according to literature,
and particular methods were applied for building footprint extraction from EO images.
For this reason, architectures for image segmentation [9–11] have been reviewed. Other
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methods of processing of EO images used for the implementation of the platform concern
the detection of the affected areas from floods and water in general [12,13] and fire [14,15].

One of the important features supported by the platform concerns the personalization
of the generated text. For transferring users’ writing style according to literature, methods
to extract the user’s sentiment [16,17] have been implemented.

In literature, the task of text generation includes a vast number of methods. A sum-
mary of multiple texts that maintains the information of these texts can be used for text
synthesis. State-of-the-art approaches in the field of summarization, in general, and
multi-document summarization, in particular, are all based on the Transformer [18], a
model that leverages the mechanism of attention and achieves avoidance of utilizing re-
currency and convolution [19–22]. The state-of-the-art PEGASUS model [23] is a large
Transformer-based encoder–decoder model pre-trained on massive text corpora with a
self-supervised objective and is designed for use in both single and multi-document sum-
marization cases. Notably, some other, more general purpose state-of-the-art NLP models,
such as BART [24] and T5 [25], can produce results comparable with those of PEGASUS,
in a few-shot and zero-shot multi-document summarization settings, suggesting that un-
like single-document summarization, highly abstractive multi-document summarization
remains a challenge [23].

Data-to-text generation (D2T) is a subtask for the generation of text using piles of data
as input. Data-to-text generation is a promising subtask of study with many applications
in media, paper generation, storytelling, etc. In their work, Harkous, H et al. [26] present
the DATATUNER, a neural end-to-end data-to-text generation system that makes minimal
assumptions about the data representation and target domain. DATATUNER achieves
state-of-the-art results in various datasets. Another work presented by Kanerva, J et al. [27]
aims to generate news articles about Finnish sports news using structured templates/tables
of data and pointer-generation network. In the work of Rebuffel, C et al. [28], a hierarchical
encoder–decoder model is proposed for transcribing structured data into natural language
descriptions. In other papers, like the one presented by Mihir Kale [29], they use pre-
trained models, such as T5 [25] and BART [24], for data-to-text generation, achieving
state-of-the-art results in various datasets.

1.2. Motivation and Contribution

In the era of Big Data, where a vast amount of data is produced on a daily basis, there
is the necessity for the implementation of new tools or platforms that are able to facilitate
the selective collection, filtering, and processing of this information so useful information
can be extracted and used in different fields of the market. One of these fields is the media
industry. Journalism is closely related to the retrieval, evaluation, and filtering of raw
information, as well as, to the combination of knowledge retrieved from multiple sources
and the publishing of news stories that are based on these data. Thus, Web 3.0 applications
that are able to facilitate the above journalistic practices are of great significance and comply
with the transition towards Journalism 3.0.

In this work, we present EarthPress, an interactive web-platform whose scope is
to facilitate journalists and editors in synthesizing news articles about disasters. The
platform combines various methods from different scientific fields, such as information
retrieval and artificial intelligence and, more specifically, natural language processing and
image processing. EarthPress services allow its users to have access to multimedia data
(e.g., documents, videos, images, etc.) from multiple sources regarding disasters such as
floods and fires. Moreover, the EarthPress platform detects automatically, and in real-time,
breaking news related to disasters. The latter is achieved by monitoring publications in
social media. The detected breaking news is presented to journalists through the platform’s
interactive user interface (UI). Additionally, the platform consists of models that are able to
retrieve, process, and extract useful information and statistics from EO data, which can be
used by editors and journalists in order to enrich the content of their publications. Finally,
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the platform provides services that can combine all the above and generate automatic
ready-to-print news articles, considering also the writing style of the journalist.

In summary, the platform can facilitate the following journalistic practices:

• Data collection: raw data need to be available (search for data on the web).
• Data filtering: the process of filtering relevant information from the news story.
• Data visualization: the process of transforming data and creating visualizations to

help readers understand the meaning behind the data.
• Story generation (publishing): process of creating the story and attaching data and

visuals to the story.

2. Materials and Methods

This section presents the architecture of the platform, along with a description of
the modules and sub-modules included in it. Initially, and before the presentation of the
plat-form’s architecture, the method for collecting user requirements and specifications in
order to define the functionalities of the platform is presented.

2.1. Collection of User Requirements

In software development, an important step before the implementation of a platform
is the collection and analysis of user requirements. Thus, before the implementation
of the EarthPress platform and the definition of its architecture, an online international
workshop was conducted in March of 2021, aiming to determine the needs of journalists,
current practices followed, and attitudes towards the EarthPress platform. The target
audience, 134 participants, of the workshop was both journalists and academics. Many
of the participants had experience in using EO data and in using other platforms for
article generation. In the workshop, the use and importance of EO data were presented,
along with the concept of the EarthPress platform. For this workshop, a questionnaire
including both closed and open-ended questions aiming to identify the opinion, needs, and
current practices followed by the participants when writing an article was designed. The
questionnaire was available online for one week, and the link was sent to all participants at
the end of the workshop. The results of the collected data analysis are presented in this
sub-section.

The designed questionnaire included two parts. In the first part, demographic infor-
mation of the users, such as their gender, age, background, etc., was requested (Table 1).
Additionally, one of the questions in the first part asked the users to answer if they pre-
viously used or are currently using information from EO data in their articles and if they
have previously used other platforms for article generation. This was general information
requested in order to have a better view of the sample used.

Table 1. Demographic information of the Participants.

Question Answer-Distribution

Gender Male (19.4%), Female (79.1%), Prefer not to say (1.5%)
Age 19–21(82.6%), 22–51(17.4%)

Education Students (95.5%), Other (4.5%)
Experience in using EO data Yes (26.1%), No (73.9%)
Experience in using article

generation platforms Yes (7.5%), No (92.5%)

The second part of the questionnaire concerned the retrieval of information about the
type of data and current practices used during the generation of an article and the flow
that is followed for the retrieval and analysis of EO data. In this part, the participants
highlighted the main problems or issues currently existing in the field of journalism related
with the scope of the platform. The issues presented by the majority of the participants
concerned the fact that they did not have the means to collect adequate information for a
certain topic and that the collection of all information for the generation of an article was a
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time-consuming task. As a second issue, they mentioned the restricted time frame they
had for writing an article. Additionally, most participants responded that it was difficult
to collect EO images related to a specific area of interest where the event had occurred
and analyze them in order to extract any data included. Regarding the usefulness of the
EO data, they mentioned that they would be interested in using such information when
creating an article; however, this information should be processed. Moreover, another
answer provided by some of the participants highlighted the existence of fake news among
the news stories published by other journalists for an event as a problem.

Additionally, the participants mentioned that it was crucial for the journalists to
receive this information in a timely fashion and have access to all available multimedia and
data (e.g., videos, analytics, local news posted, etc.) on a specific topic in order to use them
for the article composition. In this context, the EarthPress platform will provide images
and local news retrieved for a certain event/disaster to the end-users, allowing them to
select the information that is taken into consideration for the text generation.

From the open-ended questions, the suggestions proposed mentioned that the plat-
form would be a useful tool for journalists and other professionals and that by using this
platform, journalists would have a chance to be more precise, avoid fake news, and provide
qualitative news articles to the public. The elimination of misleading information and data
sources was mentioned in more than one answer provided, making the importance of this
issue a high priority for the EarthPress platform.

The requirements and specifications extracted from this survey were valuable for the
definition of the EarthPress platform’s architecture and functionality. Initially, the fact
that users presented the text generation process as a time-consuming task and that EO
data were not easily retrievable on time was very important, since these two major issues
are the basis of the platform’s scope. The platform strives to solve the aforementioned
issues through the early detection of trending issues, the presentation of qualitative data
to the user, and the direct extraction of information produced by the analysis of EO data.
Furthermore, it is important that all information that is currently useful for the journalists
during the composition of an article, such as posts from social media platforms and articles
from websites, is available to the users through a platform in order to be easily accessible
at all times.

Considering the generation of an article and based on the fact that most of the partici-
pants had previous experience with such platforms, the requirement extracted concerns
about the ability of a user to edit an article and receive qualitative information extracted
by the analysis of EO data on time in order to use them for the information extraction.
Regarding the multimedia used for the final article, images, and statistics, along with video,
were highly rated options by the participants. Therefore, the platform should be able not
only to retrieve this information when it is available but also to provide it to the users and
allow them to select which information will be used for the final article.

According to the analysis of the data provided in this sub-section, the architecture of
the EarthPress platform was enhanced in order to include not only the basic modules but
also to include the corresponding modules and meet the requirements extracted.

2.2. System Architecture

The system’s architecture is presented in Figure 1. The proposed architecture consists
of eight main modules, which are the: (a) user interface, (b) user manager, (c) breaking news
detector, (d) data fusion (e) database manager (f) image processing, (g) journalist profile
extractor, and (h) EarthBot module. The architecture of the platform includes two parts,
the front-end, and the back-end. The front-end concerns the design of the platform’s user
interface (UI), while the back-end includes the platform’s database, the implemented AI
methods for image processing and text synthesis, as well as, algorithms for data collection
and data filtering. A detailed description for each sub-module is provided in the following
sub-sections, while a description of the user interface is available in Section 3.
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2.3. User Interface

The user interface module refers to the interactive interface of the platform, which
allows users to interact with the other modules of the system, as well as visualize the results
of the user’s searches and the generated article. The purpose of this module is to allow the
smooth interaction of the users with the system. Through this interface, users will be able
to interact with the system in a user-friendly way without any restrictions or requirements.

2.4. User Manager

The main scope of this module is the registration of new users to the EarthPress
platform, as well as the logging-in of the already registered users. It is responsible for
(a) the registration of new users to the platform, (b) the authentication process of users when
they log in to the platform, and (c) the updating of the users’ profile. The corresponding
APIs are included in this module, aiming at the exchange of all data required among the
related modules.

2.5. Database Manager

This module is a data storage mechanism for storing all the available information from
all modules of the platform. The types of data stored vary according to the needs of each
module. The input data for this module are outputs from other modules, such as tweets,
articles, and any additional information provided by the user via the user interface, such
as any previously written documents by the user that will be used for the personalization
of the generated text.

2.6. Breaking News Detector

The instant detection of breaking news, as well as the collection of data related to
the breaking news, is of great significance for journalists. In this scope, a module that
detects breaking news and collects relevant news data is included within the platform’s
architecture. Within the EarthPress platform, the important news that we are trying to
detect is related to either natural or human-made disasters. To detect breaking news related
to disasters, the platform uses the Twitter social network.

The breaking news detector is composed of several sub-modules that perform different
functionalities. Two of the sub-modules are related to the data retrieval from Twitter. At
first, the trending topic-monitoring sub-module downloads tweets that contain certain,
pre-defined, keywords related to disasters, and second, the topic (disaster) classification
sub-module monitors the trending topics of certain areas and recognizes trending topics
related to disasters.
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From the tweets that have been extracted and are related to a natural disaster, it is
important to extract information such as the type of disaster, the location, and the date of
the event. For this reason, the keywords and main entities extraction sub-module is used
to extract the most important words and phrases from the posts retrieved, along with the
aforementioned information. For this task, the YAKE algorithm has been used [30]. These
keywords are used as input by the article retrieval sub-module, whose aim is to collect
news articles that will contain these certain keywords.

Finally, to ensure that the output of the breaking news detector does not contain
articles and tweets with false/misleading content, the collected information is checked
for their reliability and the detection of fake news. It is essential to ensure that the output
information of the breaking news detector does not contain articles and tweets with
false/misleading content, as these data will be used to compose the final news article in
the EarthBot module. For this reason, deep learning methods have been developed that
automatically detect and filter out any text with misleading content to ensure the quality of
the output information.

2.7. Data Fusion

As mentioned previously, the information that will be used for the generation of the
final article comes from different sources. This information needs to be correlated and
stored in a grouped way in the database so that it can be used more easily when requested.
To store the information in a grouped way so that it refers to common events for every user
in the database, a mechanism for comparing and correlating the different information has
been implemented.

2.8. EO Image Processing

The scope of this module is to analyze EO images and extract any available infor-
mation included. The EO images are retrieved using a sentinel-2 parser responsible for
downloading sentinel-2 images from the Copernicus Open Access Hub, according to an
area of interest and a timestamp. The users select these input parameters when they select
a topic of interest from the user interface presented in Section 3. This image is further
processed for the detection of affected areas and changes in buildings that have occurred
from a disaster. Two distinct sub-modules with different scopes have been included in
the EO image processing module: the first one, called the “building footprint extraction
and damage detection sub-module” aims to detect damages within an urban area using
RGB images and is based on the buildings that exist within a certain area. The second one.
Called the “affected area detection” sub-module, is independent of the type of area and
can detect floods and burned areas based on sentinel-2 images.

The outcomes of the processing are the processed EO images retrieved, accompanied
by rough statistics on the impacted area (e.g., surface, type of land cover/land use affected).
The numerical information, provided as output, is taken into consideration during the
generation of the news article, giving an added value to the generated news article. On the
other hand, the processed EO images are made available to the end-user through the User
Interface, allowing them to select if they would like these images to be presented in the
final article or not.

The sub-modules included in this module are:

2.8.1. Sentinel-2 Parser

The sentinel-2 parser has been implemented for the retrieval of EO images. This parser
receives input coordinates showing the location of the event selected by the user and a
timestamp. A before and an after depiction of the location provided are retrieved from the
Copernicus Open Access Hub in order to be processed through the sub-modules included
in the image processing module.

This sub-module is not only responsible for the retrieval of the sentinel-2 images
but also for their conversion to RGB images in order to be used as input in the building
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footprint extraction and damage detection sub-module. It should be mentioned that the
sentinel-2 data that will be retrieved will include 13 spectral bands: four bands at 10 m, six
bands at 20 m, and three bands at 60 m spatial resolution.

2.8.2. Building Footprint Extraction and Damage Detection Sub-Module

This sub-module implements a key EO data processing function by providing the
capability to detect buildings in satellite imagery and the capability to detect changes in
the footprint of the building(s) given images from a time point preceding and a time point
following a (disastrous) event (e.g., an earthquake).

The building footprint extraction and damage detection sub-module uses RGB im-
age(s) as input and provides as output a PNG image file of the segmentation map depicting
the two classes, “building” and “not building”, along with a text file presenting the build-
ing footprint area in square meters. Both sets of data will be used for the synthesis of the
final article.

2.8.3. Affected Area Detection

The sub-module of affected area detection aims to detect the affected areas using
the images retrieved from the sentinel-2 parser as input. Using two different methods,
this sub-module can detect both the areas affected by water, through the water change
detector and the burned areas, through the burned area detector. The water change detector
processes images from the sentinel-2 and outputs processed images and numerical data
relating to flood disasters. Similarly, the burned area detector also processes images from
the sentinel-2 sub-module and extracts processed images and numerical data relating to
fire disasters.

Both modules provide the processed images as output, depicting the affected areas
with the use of additional layers over the initial image and numerical data including the
percentage of the affected area. The images and the numerical data resulting from this
analysis are used for the composition of the final article. The images can be included in the
final article, while the numerical data will be used within the context of the generated text,
aiming to provide additional information to the user, which in other cases might not be
feasible to be retrieved.

2.9. Journalist Profile Extractor

The scope of the EarthPress platform is not only to generate articles that include EO
data but also to provide personalized articles that follow the writing style of each author.
Each author has a unique way of writing and presenting news. In order to personalize
the generated text and, in particular, to transfer the style of the writer to the generated
text, a module that creates the user’s profile from their previously published articles has
been designed. This module is intended to define the user’s profile by extracting the
words/phrases that a journalist uses more frequently on his/her articles, along with the
sentiment that the journalist usually uses when composing an article on a certain subject.
This module consists of the following submodules:

2.9.1. Journalist Specific Keyword Extractor

As mentioned previously, the aim of the journalist specific keyword extractor is to
extract the most significant and more frequently used keywords from the documents
provided by the user when creating their profile. The most frequent words that a user tends
to use in the document are extracted using the keywords extraction method, similar to those
used in Section 2.6. These words, named keywords in this context, are an important asset
for the article generation as with the words used by the user in an article, the dynamics of
the text are alternated.
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2.9.2. Sentiment Analysis

The sentiment is an important asset for writing an article. Journalists, and authors
in general, tend to write an article having a certain sentiment according to the event’s
outcome. The tone of each article can be retrieved by analysis of a document, resulting
in the extraction of the document’s sentiment. This characteristic is important for the
personalization of the article through text style transfer since the tone of the article will be
adjusted to the sentiment generally used by the author in similar articles.

Using the database manager, the documents provided by the user as input during
the user’s profile creation are retrieved from the database. These documents are further
analyzed in the sentiment analysis in order to extract the sentiment used by the user in the
articles. For this purpose, the BERT [16] model has been developed and integrated within
the platform. For each journalist, his/her previously published articles are considered. The
sentiment that is more frequently used by a journalist for describing a news story related
to a certain type of disaster will be finally extracted and passed to the EarthBot module for
the final article creation process.

2.10. EarthBot

The EarthBot module is the last module of the EarthPress architecture and is respon-
sible for the automatic generation of news articles. The EarthBot is responsible both for
the text synthesis of the article as well as the final article composition that integrates both
the generated text and multimedia content selected by the user. In order to achieve that,
EarthBot integrates different AI technologies, such as multi-document summarization,
name entity recognition and keywords extraction, and data-to-text generation, for the
generation of the textual part of the article.

The input data of EarthBot are posts from social media and news articles relevant to a
disaster, along with statistics that are extracted from the processing of EO data by the EO
image-processing module. The social media posts and the news articles are processed, so
the most important keywords and main entities can be extracted from them. Additionally,
these posts are inserted into the multi-document summarization method supported in
order to have a common summary of all documents as output. These two types of data
are passed as input to the news article text synthesis sub-module, which is responsible for
generating the text content of the final article. This sub-module supports two options that
are further described in sub-Section 2.10.3.

Moreover, the news article generation sub-module receives the journalist’s profile as
its input for the personalization of the generated text. The composition of the final article is
achieved by combining the produced text and images selected by the user by the article
composition sub-module. In order to achieve all the aforementioned tasks, this module
consists of the following sub-modules:

2.10.1. Additional Keywords Generation

The terms keyword and key phrases are used interchangeably in this context. Apart
from the extraction of the keywords that are present in a text (i.e., in posts and documents
retrieved), additional, absent keywords that are not present in the initial text can poten-
tially be generated using deep learning sequence-to-sequence models. These additional
keywords are used as input for the text synthesis sub-module. For the implementation of
the additional keywords generation, the method described in [22] is used.

2.10.2. Multi-Document Text Summarization

Multi-document summarization is the task of producing summaries from collections
of thematically related documents, as opposed to the single-document summarization
that generates the summary from a single document. In the scope of the EarthPress
platform, for the text generation task, a multi-document summarization method is used
initially to generate summaries of groups of thematically related articles or tweets. For the
implementation of multi-document summarization, the PEGASUS [24] model has been
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developed and integrated within the platform. The produced summary will be further
provided as input for the text generation.

2.10.3. News Article Text Synthesis

This sub-module implements the task of generating the textual part of the news
article. The generated article describes the event that the user chooses from the available
topics resulting from the breaking news detector. The generated text should be consistent,
coherent, and syntactically correct. Once the text is generated, the user can edit it and make
changes or additions according to his/her preferences.

The user has the opportunity to choose one of the two options supported for the
generation of the news article. For the first option, all available information and data
extracted from the EO data processing are mapped to predefined text templates. For this
reason, a rule-based system will be used to translate the data to map them to the templates.
For the implementation of these methods, the method described in [31] is used.

For the second option, two deep learning approaches are followed. For the first
approach, a deep neural network is deployed. This method uses data keywords/key-
phrases and data extracted from the EO image processing module and the journalist profile
extractor as input. The processing of the data is based on a tokenizer that encodes the
data into useful representations for computational purposes. Finally, the processed data
are used as input to the model used for the text generation. For this approach, the T5
model [25] is used.

For the second approach, a deep neural network is implemented that uses a summary
from different textual data as it was produced by the multi-document summarization
sub-module. Subsequently, the output summary is aggregated with information from
the EO image-processing module and the journalist profile extractor and forms the final
news article.

A key difference between the two approaches lies in the different nature of the input
data for the deep learning models. In the first approach, keywords/key-phrases and other
non-textual data extracted from tweets and articles will be used as input data. In the
second method, the tweets and articles themselves will be used for input data without
an intermediate stage of extracting information from them. The platform will support
both approaches.

2.10.4. Article Composition

This submodule is responsible for the composition of all the individual elements that
make up the final article. Data from different modalities (text, images) should correspond
to each other (e.g., the content of the first paragraph of the text should correspond with
the following image, captions should correspond with the images). If the user chooses
the first method to produce the text, as described in Section 2.10.3, then the texts and the
corresponding images will be placed in specific predefined positions.

If the user chooses the second method for the final news article generation, a heuris-
tic algorithm is used to correlate data from different modalities and synthesize a well-
presented article. The end-users will be able to edit the final article (e.g., rearrange the text
and the image places) according to their own needs and preferences. The users will be able
to make changes in the content of the generated text. The input data for this submodule
are the generated news article, processed EO images resulted from the image processing
module, links, hashtags, and image captions.

3. System Presentation

The EarthPress platform is a web-based application for Web 3.0, allowing users to
receive information about events occurring in a certain location, retrieve analyzed EO data,
and generate a news article by selecting one of the two options supported for the text
generation. This platform provides a user-friendly interface through which the users can
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interact with the EarthPress platform and its functionalities. In particular, a user through
the user interface of the EarthPress platform has the following abilities:

• Log in and register to the platform;
• Create and edit their profile and upload any previous articles that they want to be

used for text generation;
• Receive a list of current breaking news, filter and select a category;
• View the retrieved EO images and the features extracted from them;
• Generate an article, edit, and store it.

The user can fill in the profile when s/he has already registered in the system. The user
can set the language that s/he uses when writing an article. Moreover, they can upload
their previously published news articles (Figure 2) in order for the system to recognize and
extract their writing style. The latter will be used as input to the module that is responsible
for the text synthesis (EarthBot) in order to personalize the automatically generated article.
The module that is responsible for the journalist profile extraction is described in Section 2.8.
The EarthBot module is described in Section 2.9. The final article will be composed of the
automatically personalized generated text, along with any retrieved images selected from
the user. The images that will be included in the final article will be both processed EO
images and images retrieved from Twitter’s posts.
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Figure 2. User profile view, depicting the ability of a user to upload and remove any uploaded
documents stored in his/her profile.

When the user has created his/her profile, s/he is transferred to the main view of the
platform. The main view includes initially a table presenting a list of the breaking news
events, along with additional information (Figure 3) resulting from the breaking news
detector module, presented in Section 2.5. This table is updated periodically aiming to
provide any new information to the user. The user is allowed to interact with this table and
filter this list of breaking news according to the features provided for each event, such as
the location of an event, etc.

The user is able to be select the area of interest from the interactive map. The next step
is to click on the corresponding button in the main view and receive related information
about the selected event. Based on the requirements presented in Section 2.1, users tend
to search on social media platforms for information about a topic; they are using such
information for the creation of an article, along with other news articles and images posted
on social media. Therefore, all this information should be available to the user on the
related material section in the user interface (Figure 3). The user should be able to look at
all the available material and select the articles and posts that s/he wants to be included in
the final article.
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Figure 3. Visualization of all the available material and EO images based on the selected event.

As presented in Figure 3, the user can select the posts and articles that will be used
for the generation of the final article. Additionally, the user can select from two different
categories of multimedia. The first category, called “related images” in Figure 3, includes
images retrieved from social media and are the ones posted by users. The second cate-gory,
called “related EO images” in Figure 3, includes the EO images retrieved and the processed
ones resulting from the image processing module. From the related articles, posts, and
images provided, users can select at least one of them to be used in the final article.



Future Internet 2021, 13, 161 14 of 18

Once the user has selected the images that s/he wants to be included in the final
article and at least one of the related articles and posts provided, s/he can proceed to
the generation of the article. Aiming to increase user experience, a new view is created
(Figure 4), allowing the user to view, edit, store, and update the generated article. In
particular, through this view the user can remove the keywords that were initially used for
the generation of the text, include new keywords from the list provided and re-generate a
text and view the generated article. An important element for the generation of the text is
the order in which the keywords are entered so that there can be coherence and flow in
the generated text. Therefore, the user will be able to re-arrange the order of keywords.
In this list, additional keywords can be added. The additional keywords can be retrieved
from another list of keywords extracted from the corresponding modules presented in
Section 2.9.1.
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This final article will be trimmed and finalized by the users themselves within the
given layout constraints. Furthermore, the user is allowed through this view to save the
generated article on his/her user profile. In addition, the final article will be downloaded
upon request through this view.

4. Discussion

In recent years, the amount of data (documents, images, videos, etc.) that are produced
daily has increased tremendously. This has raised many challenges in different fields, such
as journalism, where the development of new methods that are able to collect and extract
useful information from these vast amounts of information is necessary. Journalistic
practices, such as data-driven journalism, follow four basic steps toward the creation of a
news story, which are: (a) the data collection, (b) data filtering, (c) data visualization, and
(d) story generation. Data collection refers to the collection of raw data while data filtering
refers to the process of filtering and maintaining only the information relevant to the news
story. Data visualization is the process of transforming data in such a way and creating
visualizations to help readers to understand the meaning behind the data. Finally, story
generation (publishing) refers to the process of creating the story and attaching data and
visuals to the story.

However, in each of the aforementioned steps, several difficulties are raised. Multi-
media data collection can be laborious due to the huge amount of available data and to the
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multiple data sources. Moreover, in many cases, programming knowledge may be required
in order to collect data from certain sources. Additionally, the collected data may come in
different specialized formats and may be difficult to be checked and filtered from a person
or a group of persons. Furthermore, much of the collected information may refer to fake
news that has to be filtered out. In addition, the extraction of additional knowledge from
data, such as the EO data, and the creation of easily understandable visualizations may
require expert knowledge. Finally, the combination of the available data and the limited
response time for publishing breaking news makes it a very challenging task. The whole
process is a time-consuming procedure that requires the development of systems that can
tackle the above difficulties.

Towards this scope, this paper presents an innovative Web 3.0 platform, called Earth-
Press, aiming to facilitate professionals of the Media industry by automating many of their
journalistic practices. More specifically, the platform is intended to act as a supportive tool
in many steps of the journalistic workflow, from data collection and data filtering to the
extraction of useful information from the collected data and the automatic synthesis of
news stories. In addition to the provided services, the platform aims to deliver value-added
products to the editors and journalists based on EO data, allowing them, thus, to enrich
their publications and news articles. Such information is important in the news that is
related to disasters such as floods and fires.

EO data are freely available in large quantities. However, the main obstacle to their
wide use by journalists relates to the difficulties in accessing and even processing them
so as to extract additional meaningful information without expert knowledge. Through
this platform, users have the possibility to retrieve and extract valuable information from
EO data and, specifically, from EO images, without having prior knowledge of processing
satellite images. The collected data are automatically processed and provided to the
journalists as valuable information regarding the effect of a disaster on a certain area.

The major market segments that EarthPress targets are: (a) local newspapers, which are
interested in providing breaking news with a high level of personalization; (b) nationwide
newspapers, which are more interested in producing worldwide information; and (c) ePress,
which are generally more specialized and could be interested in accessing more elaborated
information regarding disasters and EO data.

In this paper, the platform’s architecture and its components were presented and
analyzed, as well as, the requirements received by journalists and the platform’s user
inter-face. The basic services provided by the platform are: (a) the detection of breaking
news related to disasters, (b) the collection of EO data from Copernicus and multi-media
data from social media and news sites, (c) the filtering of the collected data based on their
relevance with a disaster event and their credibility, (d) the extraction of useful information
related to a disaster and its effect on an area from EO data through the use of image
processing techniques and (e) the automatic text synthesis of news stories through the
use of AI models that are personalized according to the writing style of each journalist.
Each of these services includes many challenging tasks, from multisource and multi-media
data acquisition and filtering to the fake news detection and the processing of the EO
data, as well as the generation of personalized news articles. The latter deals with various
challenging tasks of the NLP field, such as the extraction of the most important keywords
from a given text, the writing style transference for the personalization of the generated
text, and the text generation of the news article. Text generation is an open research topic
whose scope is to provide human-like written text that is coherent and meaningful. The
training of AI models that deal with text generation is usually a quite demanding process
that requires resources, a huge corpus of training data, and many hours of training. In the
scope of EarthPress, the generated text should be also relative to the news story’s topic and
should avoid containing misleading or erroneous information.

All the aforementioned services included within the integrated platform of EarthPress
can facilitate the journalists significantly in order to reduce the needed time for collecting,
evaluating, filtering, combining, and finally publishing news stories ready-to-be printed.
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However, there are some limitations in the proposed platform that should be taken
into consideration. As it was mentioned previously, text generation is a challenging NLP
task of great research interest. The final generated text should be paid attention to in order
to avoid including misleading or false information, while it should be also coherent and
relevant to the news topic. The fake news detector should check the generated text so the
credibility of the generated text can be ensured. Moreover, the retrieval and processing
of EO data may be a time-consuming process that may require some hours of processing.
Additionally, the accuracy of the results may vary depending on the characteristics of the
available EO data (e.g., different Spatio-temporal resolutions, cloud cover, etc.).

5. Conclusions

With the advent of Big Data, the need for innovative tools that are able to handle this
vast amount of data and extract information of added value has emerged. In the field of
journalism, the latest journalistic practices require the automatic collection and filtering of
information related to a news story from multiple sources, as well as the automation of the
procedure of the news stories generation.

In this work, the concept of the EarthPress platform was presented, an assistive
Web 3.0 platform that targets to facilitate professionals of the media sector in each step
of the journalistic procedure. The EarthPress platform intends to facilitate journalists in
collecting data and automatically composing articles related to disasters such as floods and
fires. Moreover, it aims at extracting added value information from EO data that can be
included in the final news story. Following this, in this paper, the system’s architecture of
EarthPress is presented, which consists of several modules and sub-modules, each of which
serves a different purpose. The main modules of the EarthPress as they are presented in
Figure 1 are, namely, (a) the user interface, (b) the user manager, (c) the database manager,
(d) the breaking news detector, (e) the data fusion, (f) the EO image processing, (g) the
journalist profile extractor, and (h) the EarthBot.

For the definition of the architecture and the user interface of EarthPress, a workshop
with more than 130 participants of the media sector was conducted, aiming to identify the
requirements and the specification of the EarthPress platform. The collected requirements
indicated that a tool or a platform that can facilitate the journalistic procedure in its different
steps is of great interest to the media sector. Additionally, the presented platform will
include AI methods for the validation of the collected data to avoid using misleading
information for the generation of the final news article.

The future steps regarding EarthPress are the implementation and the testing of each
of the architecture’s modules, as well as the evaluation of the platform in real-time with
real users of the media sector.
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