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Abstract: A data center undertakes increasing background services of various applications, and
the data flows transmitted between the nodes in data center networks (DCNs) are consequently
increased. At the same time, the traffic of each link in a DCN changes dynamically over time.
Flow scheduling algorithms can improve the distribution of data flows among the network links
so as to improve the balance of link loads in a DCN. However, most current load balancing works
achieve flow scheduling decisions to the current links on the basis of past link flow conditions. This
situation impedes the existing link scheduling methods from implementing optimal decisions for
scheduling data flows among the network links in a DCN. This paper proposes a predictive link load
balance routing algorithm for a DCN based on residual networks (ResNet), i.e., the link load balance
route (LLBR) algorithm. The LLBR algorithm predicts the occupancy of the network links in the
next duty cycle, according to the ResNet architecture, and then the optimal traffic route is selected
according to the predictive network environment. The LLBR algorithm, round-robin scheduling
(RRS), and weighted round-robin scheduling (WRRS) are used in the same experimental environment.
Experimental results show that compared with the WRRS and RRS, the LLBR algorithm can reduce
the transmission time by approximately 50%, reduce the packet loss rate from 0.05% to 0.02%, and
improve the bandwidth utilization by 30%.

Keywords: ResNet; data center network; load balancing; traffic scheduling

1. Introduction

An increasing number of computing tasks are offloaded to a cloud center by various
user applications [1]. Therefore, the frequency of data communications between nodes in
data center networks (DCNs) are increased, and the volume of data transmitted by DCNs
also grows rapidly. Popular applications readily cause load imbalance in the internal links
of DCNs, and some bottleneck links are liable to be congested. At the same time, neglected
links are fully utilized, thereby preventing the DCN from being maximized. Through
flow scheduling, DCNs can select an appropriate path and transmission rate for a specific
data flow, such that all links in the DCNs tend to be equally occupied. Thus, a traffic
scheduling algorithm can reduce the congestion of the bottleneck link and improve the
overall efficiency of a DCN [2].

Existing flow scheduling methods can be divided into two categories [3]. The first cat-
egory is to propose and design a new architecture model for optimizing traffic scheduling.
This category can be further divided into two subcategories according to different starting
points [4].

The first subcategory entails the distribution of flow as the starting point. The DCN
involves two types of data traffic composition [5].A small flow with a large number but a
small scale is called a mice flow. A large stream with a small number but a large scale is
called the elephant flow. Although small flows account for a large proportion in number,
their scale is far from that of large flows. Therefore, determining the load balance in

Future Internet 2021, 13, 54. https://doi.org/10.3390/fi13020054 https://www.mdpi.com/journal/futureinternet

https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://orcid.org/0000-0002-8843-1555
https://orcid.org/0000-0002-9886-8814
https://doi.org/10.3390/fi13020054
https://doi.org/10.3390/fi13020054
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/fi13020054
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/1999-5903/13/2/54?type=check_update&version=2


Future Internet 2021, 13, 54 2 of 13

network traffic depends on a few large flows [6]. The LABERIO algorithm aims to evaluate
the degree of network balance by setting a threshold of that balance and calculating the
degree of network load balance according to the state of all links [7]. When the balance
degree exceeds the balance threshold, the largest stream on the link with the highest load
is selected for scheduling. However, after the completion of the regulation of large flows,
the subsequent processing of small flows is unreasonable. In general, the emergence of
network link fragmentation and low resource utilization of network links are due to the
unreasonable scheduling of small flows [8].

The second subcategory involves the flow table in OpenFlow as the starting point [9].
By improving some current routing scheduling mechanisms, the purpose of load balancing
is realized [10]. An example is a real-time virtual machine management framework based
on a software defined network (SDN) [11]. Experimental results show that the proposed
management structure can effectively realize load balancing and improve link utilization.
However, the increasing complexity of the network scale means that the burden of the
controller will be seriously aggravated in this method, thereby leading to an increasing
computation time of the topology update [12,13].

The second category of flow scheduling methods develops a new algorithm to opti-
mize the flow control operation [14]. Typical algorithms include the round-robin scheduling
(RRS) [15], weighted round-robin scheduling (WRRS) [16], and source IP hash schedul-
ing [17]. However, the above various algorithms have their own problems. For example,
source IP hashing will cause an unbalanced server load [17].

The above research reduces network delay and improves link load balancing by op-
timizing the routing calculation and multi-path scheduling strategy. However, with the
increase of the network center scale, the real-time link usage acquisition becomes more com-
plex, and the burden of the controller increases. Thus, the computation time of the topology
update becomes increasingly large, a situation which leads to lowered network perfor-
mance.

To better improve the degree of load balancing, this study employs a prediction
method to predict the link utilization in the next duty cycle. This approach reduces the
burden of the controller in real-time monitoring network link conditions.

The spatio-temporal residual networks (ST-ResNet) algorithm [18,19] entails a deep
understanding of spatiotemporal data and maximizes the characteristics of spatiotemporal
data itself [20]. Each link in the Fat-tree structure has the characteristics of spatiotemporal
data in data transmission, and as a result, the link is also spatiotemporal data. Based on the
ST-ResNet model [21], the ST-ResNet algorithm is suitable for predicting the link utilization
state in the next duty cycle in a DCN. Then, according to the prediction results, a link load
balancing oriented predictive routing algorithm (i.e., the LLBR algorithm) is proposed.
The LLBR algorithm uses ST-ResNet to train the previous usage of the link [22], thereby
predicting the utilization state of network links in the next duty cycle. Therefore, LLBR can
optimize the load balancing and improve the network performance [23,24].

In view of the above introduction of load balancing, this work proposes a method that
can predict the occupancy state of the link in the next time slot and make decisions for
traffic scheduling by means of design and research. The goal is to realize the load balance
of and improve the utilization rate of the link. The difference between this method and the
existing methods is that the former can ascertain the state of the link in the next time slot
and prepare for traffic scheduling in advance. In realizing this goal, we found that network
links and real traffic lines have the same characteristics of spatiotemporal data through
research. First, we modified the original residual network algorithm, divided the occupancy
state of the network links by time period as the training data, and then combined it with
the LLBR algorithm we proposed to make the decision of routing distribution. Finally,
the validity of the LLBR algorithm is verified through comparison with RRS and WRRS
which are commonly used in load balancing.

The rest of this article is organized as follows: Section 2 introduces the typical topology
and load balancing algorithm of the DCN. Section 3 presents the design of the LLBR.
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Section 4 provides the simulation experiments on the designed LLBR and the analysis of
the experimental results. Finally, Section 5 gives the conclusions of this work.

2. Related Work

This section, introduces the topology of a DCN and then summarizes the advantages
and disadvantages of load balancing in a DCN. Finally, the RRS and WRRS algorithms
are presented.

The rapid growth and scalability of data is a challenging task in DCNs. Research on
DCN topology can be divided into two categories: server-centered and network device-
centered topologies. In the server-centered topology, the network topology is constructed
in a recursive way. The server is not only a computing unit, but also a routing node, so it
will actively participate in packet forwarding. In the network device-centered topology,
network traffic routing and forwarding are all completed by switches or routers [25].

Server-centered topologies include the DCell, FiCoon, Bcube topologies [26]. The DCell
topology recursively constructs a large-scale network through a low-end port switch and
multi-port server. The limitations of DCell include a cross-sectional bandwidth and net-
work latency [27]. By contrast, network device-centered topology include the Tree, Fat-Tree,
and VL2 topologies [28]. In the Fat-Tree structure, the topology of the network is divided
into three levels, namely, the core, the aggregation, and the access layers. The Fat-Tree bi-
section bandwidth increases with the expansion of the network size, so it can provide high
throughput transmission service for data center. Multiple parallel paths occur between the
source and destination nodes in the communication between the servers of different pods,
such that the network has acceptable fault tolerance performance and generally no single
point of failure arises. Replacing high performance switching equipment greatly reduces
network equipment overhead. Moreover, the network diameter is small, a feature which
can ensure the real-time network requirements of video, online meeting, and other services.
The topology structure is also regular and symmetrical, thereby making it conducive to
network cabling, automatic configuration, optimization, and upgrading [29].

The software defined network (SDN) paradigm is usually adopted by DCNs to provide
centralized control and network program ability by separating network control and data
forwarding functions [30]. Thus, SDN can simplify network management and greatly
promote the improvement of network performance and network innovation ability so as to
solve the load balancing problem of DCNs [31].

The separation of network control and data forwarding is the key element to the
success of SDN technology [32]. However, the centralized control mode in logic also
generates the challenge of scalability [33]. Although the OpenFlow protocol in SDN has
attracted great attention [34], many technical problems remain unresolved in terms of
the OpenFlow protocol itself or the SDN control separation architecture [35]. The main
problems include the scalability of the control plane [36], the design of the SDN forwarding
plane, and the consistency of the SDN control logic. The main goal of improving the
scalability of the control plane is to reduce the overhead between the data plane and
controller, that is, to reduce network congestion, improve network transmission efficiency,
reduce network delay, and ensure network load balance so as to reduce the burden of the
controller, improve the efficiency of the data plane and enhance network performance.

In order to reduce the training time and improve the training efficiency in the compar-
ative test, we chose the polling algorithm with a faster training speed than the recurrent
neural network (RNN) this kind of algorithm [37]. The following is an overview of the RRS
and WRRS algorithms.

The RRS algorithm is implemented by forwarding requests to different servers in turn.
The advantages of this algorithm are simplicity, stateless scheduling, and the omission of
the need to record the current connection state. The RRS algorithm is implemented on the
premise that all servers have the same processing performance and the current response
speed and the number of connections of each server are irrelevant. However, this algorithm
readily causes load imbalance between servers when the time between service requests
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varies greatly. Therefore, this algorithm is suitable for all servers with the same hardware
and software configuration, and when the service requests are relatively balanced [15].

The server processing performance index of the WRRS algorithm is the weight. The al-
gorithm allocates the request to each server by the way of weight and rotation. The server
with the highest weight gets the connection first. That server can handle more requests
than a counterpart with lower weight. Servers with the same weight can handle the same
number of connections. However, the disadvantage of the WRRS algorithm is that when a
machine with a large weight is visited, the machine with a small weight will be in the idle
state, thereby resulting in a waste of resources [16].

This work combines the technical characteristics of the DCN, OpenFlow and ResNet.
We investigated the control plane routing update paradigm and the link load in the scala-
bility problem of the control plane and designed an efficient routing update algorithm and
a network resource scheduling strategy so as to improve network performance. Therefore,
this study proposes a predictive routing algorithm for the routing decision and topology
forwarding module of the OpenFlow controller, thereby optimizing the performance in
terms of transmission time, bandwidth, jitter delay, packet loss rate, and network resource
allocation to improve the network performance of DCNs.

This algorithm is developed according to the characteristics of spatio-temporal data [38]
and uses deep convolution algorithm to predict the utilization state of network links in
the next duty cycle [39]. According to the results of the number of times the link is used,
a link load balancing-oriented predictive routing algorithm is designed to optimize the link
load balancing.

3. Algorithm Design

This section proposes and designs an LLBR algorithm. By predicting the network
link situation in the future cycle, the path calculation is performed to realize the link load
balance. First, the algorithm introduces the traffic architecture diagram on the basis of
the LLBR algorithm, describes the creation of a network link occupancy prediction model,
and finally explores the implementation of the ST-ResNet algorithm and the LLBR algo-
rithms.

3.1. Framework of Traffic Scheduling

This section introduces the traffic scheduling framework according to the LLBR algo-
rithm (Figure 1). This framework describes the prediction of the usage frequency of all links
in the next time period and then calculates the network path on the basis of the prediction
result. The link load balancing scheduling strategy is therefore optimized. The framework
model of the traffic scheduling consists of two modules: the module for the dynamic
routing decision layer and for the routing using the dynamic routing decision layer.

1. Data transmission requests

2.Data collection

3. Model training

4.Flow table matching

5.Flow table updating

6.Dynamic routing decision layer

7. Transmission path

Figure 1. Traffic scheduling architecture diagram.

The module of the dynamic routing decision layer predicts the next cycle usage of
the link. It predicts the link occupation state, selects the transmission path, and updates
the flow table. When transmitting data flow in a DCN, the route is selected according to
the flow table of the switches. Meanwhile, the link occupation state is collected by the
controller to train the network state prediction model which is constructed according to the
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ST-ResNet. Finally, the next cycle usage of the link is predicted according to the prediction
model, and the path is calculated by the LLBR algorithm to form the dynamic routing
decision layer.

In the route distribution using the dynamic routing decision layer, the optimal path is
directly calculated through the decision layer when data transmission requests are made in
the network, and then the path is issued for data transmission.

3.2. Link Occupancy Prediction Model

The link occupancy prediction function of the LLBR algorithm first establishes a data
model for the network link occupancy. Then, using the data model as the input data,
a neural network structure is designed to predict the network link occupancy in the next
duty cycle according to the ST-ResNet.

In the LLBR algorithm, the occupancy state of the link is monitored by the Floodlight
controller and the occupancy state data of the link are collected. The collected data is used
to train the parameters of the model. Network data collection consists of two parts: the
establishment of the network request and the storage of the link occupation state.

The network request is a random discrete function (Equation (1)) hat follows the
Poisson distribution to generate two non-repeated random numbers [40]. Then, the random
number is mapped to the terminal ID according to the mapping of Equation (2).

Pn(t) =
e−λt × (λt)n

n!
(n = 0, 1, 2, . . . , N) (1)

F(x) =
Dmax − Dmin
Smax − Smin

× (x− Smin) (2)

x is the random number generated by the Poisson distribution, Dmax is the maximum ID
number of the terminal, and Dmin is the minimum ID number of the terminal. Smin is the
minimum value of the generated random number, and Smax is the maximum value of the
generated random number. F(x) is the final mapping result.

The controller is used to collect the occupancy status of the link, and the collected data
is divided into two datasets (namely, the DATA and DATE datasets) and are saved in HDF5
format. The DATA dataset is a three-dimensional array. The first dimension represents
the number of data transmitted by the link. The second and third dimensions form a
two-dimensional array(Figure 2). The number of links between two ports is calculated
using Equation (3).

count(s, d) = links(s, d) + links(d, s) (3)

where links(s, d) is the number of links used from s to d, and links(d, s) is the number
of links used from d to s. count(s, d) is the total number of this links used. As shown
in Figure 2, the four ports were taken as examples to record the usage times of the links
between each port within an hour, and the recorded data was mapped into the grid as
shown in Figure 2b for the succeeding neural network training. As shown in Figure 2a,
the network is bi-directional. The number from r2 to r4 is 2 and the number from r4 to r2
is 1, so the total number of uses of the link is 3. The total number of uses is recorded in
Figure 2b, from which we observe that the intersection of r2 and r4 is 3. The DATE data set
represents the timestamp generated by each piece of data. For example, the time of data
transmission is 13:00 on 8 January 2021, and the storage format of DATE is 2021010813.
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Figure 2. Link usage statistics. (a) Simulate the number of times a link is used between different
ports; (b) The number of times a link is used is mapped to the grid.

The network link occupancy prediction model uses the deep residual neural network
to divide the terminal link into the grid shown in Figure 2b through the understanding
of spatio-temporal data. Then, the link usage times of one cycle are projected onto the
grid to form a two-dimensional image. The data of multiple cycles form the link data.
The architecture of the network link occupancy prediction model consists of three modules
(Figure 3). First, the input data is divided according to the characteristics of the simulated
network, and then the three groups of characteristic data are merged to generate three
residual networks. Finally, three residual networks constitute the prediction model through
the convolution and residual units.
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Figure 3. Structure diagram of prediction model.

(1) Partitioning of input data
Network traffic in a DCN has the characteristics of self-similarity, periodicity, and long

correlation. Therefore, the input data can be divided according to different time intervals.
The data of the last 3 h were taken as the simulation of the self-similarity characteristic,
those of 24 h a day as the simulation of the periodicity characteristic, and those of one week
as the simulation of the long correlation characteristic to form three residual networks.
The three residual networks obtain the corresponding data through convolution.

(2) Fusion of three sets of characteristic data
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A convolution can capture nearby dependencies, and a bunch of convolutions can
further capture the dependencies of the entire network. Therefore, by fusing the three
residual networks after convolution processing, we can obtain Equation (4):

XRes = Wc ◦ X(L+2)
c + Wp ◦ X(L+2)

p + Wq ◦ X(L+2)
q (4)

where, ◦ is the Hadamard multiplication (i.e., unit multiplication). Wc, Wp and Wq are
adjustable learning parameters affected by the long-term correlation characteristics, pe-
riodic characteristics, and self-similarity characteristics, respectively X(L+2)

c , X(L+2)
p and

X(L+2)
q are the corresponding network outputs of the long-term correlation characteristics,

periodic characteristics, and self-similarity characteristics. Finally, the format of the fused
data is converted, and the value of the t interval is defined as Equation (5):

X̂t = tanh(XRes) (5)

where, tanh is a hyperbolic tangent function, and Equation (5) ensures that the output
value is between −1 and 1.

(3) Generation of the predictive model
The input data X̂t are repeatedly trained through the model. When the mean square

error RMSE between the predicted value and the true value is small or constant, the current
model parameters are saved. Then, model parameters will be used as the parameters of the
prediction model to predict the link occupancy state of the next duty time. We can obtain
Equation (6):

RMSE =

√
∑t

i=1
(
X̂i −Xi

)2

t
(6)

3.3. Implementation of the Algorithm

The ST-ResNet algorithm is a link frequency prediction algorithm that conforms to
the characteristics of spatio-temporal data. Then, the LLBR algorithm is used to optimize
the link load balancing scheduling strategy according to the prediction results. This section
first describes the ST-ResNet algorithm and then introduces the LLBR.

The prediction model based on the ST-ResNet algorithm is obtained through model
training, and the link usage frequency in the network is subsequently predicted to ascertain
the link occupation state in the next time period. The specific steps of the St-ResNet
algorithm are as follows:

(1) The data is divided into three groups according to the network characteristics: long-
term correlation characteristics Sq = [Xt−lq , Xt−(lq−1), · · ·Xt−q], periodic characteris-
tics Sp = [Xt−lp , Xt−(lp−1), · · ·Xt−p] and self-similarity characteristic
Sc = [Xt−lc , Xt−(lc−1), · · ·Xt−1], and lc, lp, and lq are the time intervals;

(2) Through Equation (4), three groups of data are fused to obtain the input data XRes;
(3) The input data XRes is formatted by Equation (5), such that all values are between −1

and 1 and the output value X̂t is obtained;
(4) The above operation is repeated until the RMSE between the predicted value and the

real value is small or remains unchanged;
(5) The current model is saved as a prediction model.

To ensure the accuracy and timeliness of the prediction model, the parameters of the
model must be trained periodically and constantly updated. Then, the calculation method
of the network route and the issuing of the route are performed according to the updated
prediction model. The prediction algorithm is shown in Algorithm 1.

The LLBR algorithm involves path calculation after the prediction model is obtained.
First, the algorithm reads the predicted link usage times in HDF5 format into a two-
dimensional array and then it evaluates whether each link has an odd number of uses. if
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so, the algorithm calculates the total estimated cost of the link, i.e., Cij. We can thus obtain
Equation (7):

Cij = Rij + Lij + jumpij (7)

where Lij is the delay of the link, jumpij is the number of hops from the network request
source switch to the link, and Rij is the predicted use times of the link.

If the number of times the link is used is even, then the current link usage is disre-
garded. We can ascertain the cost of the link through Equation (8).

Cij = Lij + jumpij (8)

Meanwhile, the predicted situation of this sub-link is halved for the next use. Fi-
nally, the path with the least estimated cost is calculated by the Dijkstra algorithm [41].
The specific description of the LLBR algorithm is shown in Algorithm 2.

Algorithm 1: ST-ResNet Algorithm.
Input: Historical observations:X0, · · · , Xn−1;Lengths of characteristics sequences:lc, lp, lq;Period:p; Trend span:q;

Prediction cycle:T.
Output: The result R of next T predict

1 S← NULL,M← NULL
2 for all available time intervalt(1 ≤ t ≤ n− 1) do
3 Sc = [Xt−lc , Xt−(lc−1), · · ·Xt−1];
4 Sp = [Xt−lp , Xt−(lp−1), · · ·Xt−p];
5 Sq = [Xt−lq , Xt−(lq−1), · · ·Xt−q];
6 Put an training instance (Sc, Sp, Sq, Xt) into M
7 Initialize all learnable parameters θ in ST-ResNet

8 while stop criteria not me do
9 Randomly select a batch of instancesMb fromM

10 Find RMES by minimizing the Equation (6) with Mb

11 Use M to predict XTn =
(
XTn−1 , YTn−1

)
12 Put the result of change XTn into the original format into R

The Djikstra algorithm is the shortest path algorithm from one to the other vertices and
solves the shortest path problem in the graph. The main feature of the Djikstra algorithm
is that an array is used to save the shortest path distance from the starting point to other
points, and the strategy of a greedy algorithm is adopted to traverse each time to the
adjacent node of the nearest and unvisited vertex from the starting point and constantly
update the array until it is extended to the end point. This work uses the Djikstra algorithm
as a part of the LLBR algorithm to calculate the path with the least cost [41].

Algorithm 2: LLBR Algorithm.
Input: The result of predict:R; Source host:S; Destination host:D
Output: The path :P

1 P← NULL;C ← NULL;times← 0; for For all links:i, j ∈ (0, 81) do
2 if times is odd number then
3 Cij ← Rij + Lij + jumpij;

4 else
5 Cij ← Lij + jumpij;

6 Use dijsktra to compute path P final
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4. Simulation Experiment

To verify the effectiveness and feasibility of the LLBR algorithm proposed in this
paper, an experimental simulation environment was constructed. The proposed LLBR
algorithm was verified experimentally by simulating the Fat-Tree topology of the data
center network. In the same experimental environment, the experimental results of different
network performance indicators of the LLBR, WRRS and RRS algorithms were compared
and analyzed.

4.1. Experimental Environment

The K = 8 Fat-Tree network topology was constructed on Mininet, as shown in Figure 4
(several switches and hosts were omitted). The topology consisted of 128 hosts and 80
switches. The Poisson distribution was used to simulate the request of data transmission
in a DCN. A Floodlight controller collected the link occupation state of the data traffic
transmission in the DCN. The Keras learning library was utilized to implement the model.

Figure 4. Fat-Tree topology (K = 8).

4.2. Simulation Result

In this section, the simulation results for the transmission time, bandwidth, delay jitter,
and packet loss rate of the three algorithms are compared and analyzed. The transmitted
data in the experiment measure 185 Kbytes.

Figure 5 depicts the cumulative distribution function of the time spent on the trans-
mission data recorded by the three algorithms at 22 terminals within an hour. The LLBR
algorithm had 90% port transfer time within 250 ms, while the RRS and WRRS algorithms
had 40% port transfer time above 250 ms(Figure 5). The LLBR algorithm had a gentle
transmission time, whereas the transmission time jitters of the WRRS and RRS algorithms
were relatively large. Thus, the LLBR algorithm was reasonable for data transmission link
allocation and reduced the delay.

Figure 6 shows the cumulative distribution function of the bandwidth used to transmit
data in the DCN as recorded by 22 terminals within an hour using the three algorithms.
The bandwidth of the LLBR algorithm was better than that of the WRRS and RRS algorithms
(Figure 6). Thus, the LLBR algorithm improved link utilization and reduced the numbers
of idle links.
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Figure 5. Transmission time of three algorithms.
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Figure 6. Transmission bandwidth of three algorithms.

Figure 7 presents the cumulative distribution function of the delay jitter of the trans-
mitted data recorded by 22 terminals within an hour using the three algorithms. When the
LLBR algorithm and WRRS algorithms were used for data transmission, the delay jitter
of 90% of the ports was within 1000 ms. By contrast, the delay jitter of 90% of the ports
was all over 2000 ms when RRS algorithm was used for data transmission. This outcome
indicated that the LLBR algorithm could be used to reasonably transfer large-scale and
small-scale flows on the corresponding links, thereby reducing network congestion.

Figure 8 illustrates the cumulative distribution function of the packet loss rate of the
DCN transmitted by the 22 terminals recorded within an hour using the three algorithms.
The packet loss rate of the LLBR algorithm was 0.02%, a figure which was far lower
than that of the other two algorithms. Thus, the LLBR algorithm guaranteed the data
transmission and reduced packet loss.
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Figure 7. Delay jitter of three algorithms.
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Figure 8. Packet loss rate of three algorithms.

5. Conclusions

Many online services, parallel computing applications, and machine learning appli-
cations rely on data center infrastructure. These applications generate extensive traffic
in a DCN, thereby making traffic scheduling an important means to improve resource
utilization, ensure fair sharing, and guarantee application performance.

Through the analysis of the network transmission link in a DCN, this work confirms
that a network link has the characteristics of spatio-temporal data during data transmission.
Therefore, we modified the original ST-ResNet algorithm. The input of the algorithm is
changed to the occupancy state of the link, and the output standard is the mean square
deviation between the predicted data and the current real data. Thus, the link occupancy
status of the next duty time can be predicted. To make better use of the predicted results, we
propose the LLBR algorithm, which determines the path used for data transmission So as
to achieve load balance and improve the user’s Quality of Experience (QoE). Experiments
show that the LLBR algorithm can reasonably allocate the transmission path for the data
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in the next duty time. In the DCN, reasonable traffic scheduling can be performed by
applying the LLBR algorithm to improve the utilization rate of resources, ensure fair
sharing, and guarantee the performance of various applications.
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