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Abstract: Fake news is prevalent in society. A variety of methods have been used in an attempt to
mitigate the spread of misinformation and fake news ranging from using machine learning to detect
fake news to paying fact checkers to manually fact check media to ensure its accuracy. In this paper,
three studies were conducted at two universities with different regional demographic characteristics to
gain a better understanding of respondents’ perception of online media labeling techniques. The first
study deals with what fields should appear on a media label. The second study looks into what types
of informative labels respondents would use. The third focuses on blocking type labels. Participants’
perceptions, preferences, and results are analyzed by their demographic characteristics.

Keywords: fake news; media labeling; misinformation; perceptions of labeling online content;
deliberately deceptive content

1. Introduction

The propagation of fake news online is a cause for concern. The majority of Americans
report getting at least some of their news online and many people report having believed
fake news at some point [1]. During the month leading up to the 2016 election, it is estimated
that the average American had consumed roughly one to three fake news stories [2].
Groups, individuals, and organizations are known to have propagated misinformation
and fake news on social media through the use of bots and phony accounts to purposely
misinform the public and manipulate their opinions [3].

Misinformation regarding health information can be especially damaging [4]. Amidst
the COVID-19 pandemic, social media platforms have taken posts down for providing
information that is contrary to current health guidelines in an attempt to ensure that the
public is properly informed [5]. The spread of misinformation and fake news, whether
accidental or on purpose, is harmful to people’s understanding of facts as opposed to fiction.
Because of this, social media platforms like Facebook [6], Twitter [7], and YouTube [8] have
attempted different tactics to try to make their content more transparent, mitigate the
effects of fake news, and diminish the spread of misinformation. Sometimes, these come in
the form of labels that show who sponsored the content, links that provide more context
on false information, or simply blocking content with or without an explanation.

A study regarding which types of information are seen to be important in determining
the trustworthiness and credibility of online media is presented herein. Two additional
studies examining the different types of labeling mechanisms respondents say they would
use and identifying which they think would be effective in determining the trustworthi-
ness and credibility of news articles are also discussed. One of these studies focuses on
informational labels that provide information about the media, while another focuses on
labels that block content. All three studies were conducted at two college campuses and
thus may not be indicative of the general population.
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Young adults, such as college age students, are of particular interest as more than half
of self-reported social media news consumers expect the news they see on social media
to be largely inaccurate [9]. Yet, individuals aged 18–29 tend to use social media more
frequently and to trust those sources more than average [9,10].

This paper continues with a review of prior relevant work in Section 2. Section 3
presents the research procedures that were used for this study. In Sections 4 and 5, data
from the label field and label format studies are presented and analyzed. Section 6 presents
the conclusions drawn from these studies and discusses planned and needed future work
in this area.

2. Related Prior Work

This section describes prior work in several areas that the current work builds upon.
First, a general discussion of product and content labeling is presented in Section 2.1. Then,
two types of previously used computer-based content labeling are discussed: basic warning
labels (Section 2.2) and intermediate pages and blocking (Section 2.3). Next, the spread of
information online is discussed (Section 2.4). Section 2.5 discusses fake news and media
consumption by digital natives. Then, in Section 2.6, the use of nutrition facts-style labels
for online content is discussed. Finally, in Section 2.7, machine learning techniques that
would enable widespread content labeling are discussed.

2.1. Product and Content Labeling

Federally regulated nutrition labeling in the United States began in the late 1890s and
early 1900s [11,12]. In 1912, the Sherley Amendment prohibited “false and fraudulent”
labeling, becoming the first federal law to regulate labeling based on manufacturer intent in-
stead of contents [12]. Nutrition labeling, of which a modern example is shown in Figure 1,
has served as a basis for product labeling in other areas (such as lighting product labeling,
shown in Figure 2). Modern nutrition labeling has focused specifically on addressing
challenges regarding consumer understanding of labels [13,14].
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misinformation. 

Figure 2. Lighting facts [15].

Labeling has also been proposed for numerous other products (see [16] for an extended
review of this), including some forms of content. Some of the most relevant forms of
labeling to the labels discussed herein, are the MPAA and V-Chip ratings that are applied
to movies and television programs, respectively. Notably, these systems [17–19] focus on
age appropriateness, as opposed to more content-targeted restrictions; however, in some
cases, a description of the reason for the rating is provided.

Product information can take several forms. Informational labels could take the forms
shown in Figures 1 and 2. In some cases, though, a product may be deemed to be dangerous
enough to merit a warning, such as the Surgeon General’s warning used for cigarette packs
(shown in Figure 3).
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2.2. Basic Warning Labels

Labeling fake, untrustworthy, or unverified online content is not a new idea. Many
social media companies label posters’ content. Other research has also proposed labels [21]
and studied the effect that they have on people’s recognition, detection, or sharing of fake
news [22–25]. Seo, Xiong, and Lee [26] tested the effectiveness of labeling media with a
simple warning label, distinguishing between fact checkers, machine learning, machine
learning with accuracy, and machine learning with a detailed graph breakdown of the data
stating that the content has been disputed. They found that overall the labels decreased
the likelihood of a reader sharing a story and increased fake news recognition, although
people’s trust in the labels themselves were low. Previous work also investigated the benefits
and limitations of different types of labels (i.e., blocking, intermediate, content warnings) [27].
This paper goes beyond this prior work by evaluating which labels and presentations enhance
recognition and thus may decrease the spread of fake news and misinformation.
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2.3. Intermediate Pages and Blocking

Similar to labels, intermediate pages and blocking are often used together in systems
that are currently in use. For example, the Google Chrome web browser redirects users
to an intermediate page (shown in Figure 4a) when a website’s certificate is not able to be
validated. The text on the page describes why the user is not allowed to proceed to the
website, and a button containing the text “back to safety” is highlighted in blue. However,
the user is not completely blocked from accessing the web page. With a couple of extra
clicks, the user is able to proceed. Overall, the page’s appearance is quite subtle, with only
a small red caution symbol to grab the user’s attention. Contrast this with another Chrome
warning page, pictured in Figure 4b.
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Figure 4. Example of Google Chrome’s warning and blocking pages: (a) intermediate warning page
for SSL issue [Source: Screenshot from Chrome web browser of BadSSL.com demo site] and (b)
blocking page for malware website [Source: Screenshot from Chrome web browser].

This page is much more eye-catching and is used when a requested website contains
malware or other harmful programs. In addition to the caution symbol, there is also a bright
red background. The user is not allowed to proceed from this page. One commonality
between these pages is that they both state a clear reason for the blocking. Other browsers,
such as Mozilla Firefox, have similar pages.

Using intermediate pages and blocking for news articles is not a new idea. Kaiser et al. [28]
stated that warnings that interrupt a user’s workflow (e.g., intermediate pages) are more
effective than passive warnings at preventing users from continuing to a dangerous web-
site. However, this refers to security warnings, which are different from misinformation
warnings. Kaiser et al. [28] tested different methods of adapting security warnings to
misinformation warnings. Specifically, they focused on the impacts of design choices,
contextual vs. intermediate placement of the warning, and the trustworthiness of the
source of the warning (e.g., a major company, a university, etc.). Importantly, they found
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that some people wanted the warnings to be more informative and to tell the user more
about why the website was being flagged [28].

The version of an intermediate warning page presented herein aims to be more
informative than previous efforts. While the security warnings shown in browsers provide
an explanation, it is typically a brief one. As shown in Kaiser et al.’s [28] study, there is
a desire for more informative labels. This goal is achieved through the use of a nutrition
facts-style label, which will be discussed in more detail in Section 2.6.

2.4. Psychology of Fake News and Spread of Misinformation

Psychological factors can play a role when people choose which news articles to read.
Among these factors is confirmation bias. Confirmation bias is the tendency for people to
interpret new information in a way that confirms or supports their already existing beliefs.
This, and selection bias (the tendency for people to read information that confirms their beliefs),
have been shown to be factors that can affect people’s information seeking habits [2]. Once
information has been located, it may be given undue trust by readers. Duradoni et al. [29]
demonstrated that many people over-trust strangers’ messages and content due to implicitly
considering them to have a good reputation unless demonstrated otherwise.

There may also be psychological effects that result from labeling itself. Penny-
cook et al. [30] found that when warning labels are used on news articles, the articles
without warning labels are seen as being more accurate than they otherwise would be.
They also found a similar effect with sharing habits. In cases where warning labels were
used for some articles, the articles without one were shared more frequently than they were
in the total absence of labels.

It is unclear whether this “implied truth effect” would occur with other types of
labeling. This is another way that a nutritional fact label could prove to be useful. Instead
of only applying warning labels to misinformation, the nutritional fact label could be
applied to every news article, regardless of its accuracy. It is possible that this could reduce
the impact of the “implied truth effect,” as the difference between a legitimate article and
an article with misinformation would not be so visually apparent. Another effect worth
considering is the third person effect, which is the hypothesis that people tend to “expect
[. . . ] communication to have a greater effect on others than on themselves” [31]. Empirical
evidence of the third person effect has been found regarding people’s perceptions of their
susceptibility to misinformation vs. other people’s susceptibility [32,33].

2.5. Fake News and Media Consumption by Digital Natives

Digital natives, such as current college students, have been exposed to internet content
throughout their entire lives and have been shown to understand its limitations. They have
demonstrated skill at identifying both accurate and deceptive news content [34], with most
study participants identifying both real and ‘fake’ news content correctly in one study [34]
(though another study [10] suggested that younger individuals tend to trust social media
more). They also demonstrate media consumption behaviors that treat consumption as
a search for the truth–as opposed to simply trusting a single source. Leeder [35] noted
that current college students examined pages for indications of reliability level, used more
than one source when consuming media, scanned through multiple search-criteria relevant
results and spent “adequate time” on selecting sources. They also demonstrated a tendency
to validate what they had learned from one source through the use of other sources,
googling relevant facts and information, and using fact checking websites. This is far
different from the behavior of older media consumers who may have gotten a significant
portion of their daily news from a single source such as a newspaper or evening news
program as part of a daily “news ritual” [36]. Despite this exposure, current young adults’
and youth’s media consumption skills vary significantly [37,38] and other factors, beyond
age, also play a role.

Current college students have come of age in a divisive media environment with
significant misinformation campaigns occurring surrounding the 2016 [39] and 2020 [40]
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U.S. presidential elections and the COVID-19 pandemic [40], along with other elections
worldwide (e.g., [41]). Hsiao [42] demonstrated the impact that this has had on youth and
young adults, linking increased political activism to the use of social media, which has
created “differences in their psychological processes compared to older generations.” Social
media allows candidates to push messages directly to younger media consumers without
the filter or counter-balance that traditional media would provide [43]. While this has
increased engagement and may increase voter turnout, it has also resulted in socialization
through “polarized information environments” [43].

This impact extends beyond politics. Childers and Boatwright [44] demonstrated
differences in the perception of influencers on social media, which correlated with age
demographics. Younger (generation Z) media consumers demonstrated an ability to tune
out social media influencers, giving attention to “their social media community, which
they have chosen and created based on personal preferences” while older consumers
(generations Y and X) conflated different types of intentional influence on social media.

Nelson and Taneja [45] studied the consumption of fake news during the 2016 United
States Presidential Election. They analyzed web browsing activities on mobile and desktop
platforms and compared 30 fake news sites (compiled by OpenSources, see [46]) with
24 real news sites that they compiled. They found that fake news consumers tended to
also consume real news with a frequency that strongly correlated (0.94) with the overall
popularity of the real news site, meaning that the fake news audience did not seem to
be especially isolated from real news sources and that fake news was merely an added
supplement. Fake news consumers were found to spend significantly more time per month
on Facebook and Google, spending two to three times as much time on these sites as those
that did not regularly consume fake news. This is of particular interest when juxtaposed
with the work done by Shearer and Matsa [9] and Fatilua [10], which demonstrated that
individuals aged 18–29 tended to use social media more frequently and place heightened
trust in these sources. While higher engagement of fake news consumers was demonstrated
by Nelson and Taneja [45], they did not find that simply using Facebook in-and-of-itself
correlated with higher consumption of fake news.

Rampersad et al. [47] investigated demographic factors that may correlate with fake
news consumption. The researchers surveyed 107 Saudi Arabian students outside Saudi
Arabia from July to August 2017. The respondents were mostly in the age groups 21–30
(54.7%) and 31–40 (39.6%). They were also mostly male (84.0%), and most had completed
either a bachelor’s (46.2%) or master’s degree (36.8%). They found that older age corre-
lated with the increased acceptance of fake news, while gender was shown to have little
correlation. They also found that a lower level of education correlated with an increased
propensity to follow or spread fake news without confirming the source.

Tant,ău, et al. [48] conducted a study with 504 participants, of which approximately
one third were age 40 or over and two-thirds were under 40. In the study, participants
were given four posts to consider: two were written using objective language while the
other two used subjective language. For half of the participants, the posts were provided
as text only. For the other half, the subjective posts included a violent image of a protest,
and the objective posts included a more neutral image of a government building. The
study showed that participants preferred to share the more objective story. The presence of
an image and age were shown to correlate with decisions as to which post to share and
whether to share a post with others; however, the differences between the demographic
groups were relatively small.

Existing research on the consumption of digital media and trust of fake news and social
media by digital native youth and young adults is, thus, inconclusive and in some cases
contradictory. Studies have shown increased skill at consuming [34,35] and filtering [44]
online content, but also greater trust in it [10]. Rampersad et al. [47] and Tant,ău, et. al’s [48]
work shows that while age has some correlation with the sharing and acceptance of fake
news, there are likely other factors that play a part in determining behaviors. News
consumption and sharing decision making, by digital natives and others, is demonstrably
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different and influenced by psychological [42], socialization [43], influence identification
skills [44] and numerous other differences. Finally, while differences between age groups
have been demonstrated [35,48], evidence also exists for significant differences within age
demographics [37,38] as well, though this has not been as extensively studied.

2.6. Nutrition Facts Labels

To improve on existing labels, attempts have been made to create a standardized label
to assist users in determining the credibility and accuracy of online media [49–51]. As
reputation has been shown to effect trust online [52], it is critical that accurate and unbiased
labels be presented. One approach to this is to provide key information but leave decisions
regarding the implications of that information (and whether to consume the news or not)
to potential readers. To this end, Fuhr et al. [49] created an information nutrition label that
could be automatically generated for any online text. This is made theoretically possible
through recent advances in artificial intelligence and machine learning. Fuhr et al.’s pro-
posed label contains fields for: factuality, readability, virality, emotion, opinion, controversy,
trust, technicality, and topicality [49]. Most of these are used or built upon in the research
presented herein with more robust definitions. These fields are discussed in more detail
Section 4.1. Fuhr et al. also discussed potential methods for extracting their fields from
online media. In essence, their research is a compilation of methods on how to extract
the required information for these fields into their proposed label. The research presented
herein seeks to understand what the public’s perception of these fields is and to examine if
these fields would actually prevent the spread of misinformation and increase people’s
ability to recognize fake news.

In addition to displaying the fields themselves, one version of the proposed nutrition
facts-style label also provides context for the fields. NewsGuard, a browser extension that
displays nutrition facts-style labels for online news articles [53], also provides a context of sorts
in their labels. However, their context mainly serves to explain their ratings in more detail.

2.7. Machine Learning

There has been significant prior work regarding extracting information from online
media, as well as work focused on detecting whether online content is fake, misinformative,
or misleading. While the current research is not focused on the extraction or detection of
fake news, but instead on understanding the effects different fields and label designs have
on preventing misinformation spread and increasing fake news recognition, it is important
to discuss the current methods of how detecting fake news is possible.

Prior work has demonstrated the ability to determine how inaccurate news articles
are using an artificial intelligence algorithm that uses automatic feature extraction from
multiple sources, known as MMFD [54]. In [54], Karimi et al. improved on prior work
that provided 29.98% accuracy by using a basic state vector machine, reporting 38.81%
detection accuracy. Attempts have also been made at detecting fake news specifically on
social media using multi-source scoring and content extraction based upon author-related
and content-related features [55]. These resulted in 99.4% precision when using a logistical
classifier developed by Lu et al. [55]. Finally, other researchers have been able to use typical
machine learning methods like naïve Bayes classification and support vector machine
classification to accurately detect fake news on Twitter; several studies demonstrating these
techniques are reviewed in [56]. The quality of the state-of-the-art in fake news detection
in online media, along with the active research in this area, makes an effective labeling
system for news media a realistic possibility [49].

3. Research Procedure

A set of three studies were administered at the University of Michigan—Flint (in
Flint, MI), which is referred to as University A throughout this document, and North
Dakota State University (in Fargo, ND), which is referred to as University B throughout
this document. This section discusses the common recruiting procedure used for all three
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surveys in Section 3.1 and the demographics of the two regions in which the surveys were
conducted in Section 3.2.

3.1. Recruiting Procedure

Respondents were recruited via emails sent to research participants email mailing lists
at both campuses. In both cases, the lists are comprised largely of students but also include
faculty and staff. The lists contain most members of the university community who have
not opted out in the past.

At both campuses, links to all three surveys were distributed in a single email. Re-
spondents were free to participate in whichever of the surveys (including taking two or all
three of them) they desired to. The specific questions asked are discussed in each respective
section, as are the demographic characteristics of the respondents (which were collected on
a survey-by-survey basis).

3.2. Regional Demographics

The University of Michigan—Flint is located in Flint, Michigan. According to DataUSA [57],
Flint had a 2019 population of 96,559 and a poverty rate of 38.8%. The median household
income in 2019 was $28,824. Between 2018 and 2019, Flint experienced a small population
decline (0.62%), while enjoying a 4.03% increase in median household income. The largest
ethnic groups in the city are “Black or African American (Non-Hispanic)”, which comprises
53.2% of the population, “White (Non-Hispanic)”, which comprises 36.9% of the population,
and “Two+ (Non-Hispanic)”, which comprises 4.54% of the population. The University of
Michigan—Flint is the largest college or university in Flint, awarding 1550 degrees in 2019.
In 2016, the majority of Genesee County, Michigan (in which Flint is located) voters (52.3%)
voted for the Democratic Party candidate.

North Dakota State University is located in Fargo, North Dakota. According to
DataUSA [58], Fargo had a 2019 population of 121,889 and a poverty rate of 13.2%. The
median household income in 2019 was $55,551. Between 2018 and 2019, Fargo enjoyed
a 1.4% increase in population and a 4.21% increase in median household income. The
largest ethnic groups in Fargo are “White (Non-Hispanic)”, which comprises 82.7% of the
population, “Black or African American (Non-Hispanic)”, which comprises 6.98% of the
population, and “Asian (Non-Hispanic)”, which comprises 3.4% of the population. North
Dakota State University is the largest college or university in Fargo, awarding 3259 degrees
in 2019. In 2016, the most votes (49.3%) in Cass County, North Dakota (in which Fargo is
located) were for the Republican Party candidate.

Clearly, the two regions (and thus the two schools, which both enroll the majority of their
students regionally) have a number of key demographic differences. Given this, the differences
in respondent beliefs, attitudes and preferences cannot be directly attributed to any one factor;
however, all similarities and differences between the two regions may merit consideration.

4. Label Fields Study

This section presents a study that was conducted to assess what information should
be displayed on informational, warning, and blocking labels. An overview of the study is
provided in Section 4.1, the survey instrument is described in Section 4.2 and the study’s
results are presented in Section 4.3.

4.1. Fields and Definitions

One of the most important aspects of creating a label for online media is the informa-
tion that it displays. This information is displayed in fields. To determine which fields to
put on labels for a prospective system (and future experimentation regarding its develop-
ment), a survey was developed that presented three different categories of fields, which
included a total of thirteen fields. Each is briefly discussed below.

The first category is identifying fields. These fields describe aspects of the media that
are useful for identifying it. There are four fields that were included in this category: title,
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author, publisher, and date published. Title is the official name of the article. Publisher is
the medium (e.g., website) by which the article was originally published. Author refers to
the name and professional title of the media’s author. Date published refers to the month,
day, and year the article was published for the first time.

The second category is contextual fields. These fields are helpful for assisting the user
in identifying any possible underlying bias in the labelled media. There are four fields that
are included in the contextual fields category: article sponsors, author’s political alignment,
publisher’s political alignment, and sponsors’ political alignment. Article sponsors are the
companies, advertisers, or individuals who have provided any monetary incentives to the
author or publisher for the creation of the media. Author’s political alignment refers to the
political beliefs and/or general party affiliation of the media’s original creator. Publisher’s
and sponsors’ political alignment, like the author’s, refer to the political beliefs, and/or
general party affiliation of the article’s publisher and sponsors, respectively.

The third and final category is nutrition fields. These fields either come directly from,
or are derived from, fields from the news nutrition facts label developed by Fuhr et al. [49].
There are a total of five fields in this category: quantity of opinion statements, virality, con-
troversy level, reading level, and quantity of field-specific technical statements. Quantity of
opinion statements refers to the number of statements the author writes with prepositions
to convey information as opinion. This is computed as a percentage of the total published
by an author. Virality refers to how easily the media is spreading throughout the human
population: it considers which websites, television programs and other media outlets
reference the media. This is a Boolean value, either true or false, indicating that an article is
or is not viral. Controversy level indicates how much controversy the topic in the article
has sparked in other media with similar topics. This is presented as a score, out of ten, with
ten being very controversial, and one being not controversial at all. Reading level refers
to the level of education required to understand the grammatical correctness, vocabulary,
and syntax of the text. Finally, the quantity of field-specific technical statements refers to
the number of statements the author makes that would be intended for a specific audience
with prerequisite knowledge about the discipline in question.

4.2. Survey Design

The design of the label fields survey, used to elicit data regarding these metrics, is
relatively simple. For each of the thirteen fields previously discussed, the participants are
asked three different questions. Specifically, they are asked to consider their personal beliefs,
beliefs about others, and beliefs about the ideal manner in which one should act. The goal
of the questions is to elicit details to allow an understanding what perceptions respondents
have regarding each field, and the fields’ effects on the perception of trustworthiness and
credibility of an online article to be developed.

The first question asks respondents how much of an impact each field would have on
their personal perception of trustworthiness and the credibility of an article. The second
question asks respondents how much of an impact they believe that a certain field has on
most people’s perceptions of trustworthiness and the credibility of articles. Finally, the
third question asks respondents to indicate the extent to which they believe a certain field
should impact their personal perception of trustworthiness and the credibility of an article.
Each question is responded to on a five-point scale that includes the levels: none at all, a
little, a moderate amount, a lot, or a great deal. The none at all option indicates the lowest
impact, and a great deal indicates the highest possible impact.

To ensure the validity of this survey, it was written and reviewed by three under-
graduate students as well as faculty with expertise in interacting with undergraduate and
graduate students on a regular basis. The group iterated on the design of the questions
until everyone agreed that they were easily understandable by the target demographics for
the survey and were eliciting the desired information.
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4.3. Results

Study respondents were individuals who received and clicked on links in an email, as
described in Section 3.1. The only qualifications required of survey participants were to
provide consent to participate and to be over 18 years of age. As respondents could choose
to not answer any question, and stop taking the survey at any time, not all questions were
answered by all respondents.

University A had 47 respondents that completed the first survey (which is defined
as completing questions beyond the consent question). University B had 59 respondents
complete the first survey. While most respondents answered all or numerous questions,
one University B response was discounted due to having only a single question answered
beyond the consent question. Key demographic information for respondents, such as their
age, income level, and education level, is presented in Table 1.

Table 1. Respondent demographics for survey 1.

University A University B

Respondent Ages

18–29 27 34
30–39 8 8
40–49 4 5
50–59 1 0

60 or older 1 0

Respondent Income Levels

$20,000 or less 6 9
$20,000 to $39,999 3 11
$40,000 to $59,999 6 8
$60,000 to $79,999 2 1
$80,000 to $99,999 4 1

$100,000 to $119,999 4 1
$120,000 to $139,999 4 2

$140,000 or more 3 5

Respondent Education levels

High school degree or equivalent 0 1
Some college (no degree) 22 13

Associate’s degree 4 6
Bachelor’s degree 12 12

Master’s degree or higher 4 14

Analysis indicates that the political alignments of both the article sponsor and pub-
lisher have one of the strongest effects on the personal perceptions of respondents from
University A; 37.2% of respondents stated these categories affect their perceptions of the
trustworthiness of news a great deal and 58.1% indicated that they affect their perceptions
either a lot or a great deal. The publisher and sponsor had the second highest impact at the
“a great deal” level, with 34% of respondents indicating this response for each. Notably, the
publisher (74.5%), author political alignment (67.4%) and quality (61.9%) had the highest
levels of respondents rating them as either “a great deal” or “a lot”. Sponsors, publisher
political alignment, sponsor political alignment, reading level and tech statements all had
at least 50% of respondents from University A indicating their importance as either “a
great deal” or “a lot”.

Regarding sponsorship, most respondents (57.4%) feel that sponsorship had at least “a
lot” of an effect on their own perception of trustworthiness, yet only 19.6% feel sponsorship
affected most people’s trustworthiness “a lot” or more. Further, 61.7% of respondents
believe that when acting in an ideal manner, sponsorship should have at least “a lot” of
an effect on the trustworthiness or credibility of an article. In this instance, it appears that
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participants believe they both are and should be affected by this metric, despite others not
being. Given this, including this metric on labels would seem to be beneficial.

In contrast, most respondents feel than an article’s virality has an effect on other
people (68.3% of respondents indicated this being “a lot” or “a great deal” of impact for
others); yet fewer (33.3%) indicated that it had “a lot” or “a great deal” of impact on their
own personal beliefs. This is especially interesting since virality is indicated to ideally have
“a lot” or “a great deal” of impact by only 14.3% of respondents (tying with controversy
for least ideally important). This result shows a stark contrast between how individuals
perceive their own beliefs, others’ beliefs, and ideal beliefs. However, this result does not
necessarily indicate the metric should be completely ignored.

Notably, for many metrics, the gap between the number of respondents indicating
their own beliefs of an item having “a lot” or “a great deal” of impact and others’ similar
belief is much higher than the gap between the respondent’s beliefs and ideal beliefs.
Figures 5a, 6a and 7a present all of the data for University A.
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Analysis of this similarly indicates that political alignment of both the article sponsor
and publisher along with the actual sponsor itself have the strongest effect on the personal
perceptions of respondents from University B; 44.1% of respondents consider the publisher
to have “a great deal of” impact on their personal perception of trustworthiness and
credibility of an article. Over three-quarters of University B respondents (78.0%) indicated
that the publisher would have “a lot” or “a great deal” of impact. This was somewhat
higher than for the impact anticipated for others (23.7% indicated “a great deal” of impact
and 52.5% indicated either “a lot” or “a great deal” of impact) and the ideal impact (for
which University B respondents indicated that 33.9% thought it should have “a great deal”
of impact and 27.1% said it should “a lot” of impact).

For University B, after the publisher’s identity, the publisher’s political orientation
(73.1% “a lot” or “a great deal” of impact), the quality (67.3% “a lot” or “a great deal” of
impact) and the author’s political orientation (59.6% “a lot” or “a great deal” of impact)
were indicated as having the most impact on individuals. The author’s political orientation
(73.1% “a lot” or “a great deal” of impact), publisher’s political orientation (63.5% “a lot” or
“a great deal” of impact), and controversy level (65.2% “a lot” or “a great deal” of impact)
were identified as being the most impactful in others. The quality (65.4% “a lot” or “a great
deal” of impact), the publisher (61.0% “a lot” or “a great deal” of impact), and the sponsors
(50.8% “a lot” or “a great deal” of impact) were identified as the metrics that, ideally, would
be the most impactful. Figures 5b, 6b and 7b present all of the data for University B.

Given that most respondents indicate that it should not have a high impact on per-
ception (14.3% at University A and 12.8% at University B indicate an ideal “lot” or “great
deal” of impact) but believe that it does impact most other people (68.3% at University A
and 61.7% at University B indicate “a lot” or “a great deal” of impact on others), virality
requires significant additional analysis in future work. If respondents’ perceptions of
others are accurate, the low ideal score does not necessarily mean the metric should not be
included. A key question that will need to be answered is whether this perception of others
is accurate and, if so, whether it perhaps actually demonstrates a negative correlation
between credibility and trustworthiness and the metric itself.

Generally, the data can be analyzed in terms of the indicated values for self, other, and
ideal for each metric (and on a per school basis). Table 2 presents the relevant interpretations.
For example, if all three have high levels of indication, this can be taken as indicating that
respondents value the metric and believe that they should. If none of the three has a high level,
this can be taken as respondents not valuing the metric and believing that to be appropriate.

The data presented in Figures 5–7 are now analyzed in terms of whether more than
50% of respondents indicated valuing a metric at the “a lot” or “a great deal” level. This
analysis is presented in Table 3. By juxtaposing Tables 2 and 3, the interpretation of each
metric for each university is readily apparent. For example, the title metric falls under
the category of respondents valuing the metric, but this not being ideal, for both schools.
Publisher, on the other hand, is valued by the respondents, believed to be valued by others
and seen as ideal to be valued by over 50% of respondents at both schools. This indicates
that respondents value the publisher metric and believe they should.

Table 2. Interpretations of indications of self, others, and ideal combinations.

Self Other Ideal Meaning

• • • Everyone does this, and we should.
• • I do this, and everyone else should.

• • Everyone else does this, and I should.
• No one does this, but we all should.

• • Everyone does this, but we should not.
• Only I do this, and I should not.

• Everyone else does this, but they should not.
No one does this, and no one should.
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Table 3. Metrics with over 50% indicating a lot or a great deal by school. ‘A’ indicates University A
and ‘B’ indicates University B.

Self Other Ideal

Title AB
Publisher AB AB AB
Date
Author B A
Sponsors AB AB
Author Political AB AB
Publisher Political AB AB
Sponsor Political A
Quality AB AB
Viral AB
Controversy AB
Reading Level A
Tech Statements A

Due to the differences between the two schools (and the demographics of the regions
they are located in), comparing the perception of the metrics between the two is informative.
A comparison of Figures 5–7 shows differences between the perceptions at University A
and University B in some areas, and minor fluctuations in others. One of the most notable
differences is in the perception of the sponsor’s political alignment, with approximately 60%
of respondents at University A indicating its personal importance and only approximately
40% at university B indicating its importance (in both cases at either the “a lot” or “a great
deal” levels). Notably, the same patterns between different metrics are largely reflected in
the data from both universities.

To facilitate the comparison of the relationships between actual perceived perceptions
and ideal perceptions, an integer value between 0 and 4 is applied to the responses in
each category (a great deal, a lot, a moderate amount, a little, or none at all) where 0
represents “none at all” and 4 represents “a great deal”. The mean response value is then
compared. Figure 8a,b present these results for Universities A and B, respectively. In seven
of the categories, the comparative ranks of respondent self-important, important to others,
and ideal important indications are the same between the two schools. In author and
sponsors, the ideal and self-importance are close, but oppositely ranked. Publisher political
alignment, sponsor political alignment, reading level, and technical statements have more
pronounced differences.

Sponsors is one interesting area to review, as respondents indicate their personal
perceptions of the effect by sponsorship matches the ideal level of effectiveness quite
closely for University A and much closer than to others’ perceptions for University B. In
both cases, there is a significant gap between respondents’ perceptions of ideal importance
and how they perceive others’ perceptions of importance. A similar pattern of others’
perceptions being identified as highly as individuals’ own and ideal perceptions is present
with regard to the publisher, date, author, sponsors and quality metrics at both schools. A
similar pattern gap for the reading level metric is present at University A, but is not present
at University B.

Large differences in virality and controversy metrics between others’ perceptions and
ideal perceptions (and others’ perceptions and self-perceptions) are present in the data from
both schools. In both cases, the others’ importance value notably exceeds the self- and ideal
importance values. Thus, this analysis indicates other areas of prospective further study
for label metric understanding. It also further confirms the many similarities between the
patterns in the data, despite the demographic differences between the two schools.
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In addition to comparing the data between the two universities (and the associated
demographic differences that this comparison includes), the data can also be analyzed in
terms of the age of the respondents. Thus, the data are also compared between two age
groups: individuals aged between 18 and 29 and those 30 years or greater of age. These
data are presented in Figures 9–11. This comparison is of particular interest as the 18–29
year olds are a group that Helsper and Eynon [59] term “second-generation digital natives”.
These individuals are differentiated from older groups by their “familiarity and immersion
in this new, Web 2.0, digital world”. While there are likely demonstrable differences within
subgroups within the older group, insufficient respondents in these groups exist to conduct
analysis beyond the difference between the “second-generation digital natives” and others.

While there are many similarities between the two groups, the patterns within the data
are not as well aligned as when comparing between the two schools. Given this, it would
seem that age (where the two schools’ data were relatively similar) may be an important
indicator as to the importance of metrics. In fact, age may have a more pronounced
impact than many (or even most) of the demographic differences discussed in Section 3.2,
particularly for self-perception and the perception of others. Figure 12 illustrates this
comparison, with Figure 12a showing the differences (using the point method used in
Figure 8) between University A and University B and Figure 12b showing the differences
between the 18–29 and 30+ age groups.

As shown in the figures, the difference between the two schools is smaller than the
difference between the two age groups in 8 of the 13 self-perception categories (all except
date, author, sponsor political alignment, virality, and technical statements). The difference
between the two schools is smaller than the difference between the two age groups in
11 of the 13 others’ perception categories (all except publisher’s political alignment and
virality). Finally, and interestingly, the difference between the two schools is only smaller
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than between the two age groups in 4 of the 13 categories for the ideal perceptions. Thus,
while the differences are smaller in approximately 60% of cases between the two schools,
the question of why the ideal perception differs from the other two remains. A key topic
for prospective future work will, thus, be to investigate why the three different types (self,
other, and ideal) show such notable differences.

Future Internet 2021, 13, 281 16 of 39 
 

 

date, author, sponsor political alignment, virality, and technical statements). The differ-
ence between the two schools is smaller than the difference between the two age groups 
in 11 of the 13 others’ perception categories (all except publisher’s political alignment and 
virality). Finally, and interestingly, the difference between the two schools is only smaller 
than between the two age groups in 4 of the 13 categories for the ideal perceptions. Thus, 
while the differences are smaller in approximately 60% of cases between the two schools, 
the question of why the ideal perception differs from the other two remains. A key topic 
for prospective future work will, thus, be to investigate why the three different types (self, 
other, and ideal) show such notable differences. 

 
(a) 

 
(b) 

Figure 9. Participants’ responses on the magnitude of each category’s effect on self-perception: (a) 
18–29 and (b) 30+. 

 
(a) 

Figure 9. Participants’ responses on the magnitude of each category’s effect on self-perception: (a)
18–29 and (b) 30+.

Future Internet 2021, 13, 281 16 of 39 
 

 

date, author, sponsor political alignment, virality, and technical statements). The differ-
ence between the two schools is smaller than the difference between the two age groups 
in 11 of the 13 others’ perception categories (all except publisher’s political alignment and 
virality). Finally, and interestingly, the difference between the two schools is only smaller 
than between the two age groups in 4 of the 13 categories for the ideal perceptions. Thus, 
while the differences are smaller in approximately 60% of cases between the two schools, 
the question of why the ideal perception differs from the other two remains. A key topic 
for prospective future work will, thus, be to investigate why the three different types (self, 
other, and ideal) show such notable differences. 

 
(a) 

 
(b) 

Figure 9. Participants’ responses on the magnitude of each category’s effect on self-perception: (a) 
18–29 and (b) 30+. 

 
(a) 

Figure 10. Cont.



Future Internet 2021, 13, 281 17 of 39Future Internet 2021, 13, 281 17 of 39 
 

 

 
(b) 

Figure 10. Participants’ responses on the magnitude of each category’s effect on most other people’s 
perception: (a) 18–29 and (b) 30+. 

 
(a) 

 
(b) 

Figure 11. Participants’ responses on the ideal magnitude of each category’s effect on perception of 
trustworthiness or credibility: (a) 18–29 and (b) 30+. 

Figure 10. Participants’ responses on the magnitude of each category’s effect on most other people’s
perception: (a) 18–29 and (b) 30+.

Future Internet 2021, 13, 281 17 of 39 
 

 

 
(b) 

Figure 10. Participants’ responses on the magnitude of each category’s effect on most other people’s 
perception: (a) 18–29 and (b) 30+. 

 
(a) 

 
(b) 

Figure 11. Participants’ responses on the ideal magnitude of each category’s effect on perception of 
trustworthiness or credibility: (a) 18–29 and (b) 30+. 

Figure 11. Participants’ responses on the ideal magnitude of each category’s effect on perception of
trustworthiness or credibility: (a) 18–29 and (b) 30+.



Future Internet 2021, 13, 281 18 of 39Future Internet 2021, 13, 281 18 of 39 
 

 

 
(a) 

(b) 

Figure 12. Differences in responses for each category’s effect on perception of trustworthiness or 
credibility between: (a) University A and University B and (b) 18–29 and 30+ age groups. Differences 
are based on mean values of participant responses for each article label metric with values of 0 to 4 
where 0 is “none at all” and 4 is “a great deal”. Note the axis range is from 0 to 0.9 on these figures 
for readability. 

Table 4 presents the same data, for the age groups, that Table 3 presented for the two 
schools. These values can be juxtaposed with Table 2 to identify the relevant interpretation 
of the combination of self, other, and ideal perceptions for each metric. Note that while 
there were only five conditions in which the two universities differed, there are 12 in 
which the two age groups differ and would thus have a different interpretation for. 

There are also large differences as to which metrics Tables 3 and 4 show the two 
groups having agreement with regard to. There are eight conditions where both Tables 3 
and 4 have both groups indicating over 50% of respondents believe the metric has “a lot” 
or “a great deal” of impact. However, there are six conditions where both groups indi-
cated over 50% impact on one table, but not on the other. Title—other, Author—self, au-
thor political—other, publisher political—other, virality—other, and controversy—other 
are the areas of difference. 

Table 4. Metrics with over 50% indicating a lot or a great deal, by age group. ‘Y’ indicates the 
younger group (18 to 29) and ‘O’ indicates the older group (30 and above). 

 Self Other Ideal 
Title Y   

Publisher YO YO YO 
Date    

Author YO Y Y 
Sponsors YO Y YO 

Figure 12. Differences in responses for each category’s effect on perception of trustworthiness or
credibility between: (a) University A and University B and (b) 18–29 and 30+ age groups. Differences
are based on mean values of participant responses for each article label metric with values of 0 to 4
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for readability.

Table 4 presents the same data, for the age groups, that Table 3 presented for the two
schools. These values can be juxtaposed with Table 2 to identify the relevant interpretation
of the combination of self, other, and ideal perceptions for each metric. Note that while
there were only five conditions in which the two universities differed, there are 12 in which
the two age groups differ and would thus have a different interpretation for.

Table 4. Metrics with over 50% indicating a lot or a great deal, by age group. ‘Y’ indicates the younger
group (18 to 29) and ‘O’ indicates the older group (30 and above).

Self Other Ideal

Title Y
Publisher YO YO YO
Date
Author YO Y Y
Sponsors YO Y YO
Author Political YO O
Publisher Political YO O
Sponsor Political O
Quality YO Y YO
Viral O
Controversy O
Reading Level Y
Tech Statements Y
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There are also large differences as to which metrics Tables 3 and 4 show the two groups
having agreement with regard to. There are eight conditions where both Tables 3 and 4
have both groups indicating over 50% of respondents believe the metric has “a lot” or
“a great deal” of impact. However, there are six conditions where both groups indicated
over 50% impact on one table, but not on the other. Title—other, Author—self, author
political—other, publisher political—other, virality—other, and controversy—other are the
areas of difference.

Overall, respondents indicated that their own self perceptions of effect importance are
not exceedingly different from the ideal perceptions of effect importance. At University
A, the average level of difference between self and ideal perceptions was 0.43; it was
0.44 at University B. However, at University A a greater discrepancy exists between the
average level of difference between the self-perception and perception of others (0.56).
This is not the case at University B, where this value is 0.47—just slightly higher than the
self-versus-ideal comparison.

Depending on whether the difference is positive or negative, respondents are indi-
cating that they feel others are affected more than ideal (positive) or not affected enough
(negative). In most cases, respondents feel they are affected more than they should be (in
10 of 13 cases at University A and 12 of 13 cases at University B).

On the other hand, respondents felt that others were not affected enough. In 7 out of
the 13 categories at University A, and at 8 of the 13 categories at University B, respondents
indicated that the effect on others’ perceptions fell short of the ideal level. Additionally,
there was no instance, at either school, where respondents indicated feeling that they are
not affected enough yet believed that others were affected more than enough.

Of particular interest are the cases of publisher and quality (for both schools), reading
level for University A, and author and sponsors for University B. In each of these cases,
respondents reported the belief that they utilize this metric more than what is ideal while
others utilize this metric less than what is ideal. This suggests that respondents feel
they not only out-perform others in terms of this metric, but also that respondents believe
themselves to be, if anything, too vigilant regarding these metrics. This may be problematic,
as it could indicate that initiatives to educate potential label system users will be met with
resistance as they may not feel they are part of ‘the problem’. This appears to be another
example of the third-person effect.

Given this analysis, it appears that some metrics will likely be beneficial to include
in a news labeling system while others may not be. However, it also appears that there
may be some instances where additional education could prove to be helpful in improving
the utility of various metrics to users. Tables 5 and 6 characterize the metrics in terms
of whether they are perceived to be underutilized, overutilized or appropriately utilized.
Metrics with an “L,” indicating less-than-ideal usage of the metric, may be easy to convince
users as to the benefits of. Those perceived as having the right level of utilization may
not require a change from the present status. Finally, those where less utilization may be
ideal may either be metrics to avoid or metrics where an education campaign is required to
inform users about the benefits and efficacy of the metric.
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Table 5. Metrics with indication of a 10 percentage point difference between self and ideal perception
or other and ideal perception by school. ‘M’ indicates there is too much usage of this metric and
ideally would be less. ‘L’ indicates there is too little usage of this metric and would ideally be more.
‘R’ indicates that the perception of real use is within 10 percentage points of the perception of ideal
use for this metric.

Self Other

Univ. A Univ. B Univ. A Univ. B

Title M M M M
Publisher M M R R
Date R R L L
Author L R L L
Sponsors R R L L
Author Political M M M M
Publisher
Political M M M M

Sponsor Political M R R R
Quality R R L L
Viral M R M M
Controversy M M M M
Reading Level M R R R
Tech Statements M M R M

Table 6. Metrics with indication of a 10 percentage point difference between self and ideal perception
or other and ideal perception by age group. ‘M’ indicates there is too much usage of this metric and
ideally would be less. ‘L’ indicates there is too little usage of this metric and would ideally be more.
‘R’ indicates that the perception of real use is within 10 percentage points of the perception of ideal
use for this metric.

Self Other

18–29 30+ 18–29 30+

Title M R M R
Publisher M M R L
Date R R L L
Author R R L L
Sponsors R R L L
Author Political M M M M
Publisher
Political M M M M

Sponsor Political R M R R
Quality R R L L
Viral M M M M
Controversy M R M M
Reading Level M R R R
Tech Statements M M M M

In Tables 5 and 6, no metric differs by more than one step on the continuum from
‘too much’ to ‘right amount’ to ‘too little’ when comparing age groups or universities.
The largest difference is with regard to the title metric, where most respondents believe
it is used too much by everyone, but respondents aged 30 and over believe it is used
the right amount by everyone. The second largest difference is in perceptions regarding
reading level and sponsor political alignment. Respondents from University A, as well as
younger respondents, believe they use reading level too much. Others believe they use it
the right amount themselves. Interestingly, on the metric of sponsor political alignment,
it is University A and the older group that are in agreement that the metric is used too
much by respondents themselves. Other respondents believe they use this metric the
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right amount. There is agreement that others use both reading level and sponsor political
alignment metrics the right amount.

The metrics with the least difference amongst these groups are date, sponsors, author
political alignment, publisher political alignment, and quality. There is agreement that
date, sponsors, and quality are used the right amount by respondents themselves and too
little by most people. There is also agreement that author political alignment and publisher
political alignment are used too much by both respondents and others.

The remaining metrics only differed by one step and for only one group. Each group
had an instance of differing from the others. Most respondents believe the publisher metric
is used too much by the respondent and the right amount by others. Respondents aged
30 and over, though, believe that it is used too little by others. Most respondents believe
that the author metric is used the right amount by respondents themselves and too little
by others. Respondents from University A, though, believed it is also used too little by
respondents themselves. Most respondents believe the virality metric is used too much by
both respondents and others. Respondents from University B, though, indicated believing
that they use it the right amount themselves. Most respondents believe the controversy
metric is used too much by both respondents and others. Respondents aged 30 and over,
however, indicated believing that respondents use it the right amount themselves. There
is agreement that the technical statements metric is used too much by the respondents
themselves. Most respondents also believe others use this metric too much; however,
University A respondents indicated believing that others use it the right amount.

In all cases where there was a single disagreeing group, the disagreement was that the
metric had a lower impact than observed by other groups. This difference was between the
‘right amount’ and ‘too little’ with respect to ‘other people’ in one case and with respect
to ‘self’ in one case. The difference was between ’too much’ and ’the right amount’ with
respect to ‘other people’ in one case and with respect to ‘self’ in two cases.

As such, while there was a trend for disagreement downward on the axis from ‘too
much’ to ‘too little,’ there was no correlation with disagreement relating specifically to
‘self’ or to ‘others.’ This shows that the disagreements were not simply self-interested. The
age 30 and older group was the most frequent to disagree, disagreeing three times and
indicating with equal frequency that they or most others used a metric less than what was
perceived by other groups. Group A was the sole disagreeing group twice, once with a
differing self-perception and once with a different perception about others. Group B was
the sole disagreeing group once, believing themselves to be impacted by the viral metric
the ‘right amount’ rather than ‘too much.’

A potential bias where survey respondents were less likely to see themselves as doing
‘too little,’ but were more likely to see themselves as doing ‘too much’ is observed. Similar
to the earlier observation, a biased belief that the survey-taker does ‘too much’ rather than
‘too little’ could complicate obtaining buy-in from individuals using educational initiatives.
With only one exception (University A on the author metric), none of the four groups
demonstrated the perception that they used a metric ‘too little.’ Perceptions about other
people were much more likely to lean towards ‘too little,’ as this appeared as the second-
most frequent observation about ‘others’ for each of the four groups in Tables 5 and 6. This
also appears to be an example of the third-person effect.

Further research will be needed to identify how the metrics perform and to separate
undesirable metrics to use from the metrics that would benefit from educational initiatives
and become effective. The virality and controversy levels, given the discussion above, are
metrics that will need to be investigated further. They may be areas where educational
initiatives could be effective, as well. This label study, thus, has answered several key
questions; however, it has also raised a number of new ones which will serve as key areas
of prospective analysis for future work.
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5. Example Label Study

This section presents a study regarding user preferences as to different types of
content labeling techniques (such as warning labels, information labels and blocking
labels). Section 5.1 provides an overview of the study. In Section 5.2, the survey instrument
that was utilized for the study is presented. Finally, in Section 5.3, the results from the
study are discussed.

5.1. Labels

Many of the fields used in prior attempts at nutrition facts labels could be difficult for
members of the general public to understand. People may misunderstand what the field
means, or they may not understand what implications the scores have with regard to the
trustworthiness of an article. To help with this problem, this study proposes and evaluates
respondents’ perceptions of labels that provide clear definitions for each field and, in some
cases, a suggested interpretation of the field scores. An example of a suggested interpreta-
tion for a readability field would be: “often, credible sources will have a readability score
of at least 9.” The goal of the suggested interpretation is to assist the reader in making a
decision to trust or not trust the media, while not explicitly making a recommendation.

In this study, three different categories of labeling for online content (basic warning
labels, informational labels, and blocking labels) are assessed. Basic warning labels are very
similar in style to the labeling used on social media websites currently. Informational labels
are also similar, but also provide additional information to the user (these are described
in Sections 2.5 and 4). Blocking labels provide a similar function as the above two types
of labels, but they are more direct in their recommendation that a web page contains
misinformation, and they do not allow a user to proceed to the article.

Each of these three categories can be divided into two subcategories: supplemental
and replacement. A supplemental label intends to present its information in an unobtrusive
way through making small changes to the original presentation of an article. Typically,
this means appending the labeling information to the original article, as in Figure 13a. A
replacement label overlays the original article. A supplemental warning label is shown in
Figure 14b, and a replacement warning label is shown in Figure 14a. Examples of blocking
labels are shown in Figure 15.
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supplemental with context; (c) Label 8—intermediary without context; (d) Label 9—intermediary
without context simplified.
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Figure 15. Examples of blocking: (a) Blocking 1—label with explanation; (b) Blocking 2—page with
explanation; (c) Blocking 3—page without explanation.

The usefulness of two different versions of an informational label were also assessed.
One version contains a brief article description to provide context for the field data, and
the other does not. The informational label with the context information (in this case, the
supplemental version) is shown in Figure 13a, and the version without context is shown in
Figure 13b.

The usefulness of a related type of label, an unconditional supplemental label, is also
assessed. This label does not make an explicit recommendation about the media. Instead,
it directs the user to reputable sources that contain accurate information about the topic.
An example of this label is shown in Figure 16. Finally, other examples of informational
labels are presented in Figure 17.
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3—supplemental with context and extended explanation; (b) Label 4—replacement without context and
with extended explanation; (c) Label 5—intermediary without context and with extended explanation.
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5.2. Survey Design

This study gauges respondents’ opinions of the types of social media labels that are
currently in use and a relatively new type of labeling mechanism, the informational label.
Two surveys were given related to the perception of labels. The first survey focused on
informational labels and warning labels. The second is focused on blocking-type labels.
For both studies, respondents were asked multiple questions about each of the 13 label
types. An overview of the different characteristic of the label types is presented in Table 7.
The surveys were administered as described in Section 3.1.

Table 7. Categorizations of labels.

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 B1 B2 B3
Informational • • • • • •

Warning • • • •
Blocking • • •

No Context • • • • • • • • •
Context • • • •

No Explanation • •
Explanation • • • • • • •

Extended Explanation • • •
Policy Explanation •

Replacement • • •
Overlay • • •

Supplement • • • •
Intermediary • • •

The surveys begin with general questions about the participants’ social media usage
habits and about their thoughts on the labeling of misinformation online. This section
assesses each respondent’s familiarity with media labels, the likelihood that they would use
a potential media labeling extension, and their receptiveness to the idea of using warning
labels for online content. Next, the participants are asked a set of questions about each of
13 individual label types, beginning with the informational label and its various forms.

Several of the labels, see for example Figure 16a–c, include ten fields of information. These
fields are based on work by Fuhr et al. [49]. Notably, there is some overlap between these
fields and those described in Section 4. The values of the fields have been arbitrarily assigned,
as this study does not attempt to assess the impact that these labels have on believability,
trustworthiness, or credibility. Instead, it seeks to assess whether respondents think that the
labels would be helpful or if they would use them in a potential labeling system.

For each of the 13 labels, a series of questions is asked. The first five are yes or no
questions: “Would you find this label helpful?”, “Would you find this label annoying?”,
“Would you review this label when viewing news articles on social media?”, “Do you think
others would review this label when viewing news articles on social media?”, and “Do you
think this label would be useful for judging the trustworthiness of news articles?”.

One of the most crucial questions is the second one, which asks if a participant would
review the label if it was applied to a news article. If someone indicates that they would not
look at the information, there is a problem, and it is necessary to find out the reason for this.
If it is a problem with the label design or styling, a re-design may be in order. However, if
their reluctance to review the information has something to do with the information itself,
this is of greater concern. Similarly, if participants find the label annoying or unhelpful,
there is the possibility that people would not use the labels even if they were available. In
any of these cases, further investigation would be needed into what factors are responsible.

Finally, participants were asked to answer the following question on a scale from 1 to
7, where 1 is not easy and 7 is very easy: “When viewing the label, how easy was it to view
and understand the information contained within it?” It is very important that the labels,
and the information contained in them, are easy to read and understand.



Future Internet 2021, 13, 281 27 of 39

5.3. Results

This study was conducted as described in Section 3.1. A total of 56 responses were
received: 27 were from University A and 29 were from University B. The results are
presented by University and by age group in Tables 8–17. Data set characteristics are
summarized in Tables 18–21. Comparisons of results for labels with and without context
or explanation appear in Tables 22–25. A summary of the respondents’ demographic
information is presented in Tables 26–28 and statistical significance assessment of responses
is presented in Appendix A.

Table 8. Results of survey 2 by label and by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

University A Label 1 65.7% 28.6% 84.8% 47.1% 64.7%
University A Label 2 72.7% 69.7% 75.8% 40.6% 72.7%
University A Label 3 84.8% 60.6% 69.7% 43.8% 84.8%
University A Label 4 84.8% 75.8% 75.8% 37.5% 81.8%
University A Label 5 81.8% 84.8% 66.7% 34.4% 84.8%
University A Label 6 67.6% 52.9% 79.4% 69.7% 58.8%
University A Label 7 75.8% 33.3% 69.7% 62.5% 63.6%
University A Label 8 61.8% 73.5% 70.6% 57.6% 58.8%
University A Label 9 60.6% 81.8% 63.6% 53.1% 54.5%
University A Label 10 67.6% 17.6% 64.7% 45.5% 67.6%
University B Label 1 53.3% 50.0% 76.7% 66.7% 63.3%
University B Label 2 50.0% 75.0% 62.5% 40.6% 50.0%
University B Label 3 56.3% 68.8% 56.3% 43.8% 65.6%
University B Label 4 48.4% 83.9% 41.9% 38.7% 61.3%
University B Label 5 56.7% 76.7% 40.0% 36.7% 63.3%
University B Label 6 56.7% 63.3% 56.7% 50.0% 53.3%
University B Label 7 56.7% 60.0% 56.7% 53.3% 53.3%
University B Label 8 50.0% 80.0% 53.3% 56.7% 46.7%
University B Label 9 43.3% 70.0% 53.3% 60.0% 43.3%
University B Label 10 70.0% 43.3% 63.3% 53.3% 70.0%

Table 9. Results of survey 2 by label and by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

18–29 Label 1 73.7% 36.8% 89.2% 57.9% 67.6%
18–29 Label 2 60.0% 75.0% 70.0% 37.5% 62.5%
18–29 Label 3 75.0% 65.0% 62.5% 42.5% 75.0%
18–29 Label 4 70.0% 82.5% 60.0% 35.0% 75.0%
18–29 Label 5 75.0% 82.5% 52.5% 35.0% 75.0%
18–29 Label 6 67.5% 62.5% 72.5% 57.5% 60.0%
18–29 Label 7 77.5% 40.0% 72.5% 65.0% 65.0%
18–29 Label 8 57.5% 75.0% 60.0% 55.0% 52.5%
18–29 Label 9 55.0% 80.0% 57.5% 52.5% 52.5%
18–29 Label 10 80.0% 25.0% 70.0% 47.5% 75.0%
30+ Label 1 40.7% 40.7% 69.2% 53.8% 59.3%
30+ Label 2 64.0% 68.0% 68.0% 45.8% 60.0%
30+ Label 3 64.0% 64.0% 64.0% 45.8% 76.0%
30+ Label 4 62.5% 75.0% 58.3% 43.5% 66.7%
30+ Label 5 60.9% 78.3% 56.5% 36.4% 73.9%
30+ Label 6 54.2% 50.0% 62.5% 65.2% 50.0%
30+ Label 7 47.8% 56.5% 47.8% 45.5% 47.8%
30+ Label 8 54.2% 79.2% 66.7% 60.9% 54.2%
30+ Label 9 47.8% 69.6% 60.9% 63.6% 43.5%
30+ Label 10 50.0% 37.5% 54.2% 52.2% 58.3%
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Table 10. Results of survey 3, by label and by university.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Useful for
Mitigating Effects of

Damaging

University A Label B1 59.3% 66.7% 66.7% 50.0% 73.1%
University A Label B2 63.0% 81.5% 70.4% 50.0% 80.8%
University A Label B3 29.6% 92.6% 40.7% 30.8% 44.4%
University B Label B1 38.5% 76.9% 42.3% 57.7% 34.6%
University B Label B2 36.0% 92.0% 44.0% 52.0% 32.0%
University B Label B3 20.8% 91.7% 29.2% 50.0% 29.2%

Table 11. Results of survey 3 by label and by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Useful for
Mitigating Effects of

Damaging

18–29 Label B1 51.4% 74.3% 54.3% 48.6% 57.1%
18–29 Label B2 60.0% 88.6% 62.9% 54.3% 65.7%
18–29 Label B3 28.6% 91.4% 34.3% 40.0% 40.0%
30+ Label B1 44.4% 66.7% 55.6% 64.7% 47.1%
30+ Label B2 29.4% 82.4% 47.1% 43.8% 37.5%
30+ Label B3 18.8% 93.8% 37.5% 40.0% 31.3%

Table 12. Informational/warning labeling survey results by category and by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

Informational University A 78.0% 63.9% 74.5% 40.7% 77.8%
Informational University B 52.9% 70.9% 55.5% 45.3% 60.7%

Warning University A 66.4% 60.4% 70.8% 60.7% 59.0%
Warning University B 51.7% 68.3% 55.0% 55.0% 49.2%

Table 13. Informational/warning labeling survey results by category and by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

Informational 18–29 70.7% 68.4% 66.8% 41.6% 71.0%
Informational 30+ 58.4% 65.2% 63.2% 45.1% 67.2%

Warning 18–29 64.4% 64.4% 65.6% 57.5% 57.5%
Warning 30+ 51.0% 63.8% 59.5% 58.8% 48.9%

Table 14. Blocking survey results by category and by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Useful for
Mitigating Effects

of Damaging

Blocking University A 50.6% 80.2% 59.3% 43.6% 66.1%
Blocking University B 31.8% 86.9% 38.5% 53.2% 31.9%



Future Internet 2021, 13, 281 29 of 39

Table 15. Blocking survey results by category and by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Useful for
Mitigating Effects of

Damaging

Blocking 18–29 46.7% 84.8% 50.5% 47.6% 54.3%
Blocking 30+ 30.9% 80.9% 46.7% 49.5% 38.6%

Table 16. Informational/warning survey results by category and by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

Supplemental University A 73.5% 35.0% 72.2% 49.7% 70.2%
Supplemental University B 59.1% 55.5% 63.2% 54.3% 63.1%

On Top University A 75.1% 66.1% 77.0% 49.3% 71.1%
On Top University B 51.7% 74.1% 53.7% 43.1% 54.9%

Intermediary University A 68.1% 80.1% 67.0% 48.4% 66.1%
Intermediary University B 50.0% 75.6% 48.9% 51.1% 51.1%

Table 17. Informational/warning survey results by category and by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness

Supplemental 18–29 76.5% 41.7% 73.5% 53.2% 70.6%
Supplemental 30+ 50.6% 49.7% 58.8% 49.3% 60.4%

On Top 18–29 65.8% 73.3% 67.5% 43.3% 65.8%
On Top 30+ 60.2% 64.3% 62.9% 51.5% 58.9%

Intermediary 18–29 62.5% 79.2% 56.7% 47.5% 60.0%
Intermediary 30+ 54.3% 75.7% 61.4% 53.6% 57.2%

Table 18. Data characteristics—informational and warning label survey by school.

Helpful Annoying
Review When

Viewing
Social media

Others
Review When

Viewing
Social Media

Judging News
Article Trust-
worthiness

University A
Average 72.3% 57.9% 72.1% 49.2% 69.2%
Range 24.2% 67.2% 21.2% 35.3% 30.3%

University B
Average 54.1% 67.1% 56.1% 50.0% 57.0%
Range 26.7% 40.5% 36.7% 30.0% 26.7%

Table 19. Data characteristics—informational and warning label survey by age group.

Helpful Annoying
Review When

Viewing
Social Media

Others
Review When

Viewing
Social Media

Judging News
Article Trust-
worthiness

18–20
Average 69.1% 62.4% 66.7% 48.5% 66.0%
Range 25.0% 57.5% 36.7% 30.0% 22.5%

30+
Average 54.6% 61.9% 60.8% 51.3% 59.0%
Range 23.3% 41.7% 21.4% 28.9% 32.5%
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Table 20. Data characteristics—blocking label survey by school.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Useful for
Mitigating
Effects of
Damaging

University A
Average 50.6% 80.2% 59.3% 43.6% 66.1%
Range 33.3% 25.9% 29.6% 19.2% 36.3%

University B
Average 31.8% 86.9% 38.5% 53.2% 31.9%
Range 17.6% 15.1% 14.8% 7.7% 5.4%

Table 21. Data characteristics—blocking label survey by age group.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Useful for
Mitigating
Effects of
Damaging

18–29
Average 46.7% 84.8% 50.5% 47.6% 54.3%
Range 31.4% 17.1% 28.6% 14.3% 25.7%

30+
Average 30.9% 80.9% 46.7% 49.5% 38.6%
Range 25.7% 27.1% 18.1% 24.7% 15.8%

The labels have been grouped into categories for analysis. Informational labels are
labels that provide detailed information about an article to the user. The unconditional
supplemental category (of which only one was included in the survey and is shown
in Figure 16) points the user to the most accurate source of information (in an actual
implementation, determined by an algorithm) on the relevant topic. Warning labels
provide a warning message to the user, with or without a reason as to why the content
merits a warning. Blocking labels simply block access to content and do not allow the
user to proceed. A reason for the blocking may or may not be supplied. Tables 12 and 13
present the results for each of the five questions for informational and warning labels.
Tables 14 and 15 present this same data for blocking labels.

Table 22. Comparison of context versus no context by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article Trust-
worthiness

No Context University A 71.6% 73.1% 72.0% 48.8% 68.6%
No Context University B 50.8% 74.8% 51.3% 47.1% 53.0%

Context University A 73.5% 35.0% 72.2% 49.7% 70.2%
Context University B 59.1% 55.5% 63.2% 54.3% 63.1%

Table 23. Comparison of context versus no context by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article Trust-
worthiness

No Context 18–29 64.2% 76.3% 62.1% 45.4% 62.9%
No Context 30+ 57.3% 70.0% 62.1% 52.6% 58.0%

Context 18–29 76.5% 41.7% 73.5% 53.2% 70.6%
Context 30+ 50.6% 49.7% 58.8% 49.3% 60.4%
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Table 24. Comparison of explanation versus no explanation by school.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article Trust-
worthiness

Extended
Explanation Univ. A 83.8% 73.7% 70.7% 38.5% 83.8%

Extended
Explanation Univ. B 53.8% 76.4% 46.1% 39.7% 63.4%

Explanation Univ. A 68.7% 51.6% 76.1% 55.5% 63.7%
Explanation Univ. B 53.3% 65.7% 61.2% 53.5% 53.3%

No Explanation Univ. A 60.6% 81.8% 63.6% 53.1% 54.5%
No Explanation Univ. B 43.3% 70.0% 53.3% 60.0% 43.3%

Table 25. Comparison of explanation versus no explanation by age group.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article Trust-
worthiness

Extended
Explanation 18–29 73.3% 76.7% 58.3% 37.5% 75.0%

Extended
Explanation 30+ 62.5% 72.4% 59.6% 41.9% 72.2%

Explanation 18–29 67.2% 57.9% 72.8% 54.6% 61.5%
Explanation 30+ 52.2% 58.9% 62.8% 54.2% 54.3%

No Explanation 18–29 55.0% 80.0% 57.5% 52.5% 52.5%
No Explanation 30+ 47.8% 69.6% 60.9% 63.6% 43.5%

Table 26. Age ranges of participants in information/warning and blocking surveys.

Study 18–29 30–39 40–49 50–59 60 or More

University A Inf/Warn 20 7 4 1 1
University B Inf/Warn 22 6 5 0 0
University A Blocking 17 5 2 1 1
University B Blocking 20 4 3 0 0

Table 27. Income ranges of participants in information/warning and blocking surveys.

$20,000 $20,000 $40,000 $60,000 $80,000 $100,000 $120,000 $140,000

or Less to $39,999 to
$59,999 to $79,999 to $99,999 to

$119,999
to

$139,999 or More

University A Inf/Warn 6 2 5 1 4 4 2 2
University B Inf/Warn 6 6 8 1 0 1 2 3
University A Blocking 6 2 3 1 1 3 2 2
University B Blocking 4 5 7 0 0 1 2 2

As can be seen from the data in Tables 12–15, all groups of respondents found the
informational labels to be the most helpful of the three types. According to this same data,
blocking labels were seen as the least helpful. Notably, as described in Appendix A, not
all of these differences showed statistical significance. Many (but not all) comparisons
between University A and University B demonstrated statistically significant differences or
practically insignificant differences; however, far fewer comparisons between the two age
groups showed statistically significant differences.
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Table 28. Education level of participants in information/warning and blocking surveys.

High
School

Degree or
Equiva-

lent

Some
College

(No
Degree)

Associate’s
Degree

Bachelor’s
Degree

Master’s
Degree or

More

University A Inf/Warn 0 16 3 11 4
University B Inf/Warn 0 10 5 7 11
University A Blocking 1 12 2 8 4
University B Blocking 0 10 3 7 7

Comparing the data in Tables 8 and 9, depending on the group, between 17.6% and
43.3% of respondents said that the unconditional supplemental label would be annoying.
On the other hand, the data in Tables 14 and 15 shows that between 80.2% and 86.9% of
respondents thought that blocking labels would be annoying. When asked whether people
would view a given label when viewing news articles on social media, between 38.5%
and 59.3% of respondents in each group answered that they would review blocking labels,
and between 55% and 74.5% of respondents said they would review informational labels.
When asked whether or not other people would view these labels on articles, between
55% and 60.7% of each group said that other people would view warning labels. Finally,
between 60.7% and 77.8% of each group said that the informational labels would be useful
for judging the trustworthiness of news articles, while between 48.9% and 59% of each
group of respondents thought that warning labels would be useful. The understandability
question also had strong results.

The labels have also been divided into an additional set of categories for analysis:
supplementary, on top, and intermediary. These categories describe the presentation of
the label rather than the content of the label itself. Briefly, supplementary labels present
their information while altering the original article presentation as little as possible. On
top labels are positioned on the original article. Intermediary labels leave the presentation
of an article as-is, instead displaying their information on an intermediate page after the
article link has been clicked and before it is displayed. Tables 16 and 17 show the results in
terms of these categories.

Additional categorizations have been used to facilitate the comparison between labels
with context information and without context information (presented in Tables 22 and 23)
and amongst labels with no explanation, a basic explanation, and an extended explanation
(presented in Tables 24 and 25). The labels with more information are seen as more helpful
across all different groups: in each case, the extended explanation labels get the highest
helpful scores, followed by those with a limited explanation, and then those with no
explanation. The University A group and 18–29 group found the no explanation labels
the most annoying; the other groups did not. For three of the four groups, the labels with
context got higher helpful scores than those without context. For all four groups, labels
with no context got higher ‘annoying’ scores than those with context presented.

Respondents’ reactions to blocking labels were mixed. They received consistently high
annoying scores (between 80.2% and 86.9% across the four groupings); however, more than
half of University A respondents and 18–29 year-olds indicated that they would be useful
for mitigating the effects of damaging articles. More than half of both of these groups said
that they would review them when viewing social media as well. However, the University
B responses and 30 and older responses were more negative, with only 31.9% and 38.6% of
respondents, respectively, seeing them as useful for mitigating harmful articles and less
than half saying that they would view the labels.

Intermediate labels fared slightly better, with all four groups indicating that more
than 50% of respondents in the group found the label helpful, though between 75.6% and
80.1% found them annoying. All four groups had more than half of respondents say that
they would be useful in judging news article trustworthiness. Three of the four groups
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had more than 50% of respondents say that they would review them when viewing social
media (University B had only 48.9% of respondents indicate this).

Some participants indicated being more amicable to redirects when they are given as
a supplemental link. However, this approach can be problematic if the supplied link is not
seen as being neutral. Some respondents expressed concerns over who would be doing
the labeling. Concerns were raised about labeling by both social media companies and
government agencies.

Between the different groups, the consensus regarding preferred labeling types is not
clear. Supplemental labels were most preferred, in terms of being helpful, not annoying,
being reviewed when viewing social media, and helping to judge news article trustwor-
thiness by University B respondents. On top labels were seen as most helpful, likely to
be reviewed when viewing social media and useful for judging article trustworthiness by
University A respondents. The 18–29 age group found supplemental the most helpful,
least annoying, most likely to be reviewed when viewing social media, and host helpful in
judging news article trustworthiness. The 30 and over age group, on the other hand, found
the on top labels to be the most helpful and most likely to be reviewed when viewing social
media; however, they found the supplemental to be the least annoying and most useful for
judging news article trustworthiness.

As a general trend, the more a label intruded on the user’s experience, the more
annoying it was seen to be. The blocking labels performed the worst in terms of the
annoying metric for all four groups and the intermediary labels performed second worst
for all groups for the annoying metric.

Overall, there were no absolute winners. Different groups had demonstrable prefer-
ences; however, in several cases the difference between the number of yes and no answers
was marginal. In others, such as seeing blocking labels as annoying, clear differences
were present. Even where differences were notable, not all could be shown to be statis-
tically significant. While in many cases (particularly with differences between the two
schools), statistically significant differences were identified or the difference was practically
insignificant, this was not true in all cases (particularly with the two age groups).

No clear conclusion can be drawn, either, regarding blocking and intermediate pages.
While they were not as well received in terms of some metrics, the data also do not support
the conclusion that these approaches should not be used. In fact, the data would tend
to suggest that a system that either respects the nuance of user preferences (more data
collection and analysis would need to be conducted regarding the feasibility of this) or is
configurable to act in the way a given user prefers may be the most desirable option.

A voluntary labeling system that uses labels, such as blocking or intermediate labels,
that users are not pleased with frequently could run the risk of not being adopted. However,
it is equally important to remember the importance of user notifications. Thus, there is a
clear continuum of trade-off: irrespective of the effectiveness of a particular labeling style,
it will not matter if no one uses the system. Alternately, a system that is liked by users but
is ineffective is, similarly, unable to meet requisite system goals.

Thus, one of the main challenges of developing a labeling system is to find a middle
ground between choices such as being too assertive (and thus annoying) and not being
assertive enough, and similar decisions regarding providing too little or too much informa-
tion or context. All of these remain key areas for future study, along with considerations of
labeling authority selection.

6. Conclusions and Future Work

This paper has presented three studies that were conducted to examine the effective-
ness of different types of labeling mechanisms for online news media. The studies showed
that not all types of information contemplated for potential use is necessarily beneficial to
the end user. Additionally, it was shown that certain types of labels are preferred by users
compared to other types.
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A limitation of the studies in this paper is a somewhat small sample size that is not
necessarily representative of the population as a whole. The demographic differences and
similarity of many results between the two universities suggests the possibility that Ameri-
cans’ perceptions of labeling information and label utility may not vary too dramatically
between different demographic groups, indicating a clear area for future study. Similarly,
differences between the digital natives’ age group and older respondents indicated differ-
ences, in some cases; however, statistical significance thresholds were not met for many
of the identified difference levels. Additional data collection and analysis could also be
helpful in this area. Overall, testing these and other labels with a larger and more diverse
set of participants could produce more broadly generalizable results.

On social media websites, people are influenced by the presentation of an article and
also by who shared the article, who liked the article, and the comments on it. It will be
important to study the interaction of labels and these other mechanisms.

The data presented herein has suggested that some people may feel they do not have
a problem identifying fake news, yet they notice most other people do. This merits further
study to understand its source, potential educational needs, and its implications for news
media labeling. The labels can potentially be revised to better educate readers on what
metrics really mean and how they indicate the trustworthiness of an article. Instances
where participants note a larger personal difference from the ideal perception than what
they believe of others may be indicative of participants feeling challenged by a metric.
Studying the causes of this can expose any lack of understanding of metrics and can be
used to alter the labels to aid understanding.

Planned future work includes additional assessment of the impact of different types of
information on perceptions of news article credibility. A study using a fictional story and six
different types of labels in a simulated scenario is planned to identify correlations between
story topics, sentiment, labeling information, and perceived article accuracy. Assessment of
the efficacy of the different labels in helping respondents make news content consumption
decisions that discern between truthful and deliberately deceptive news items is also planned.

Beyond this, the identification of and response to deliberately deceptive online content
presenting itself as news is a key issue facing modern society that will require significant
attention. Democracy fundamentally relies on an informed public and activities that ma-
nipulate the information available to the public represent a threat to democratic systems,
irrespective of the particular political viewpoints being advanced by the creators of the
deceptive content. The differences between the older respondents and digital native-age
respondents are particularly interesting in this regard, as they foretell what the future may
hold for news consumption and democratic processes. Understanding age group differ-
ences and differences within the digital native-age groups are thus critical to understanding
the implications of deceptive content in both the immediate and more distant future.
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Appendix A. Statistical Significance Assessment for Label Responses

This section presents the results of statistical significance calculations for the data
presented in Tables 8–25. Tables A1–A4 present the statistical significance data, using the
Z-test metric, for Tables 8–11. In the tables, statistical significance with 95% confidence is
indicated with green coloring, statistical significance with 90% confidence is indicated with
blue coloring and a lack of practical significance (less than a 7% difference) is indicated
with purple coloring. Based on standardized value tables, statistical significance with 90%
confidence is indicated by a value of 1.645 or greater and statistical significance with a 95%
confidence is indicated by a value of 1.96 or greater.

Table A1. Statistical significance calculations for Table 8 data.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Judging
News

Article Trust-
worthiness

Label 1 1.02 −1.77 0.83 −1.58 0.11
Label 2 1.88 −0.48 1.16 0.00 1.88
Label 3 2.53 −0.69 1.12 0.00 1.80
Label 4 3.10 −0.81 2.75 −0.10 1.83
Label 5 2.17 0.83 2.12 −0.19 1.96
Label 6 0.91 −0.84 1.96 1.60 0.44
Label 7 1.61 −2.12 1.07 0.73 0.83
Label 8 0.95 −0.61 1.42 0.07 0.97
Label 9 1.37 1.10 0.83 −0.55 0.89
Label 10 −0.20 −2.24 0.11 −0.62 −0.20

Table A2. Statistical significance calculations for Table 9 data.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Useful for
Mitigating
Effects of
Damaging

Label B1 1.51 −0.83 1.78 −0.56 2.78
Label B2 1.94 −1.11 1.92 −0.14 3.52
Label B3 0.72 0.12 0.86 −1.39 1.13

Table A3. Statistical significance calculations for Table 10 data.

Helpful Annoying
Review When

Viewing
Social Media

Others
Review When

Viewing
Social Media

Judging News
Article Trust-
worthiness

Label 1 2.36 0.16 2.26 0.44 0.86
Label 2 −0.64 0.58 −0.23 −0.61 −0.09
Label 3 0.58 0.11 −0.09 −0.22 −0.20
Label 4 0.15 0.90 −0.28 −0.81 0.20
Label 5 0.94 0.50 −0.50 −0.11 −0.20
Label 6 0.87 1.13 0.61 −0.60 0.60
Label 7 2.22 −1.10 1.77 1.49 1.15
Label 8 0.08 −0.29 −0.76 −0.45 −0.31
Label 9 0.38 1.04 −0.47 −0.85 0.53
Label 10 2.32 −0.83 1.08 −0.36 1.18
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Table A4. Statistical significance calculations for Table 11 data.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Judging
News

Article Trust-
worthiness

Label B1 −0.12 1.01 −0.81 −1.18 0.25
Label B2 1.73 0.80 0.63 0.49 1.69
Label B3 0.63 −0.23 −0.39 0.00 0.45

Next, Tables A5–A9 present the statistical significance data, using the T-test metric, for
Tables 11–25. In the tables, statistical significance with 95% confidence is indicated with green
coloring and statistical significance with 90% confidence is indicated with blue coloring.

Table A5. Statistical significance calculations for university comparison data.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness
Informational 0.005 0.496 0.017 0.868 0.041
Warning 0.062 0.941 0.042 0.332 0.192
Context 0.015 0.078 0.077 1.000 0.113
Extended
Explanation 0.003 0.839 0.014 1.000 0.027

Overlay 0.003 0.749 0.004 0.324 0.030
Supplement 0.015 0.078 0.077 1.000 0.113
Intermediary 0.026 0.214 0.032 0.925 0.049

Table A6. Statistical significance calculations for age comparison data.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

Judging News
Article

Trustworthiness
Informational 0.193 0.640 0.655 0.747 0.666
Warning 0.302 0.768 0.699 0.965 0.559
Context 0.010 0.627 0.136 0.646 0.329
Extended
Explanation 0.452 0.430 0.907 0.771 0.862

Overlay 0.757 0.215 0.855 0.425 0.651
Supplement 0.010 0.627 0.136 0.646 0.329
Intermediary 0.518 0.524 0.598 0.659 0.877

Table A7. Statistical significance calculations for both age and university comparison data.

Helpful Annoying

Review
When

Viewing
Social Media

Others
Review
When

Viewing
Social Media

Useful for
Mitigating
Effects of
Damaging

University 0.040 0.579 0.031 0.717 0.002
Age 0.373 0.488 0.862 0.833 0.367
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Table A8. Statistical significance calculations for university comparison data.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

No Context 0.001 0.458 0.001 0.923
No Explanation 0.055 0.041 0.090 0.415
Explanation 0.001 0.543 0.001 0.596

Table A9. Statistical significance calculations for age comparison data.

Helpful Annoying
Review When

Viewing Social
Media

Others Review
When Viewing
Social Media

No Context 0.424 0.186 0.713 0.548
No Explanation 0.564 0.292 0.560 0.560
Explanation 0.154 0.323 0.686 0.834
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