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Abstract: High performance computing (HPC) is widely recognized as a key enabling technology
for advancing scientific progress, industrial competitiveness, national and regional security, and the
quality of human life. Notwithstanding this contribution, the large upfront investment and technical
expertise required has limited the adoption of HPC to large organizations, government bodies,
and third level institutions. Recent advances in cloud computing and telecommunications have
the potential to overcome the historical issues associated with HPC through increased flexibility
and efficiency, and reduced capital and operational expenditure. This study seeks to advance the
literature on technology adoption and assimilation in the under-examined HPC context through
a mixed methods approach. Firstly, the determinants of cloud computing adoption for HPC are
examined through a survey of 121 HPC decision makers worldwide. Secondly, a modified Delphi
method was conducted with 13 experts to identify and prioritize critical issues in the adoption of
cloud computing for HPC. Results from the quantitative phase suggest that only organizational and
human factors significantly influence cloud computing adoption decisions for HPC. While security
was not identified as a significant influencer in adoption decisions, qualitative research findings
suggest that data privacy and security issues are an immediate and long-term concern.

Keywords: cloud computing; high performance computing; HPC; technology adoption models;
HPC in the cloud

1. Introduction

Cloud computing is one of the major emergent paradigms in information systems research
and practice. Attracted by the promise of information technology (IT) efficiencies and increased
business agility, enterprises are incorporating cloud computing in their IT strategies [1]. Despite the
extensive literature on the benefits of cloud computing, our understanding of cloud computing
adoption decisions is marred by inconsistencies on the influence of a myriad of organizational,
technological, environmental, and human factors [2–6], which vary by situational context [7–9]. Thus,
in highly complex and under researched contexts such as high performance computing (HPC), there is
a need for research that elucidates the role of the various organizational, technological, environmental,
and human factors.

Advances in the design of higher performance processors, functional accelerators, interconnects,
and associated software have resulted in increasingly powerful computers often referred to as
supercomputing or HPC [10]. HPC can be defined as the coordinated use of massive parallel
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architectures for the solution of a single problem and are characterized by the scale of compute power
required to process a job quickly [11]. HPC-oriented problems are typically computationally and data
intensive simulation and analytics problems [12]. Such advanced computing is costly in terms of
upfront capital investment and direct and indirect operational expenditure as HPC requires significant
energy and expertise to operate [10]. Due to the cost of HPC, it is unsurprising that HPC is commonly
used in automotive and aerospace product development, oil and gas exploration, genomics and
drug discovery, weather prediction and climate modeling, 3D image rendering, and complex
financial modeling [12]. Thus, access to HPC infrastructure has typically been limited to large
mature organizations, government research centers or agencies, and universities [12]. HPC represents
a small but high value segment of the ICT market [12,13]. Indeed, a 2015 IDC report for the European
Commission highlights the importance of HPC: “The use of high performance computing (HPC) has
contributed significantly and increasingly to scientific progress, industrial competitiveness, national
and regional security, and the quality of human life. HPC is important for national and regional
economies—and for global ICT collaborations in which Europe participates—because HPC, also called
supercomputing, has been firmly linked to accelerating innovation” [12].

Geist and Reed [10] note that large-scale commercial cloud computing infrastructures share
common scales with large-scale HPC systems with both services driven by cost, reliability, and energy
efficiency imperatives. However, they also note important differences. For HPC, performance is
key [10], but the emphasis in cloud computing is on scalability, in this case horizontal scaling through
the addition of more machines, in contrast to vertical scaling in HPC. Furthermore, recent research
has highlighted the potential for cloud computing to overcome many of the issues associated with
high performance computing by increasing flexibility and efficiency, and reducing costs [14–16].
HPC infrastructure has traditionally been unavailable to many organizations due to its high cost and
the specialized technical knowledge required to configure and maintain such infrastructure [17]. In line
with Beck and Toenker [18], we posit that HPC in the cloud allows organizations, particularly small-to-
medium enterprises (SMEs), to access HPC infrastructure on a more cost-effective basis and, as a result,
better compete by overcoming internal constraints to generate new capabilities, enter new markets,
adopt new resources, and develop new products. Similarly, the HPC4AI project posits that federated
clouds can support regional and national academic and industrial research through on-demand
provisioning of artificial intelligence (AI) and Big Data analytics (BDA) services through collaboration
between institutions with complementary resources [16]. Consequently, the use of the cloud for HPC
may enable an acceleration of innovation resulting in a positive impact for industry and society as
a whole.

Despite the potential benefits, compared to the wider information and communication technology
(ICT) market, public cloud computing makes up a relatively small proportion of overall revenues for
the HPC market but is beginning to show evidence of strong growth [12,13]. It is thus important to
understand the reasons behind organizations’ decisions to adopt or not to adopt cloud computing for
HPC workloads. Research on HPC in the information systems (IS) literature, and specifically HPC
in the cloud, is limited [18,19]. Indeed, the extant research is largely technical in nature and focused
on evaluating the potential of different cloud platforms and determining which HPC applications
the cloud represents a viable solution for [14,20]. While these studies have enhanced our technical
understanding of the potential of cloud computing in the HPC context, there is a dearth of research
which explores the factors involved in influencing initial decisions to adopt cloud computing for HPC.
This gap in our knowledge is important as developing an understanding of the factors influencing
initial decisions to adopt a new technology is paramount to the success of new technologies [21].
With this in mind, the paper explores the following research questions:

RQ1. What are the determinants of cloud computing adoption for HPC?
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RQ2. What are the critical issues that are currently impacting and are likely to impact HPC in the cloud in the
near future (1–5 years) and in the long term (5+ years)?

This study seeks to advance the literature on technology adoption and assimilation in the
under-examined HPC context through a mixed methods approach. Firstly, the determinants of cloud
computing adoption for HPC are examined with a survey of 121 HPC decision makers worldwide
[22]. Secondly, a modified Delphi method was conducted with 13 experts to identify and prioritize
critical issues in the adoption of cloud computing for HPC. The remainder of this article is organized
as follows. In the next section, we discuss the related literature in the cloud computing context. Two
pertinent theories are integrated to develop the research model in Section 3. The methodologies and
findings for the quantitative and qualitative phases of the study are presented in Sections 4 and 5,
respectively. These are discussed in Section 6. The paper concludes with summary of the study’s
contribution, limitations and opportunities for future research.

2. Literature Review

This paper seeks to examine cloud computing adoption for HPC by leveraging the technology
adoption literature in the field of IS.

2.1. Technology Adoption in Information Systems

In the 1960s, research in innovation adoption began with Rogers seeking to understand what
influenced farmers’ decisions to adopt agricultural innovations, with innovations described as an idea,
practice, or object that is perceived as new to an individual or organization [23]. Early work in this area
focused either on the characteristics of the individual adopting the innovation or the characteristics of
the innovation [23]. Since the 1980s, researchers have focused on understanding the factors driving
adoption of different technologies, leading to the development of a well-established literature stream
and a number of theories. These theories can be discussed under two categories: (i) adopter-centered
and (ii) innovation or organization centered. The prevailing theories are outlined in Table 1.

The majority of models in the first category are based on the theory of reasoned action (TRA) [24],
which posits that individuals’ behaviors are formed based on their salient beliefs and attitude toward
the behavior. While TRA does not prescribe what these salient beliefs are, it has been leveraged
as the underlying foundation of several later models beginning with the technology acceptance
model (TAM). TAM lists perceived usefulness and perceived ease of use as the salient beliefs which
shape individuals’ acceptance and usage of new technologies [25,26]. TAM has been leveraged
to examine technology adoption in various contexts and adapted to produce various new models.
Venkatesh et al. [21] re-examined the popular technology models to create the Unified Theory of
Technology Acceptance and Usage (UTAUT). UTAUT proposes that the likelihood an individual will
accept a new technology is based on their perception of the performance expectancy (similar to
perceived usefulness), effort expectancy (similar to perceived ease of use), social influence and
facilitating conditions to adopt. The first theory in the second category, is Diffusion of Innovation (DOI)
theory, which holds that the technology adoption decision is influenced by innovation characteristics:
(i) relative advantage, (ii) compatibility, (iii) complexity, (iv) observability, and (v) trialability [23].
Similar to DOI, the TOE Framework proposed by Tornatzky and Fleischer [27] suggests that IT
adoption is influenced by three contexts—(i) technological, (ii) organizational, and (iii) environmental.
These contexts are consistent with DOI theory in that the technological context incorporates the
innovation characteristics. TOE theory also includes organizational factors, such as firm size,
technology readiness, employee competence, and top management support [6–9,28,29]. In congruence
with DOI and TOE, the HOT-fit model, proposed by Yusof et al. [30], asserts that organizational and
technological factors are determinants of successful IS adoption. The HOT-fit model also introduces
human factors, claiming that user attitude and competence also have a positive impact on technology
adoption [30]. Theories from both categories have been leveraged to study adoption across a wide
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range of contexts with several adaptations and combinations used. However, while the predictive
power of adopter-centered theories has been established and human factors are relevant, we argue
that the complex nature of HPC lends itself to a broader approach that considers organizational and
technological factors.

Table 1. Technology adoption theories.

Model Author(s) Dimensions/Factors Included

Theories based on the individual

Theory of Reasoned action
(TRA) Fishbein and Azjen (1975)

Individuals’ beliefs
Attitude toward behavior (ATT)
Subjective norm (SN)
Behavioral intention

Technology acceptance model
(TAM) Davis et al. (1989) Perceived usefulness (PU)

Perceived ease of use (PEOU)

Theory of Planned behavior
(TPB) Ajzen (1991)

Attitude toward behavior adapted from TRA
Subjective norm adapted from TRA (SN)
Perceived behavioral control (PBC)

UTAUT Venkatesh et al., (2003)

Performance Expectancy (PE)
Effort Expectancy (EE)
Social Influence (SI)
Facilitating Conditions (FC)
Moderators: gender, age, experience,
Voluntariness

Theories based on the innovation and wider environment

Diffusion of Innovations
(DOI) Rogers (1995; 2003)

Relative advantage
Ease of use
Image
Visibility
Compatibility
Results demonstrability
Voluntariness of Use

Technology-Organization-Environment
(TOE) Tornatzky and Fleischer (1990)

Technology: innovation characteristics, availability
Organization: size, management support,
organizational resources
External Environment: firm size, external pressure,
industry, regulation, financial

Human-Organization-Technology Fit
(HOT-fit) Yusof et al. (2008)

Human: user satisfaction
Organization: structure, environment
Technology: quality driven factors

2.2. Technology Adoption Research in Cloud Computing

As our review failed to identify any studies which have previously investigated the factors influencing
decisions to adopt cloud computing for HPC applications, it was important to review what theories
have been utilized in the broader cloud computing context. A recent review of the literature on
cloud computing adoption found that many studies fail to utilize the prevailing technology adoption
theories [31]. Furthermore, those studies that do adopt a guiding framework lack a unified approach
with studies adapting and combining elements of DOI, TOE, and HOT-fit theories. Among these theories,
the influential factors in cloud computing can be categorized into four groups: (i) human factors such
as personal innovativeness, perceived technical competence [9,30]; (ii) organizational factors including
adequacy of resources, top management support, perceived indirect benefits, and relative advantage [7,9,32];
(iii) technological factors such as perceptions of the innovation’s complexity, compatibility, and reliability
and security [3,5,33]; and (iv) environmental factors such as competitive pressure, government policy,
and partner support [2,7,9,29]. The existing literature leveraging these theories to understand cloud
computing adoption is outlined in Table 2.
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Table 2. Cloud computing adoption literature.

Study Context Theories Human Factors Technology Factors Organizational Factors Environmental Factors

Low et al. (2011) Adoption of Cloud Computing by firms in Taiwan
(111 survey responses) TOE N/A

Relative advantage (S) Size (S) Supplier Support (S)
Complexity (N.S) Top management support (S) Competitive Pressure (S)
Compatibility (N.S) IT readiness (N.S)

Alshamaila et al. (2013) Adoption of Cloud Computing by SMEs in England
(15 interviews with SMEs) TOE N/A

Relative advantage (S) Size (S) Scope (S)
Uncertainty (S) Top management support (S) Supplier Support (S)
Complexity (S) Innovativeness (S) Competitive Pressure (N.S)
Trialability (S) IT Support (S) Industry (S)

Lin and Chen (2012) Cloud Computing Adoption in Taiwan
(19 interviews) DOI N/A

Relative advantage (S)
N/A N/AComplexity (S)

Compatibility (S)

Gupta et al. (2013) Cloud computing adoption among SMEs
(211 survey responses) N/A Ease of Use (S) Reliability (S) Cost Saving (S) N/APerceived Security (S)

Hsu et al. (2014) Cloud computing adoption among firms in Taiwan
(200 survey responses) TOE N/A Perceived Benefits (S) IT Capability (S) External Pressure (N.S)Business Concerns (S-) Size (N.S)

Lian et al. (2014) Cloud computing adoption in Taiwanese hospitals
(60 survey responses)

TOE Innovativeness (9) Complexity (5) Relative advantage (11) Government policy (7)
HOT-FIT IT Competence (2) Perceived Security (1) Top management support (4) Competitive Pressure (10)

Costs (3) Adequate Resources (6)
Compatibility (8) Benefits (12)

Oliveria et al. (2014) Cloud computing adoption among Spanish firms
(369 survey responses)

DOI

N/A

Relative advantage (S) Size (S) Government policy (N.S)
TOE Complexity (S) Top management support (S) Competitive Pressure (N.S)

Compatibility (N.S)
Costs (S)
Security (N.S)
Technology Readiness (S)

Wu et al. (2013) Adoption of Cloud in Manufacturing and Retail
firms in the US (289 Survey responses) DOI N/A Complexity (S) N/A N/ACompatibility (S)
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As highlighted above, there are a number of combinations of these theories, and conflicting
categorization of variables as human, organizational, or technical factors. However, several observations
can be made. Firstly, there is no dominant model for exploring technology adoption, but there are
many similarities among the theories operationalized. Furthermore, the trend of combining numerous
theories is evident in this context. This approach is appropriate due to the complementarity of
many of the popular technology adoption theories. For instance, DOI, TOE, and HOT-fit theories
complement each other, to provide a comprehensive understanding of the key determinants of
technology adoption [3,7,9]. Secondly, in terms of the human factors and HOT-fit, Lian et al. [9]
found support for the influence of innovativeness and IT competence on cloud computing adoption by
hospitals in Taiwan. It is thus important to explore the role of human factors in the HPC context. Thirdly,
in relation to the organizational factors listed across TOE and HOT-fit models, perceived indirect
benefits [8], top management support [1,5,6], and the firm’s IT capability all influenced cloud
computing adoption [5,8]. Fourthly, a number of innovation characteristics from DOI and the
technological factors from HOT-fit and TOE have received support. This includes the role of complexity
and compatibility from DOI which was found to influence cloud computing adoption in Taiwan [32]
and security [9]. Lastly, prior research offers mixed support for the importance of environmental factors
from TOE in the cloud computing context with competitive pressure [5,7,8], regulatory support [7],
and partner pressure [6] all found to be insignificant in the cloud context. In this study, we focus on
combining two theories, DOI and HOT-fit, for two key reasons. Firstly, the mixed support for the
importance of environmental factors and the role of government are not conducive to this study’s
focus as the HPC market is spread across countries and industries. Second, DOI and HOT-fit include
the majority of the TOE elements and are commonly used to explain technology adoption and provide
a more holistic understanding of cloud computing adoption [8,9,34].

3. Research Model and Hypotheses

DOI theory asserts that the salient innovation characteristics will vary across contexts [35]. Thus,
it is imperative to consider the research context when deciding on the appropriate technology adoption
factors [34]. Thus, we draw on DOI and HOT-fit to develop the framework proposed in Figure 1.

Figure 1. Proposed framework.

3.1. Human Factors

Personal innovativeness denotes the openness of an individual to new technology. Studies show
that an individual’s perceived innovativeness can influence how they respond to new technologies [9,36].
Thus, personal innovativeness may predict whether a person intends to adopt an innovation earlier
than others [5,36]. Given the lag in adoption of cloud computing in the HPC context, we argue that
innovative decision makers are more likely to adopt. Hence, we posit:
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Hypothesis 1 (H1). Personal innovativeness is positively related to the adoption of cloud computing for HPC.

In order to enhance technological readiness, organizations are required to have specialized
human resources (e.g., competent HPC staff and/or IT staff) who have the knowledge and skills to
implement cloud computing for HPC. Thus, employees’ technological competencies may influence
cloud computing adoption for HPC workloads. Studies show that IT expertise is essential for
organizations that intend to adopt cloud computing [5,9,29]. Whilst this expertise may vary depending
on the type of cloud computing service, we posit that technical competence is relevant for HPC,
as organizations using HPC often use proprietary, tightly configured, or specialist software requiring
specialist expertise. Thus, we propose:

Hypothesis 2 (H2). IT/IS competence is positively related to the adoption of cloud computing for HPC.

Hypothesis 3 (H3). HPC competence is positively related to the adoption of cloud computing for HPC.

3.2. Technological Factors

Complexity represents perceived difficulty in the usage of an innovation [23]. Organizations tend
to adopt new technologies that are easy to use, as complex technologies can result in decreased
adoption [29]. Therefore, we posit:

Hypothesis 4 (H4). Complexity is negatively related to the adoption of cloud computing for HPC.

Compatibility refers to “the degree to which an innovation is perceived as consistent with the
existing values, past experiences, and needs of potential adopters” [6]. Organizations are less likely
to adopt cloud computing if it is not compatible with these values, as adoption may require major
adjustments in organizational processes and considerable learning [6,37]. Compatibility has been
found to influence cloud computing adoption [5]. It encompasses a wide range of expectations
including performance and cloud compatibility with extant practices in an organization and HPC.
Thus, we propose:

Hypothesis 5 (H5). Compatibility is positively related to the adoption of cloud computing for HPC.

In the context of HPC in the cloud, industry reports suggest concerns within the HPC community
that cloud computing may not be a reliable medium to process HPC workloads and that cloud
communication speeds may not be sufficient to handle the data movement necessary for such
workloads [12,38,39]. Security concerns are consistently reported as a major barrier to cloud computing
adoption [12]. Security is perceived to directly relate to the reliability of a cloud computing system
and is positively associated with the cloud computing adoption decision with higher perceptions of
security increasing adoption intentions [14]. Thus, we hypothesize:

Hypothesis 6 (H6). Perceived reliability and security are positively related to the adoption of cloud computing
for HPC.

3.3. Organizational Factors

The adoption of cloud computing requires the integration of resources and a supportive
environment [40]. Top management involvement in the cloud computing adoption decision and
implementation process is essential as it guarantees that sufficient resources will be allocated to support
implementation [5] and the value of adopting will be communicated throughout the organization [6].
Thus, we propose:
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Hypothesis 7 (H7). Top management support is positively related to the adoption of cloud computing for HPC.

Adequate resources refer to the resources needed for the adoption of cloud computing.
Previous studies show that organizations with the necessary resources are more likely to adopt
cloud computing [41]. Cloud computing adoption for HPC is a large project that requires top
management commitment, ample time, money, competent human resources, and technological
competencies [9,42]. Thus:

Hypothesis 8 (H8). Adequate resources are positively related to the adoption of cloud computing for HPC.

Extant literature suggests that cloud computing provides organizations with direct and
indirect benefits. For instance, cloud computing enables organizations to gain access to hardware,
software, or other ICT infrastructure not available in their own data centers [8]. Such advantages are
termed direct benefits. In addition to these direct benefits, organizations are also motivated by the
indirect benefits, such as improving the organizational image, competitive advantage, or relationships
with customers or business partners [43]. We posit:

Hypothesis 9 (H9). Indirect benefits are positively related to the adoption of cloud computing for HPC.

Cloud computing adoption allows organizations to reduce upfront capital expenditure and
operational costs, thereby enabling them to gain a cost reduction advantage [41,44]. Studies show
that cost reduction is positively associated with organizations’ perceptions of the ease of use and
convenience of adopting cloud computing, thus increasing adoption intention [33]. HPC infrastructure
has extremely high operating costs compared to more general IT [17]. Thus, we posit:

Hypothesis 10 (H10). Cost reduction is positively related to the adoption of cloud computing for HPC.

4. Factors Influencing Cloud Adoption for HPC

4.1. Methodology

A questionnaire was designed to test the proposed framework presented above. The first stage
of questionnaire design involved sourcing validated items to represent all of the variables in
the framework. All items were sourced from the technology adoption literature and adapted to fit the
context of HPC. Perceived innovativeness (four items), HPC competence (six items), IT/IS competence
(five items), complexity (five items), and adequate resources (four items) were adapted from [9].
The six items used to measure indirect benefits were adapted from [9,43]. Top management support
(three items) and compatibility (four items) were adapted from [9,37]. The four items to measure
reliability and security were adapted from [45], while cost reduction items were adapted from [9,45].
Each item was measured on a five-point Likert scale. The dependent variable in this study was
one self-developed item which asked respondents if their organization had implemented cloud
computing for HPC workloads. The second step involved pilot testing. This study was part of a broader
international project, CloudLightning [46]. The questionnaire was pilot tested among international
academics in the consortium from technical and business disciplines to explore comprehension.
Following a number of minor wording changes, the questionnaire was pilot tested among industry
members of the project consortium. The third step involved recruiting respondents. Given that HPC
is a small knowledge-intensive market, a database was developed to recruit HPC decision makers,
which included C-suite employees across various industries from oil and gas to genomics, as well
principal investigators at universities. Decision makers were identified through an online search.
The survey was distributed to 619 HPC decision-makers worldwide using publicly available
email addresses.
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A total of 121 participants completed the survey. This response rate of 19.55% was deemed adequate
given the relatively small number of organizations in the HPC market. Among the sample, 53.30% are
based in the European Union, 36.10% in North America and the remainder worldwide. Respondents’
organizational contexts include academic (58.20%), commercial (27.90%), and government (9.80%).
Among these respondents, 45.1% indicate that they have adopted cloud computing for HPC in
their organization, while 54.9% indicate they have not yet adopted. Respondents reported a range of
relevant job titles including CEO, CTO, Professor, Researcher, Scientist, Director, Head of Research and
Development to name but a few. This distribution allows us to compare the factors predicting adoption
for adopters and non-adopters. As the response rate was slightly lower than the recommended
threshold (36+/−13) [47], non-response bias was tested in order to check the representativeness of the
responses in this study. Following Wilcox et al. [48], we tested the non-response bias by comparing
the organizational variables from the early respondents with the late respondents. The number
of HPC users, the weekly HPC usage, and the respondent’s familiarity with HPC were used as
benchmarking organizational variables. The t-test results showed that there was no significant
difference between early and late respondents across any of these variables. Therefore, the sample was
deemed representative. Exploratory factor analysis was carried out in SPSS 23 to test the reliability
and validity of the measures for all key constructs in the new context of HPC. Factor analysis with
principal-component factoring method and VARIMAX rotation was used to test discriminant and
convergent validity. The Kaiser–Meyer–Olkin (KMO) values of the three dimensions were above the
threshold of 0.70, indicating that these items were suitable for conducting factor analysis. Three factors
were generated under the human dimension; personal innovativeness, HPC technical competence,
and IT/IS technical competence. Three factors were also generated under the technology dimension;
complexity, compatibility, and reliability and security. One item from the security construct was
dropped to increase reliability. Four factors were generated under the organization dimension;
indirect benefits, adequate resources, top management support, and cost reduction. All Cronbach’s
alpha values were larger than 0.60, suggesting that the measures were reliable [49]. All items
loaded onto their expected construct with factor loadings above 0.60. Thus, convergent validity
and discriminant validity for each construct were achieved. The composite scores of all factors
were calculated for further data analysis. As shown in Table 3, respondents rank innovativeness,
compatibility, complexity, indirect benefits, and cost reduction as the most critical factors influencing
cloud computing adoption.

Table 3. Descriptive statistics.

Dimension Factor Mean Std. Dev. Rank

Human
Perceived innovativeness 3.81 0.68 1
HPC competence 3.21 1.02 6
IT/IS competence 2.79 0.99 10

Organization

Indirect Benefits 3.38 0.77 4
Adequate resources 2.88 0.9 9
Cost reduction 3.15 0.9 7
Top management support 2.89 0.87 8

Technology
Compatibility 3.47 0.79 2
Reliability and security 3.25 0.81 5
Complexity 3.45 0.8 3

To compare the perceptions of adopters and non-adopters, a series of t-tests was conducted.
The results presented in Table 4 suggest that adopters and non-adopters have significantly
different perceptions of several factors, namely HPC competence, compatibility, indirect benefits,
adequacy of resources, top management support, and cost reduction. Unsurprisingly, these
mean differences show that adopters perceive cloud computing adoption for HPC more positively
than non-adopters.
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Table 4. T-test results of perceptions between adopters and non-adopters.

Adopters Non-Adopters T-Value

Personal innovativeness 3.89 (0.73) 3.75 (0.63) 1.08
HPC competence 3.48 (1.01) 2.98 (0.98) 2.71 **
IT/IS competence 2.94 (0.97) 2.67 (1.02) 1.43
Complexity 3.40 (0.87) 3.49 (0.73) −0.60
Compatibility 3.75 (0.71) 3.23 (0.78) 3.86 **
Reliability and security 3.32 (0.94) 3.19 (0.69) 0.84
Top management support 3.14 (0.85) 2.67 (0.83) 3.02 **
Adequate resources 3.14 (0.99) 2.67 (0.77) 2.85 **
Indirect benefits 3.71 (0.65) 3.10 (0.66) 6.13 **
Cost reduction 3.40 (0.64) 2.94 (0.75) 3.66 **

Note: Numbers in brackets are standard deviations; ** p < 0.01.

4.2. Hypothesis Testing

To test the framework, logistical regression analysis was conducted in SPSS 23 (Table 5).
The variance inflation factors (VIF) and tolerance values were calculated to test the multicollinearity of
these factors. VIF scores ranged from 1.07 to 2.14, all below the threshold of 3. The tolerance values
ranged from 0.47 to 0.93, all above the cut-off score of 0.10. These results suggest that multicollinearity
is not an issue [49].

Table 5. Logistic regression results.

Collinearity

B S.E. Wald Sig. Tolerance VIF

Personal innovativeness 0.04 0.36 0.01 0.91 0.93 1.07
HPC competence 0.65 * 0.32 4.03 0.04 0.53 1.89
IT/IS competence −0.56 0.34 2.75 0.09 0.56 1.78
Complexity −0.24 0.32 0.56 0.45 0.86 1.16
Compatibility −0.30 0.42 0.50 0.48 0.47 2.12
Reliability and security −0.54 0.35 2.36 0.12 0.72 1.39
Top management support 0.49 0.37 1.75 0.18 0.47 2.14
Adequate resources 0.40 0.37 1.16 0.28 0.48 2.09
Indirect benefits 2.02 ** 0.55 13.51 0.00 0.47 2.14
Cost reduction 0.04 0.43 0.01 0.92 0.49 2.04
Constant −6.76 2.42 7.83 0.01

Hosmer and Lemeshow: 3.12 (p = 0.93); −2 log likelihood: 117.23; Cox and Snell R2: 0.325; Nagelkerke pseudo
R2: 0.423. ** p < 0.01.; * p < 0.05.

Model Evaluation. The omnibus test of model coefficients explores whether the independent
variables in the model can explain variations in the dependent variable. A significant result suggests
that the independent variables can improve the prediction of the dependent variables. In this case,
a chi-squared of 44.54, with a degree of freedom of 10 and a significance value below 0.01 (p = 0.00)
reveals that the ten factors of interest can significantly improve the prediction of the cloud computing
adoption decision.

Goodness-of-fit statistics. The Hosmer and Lemeshow test gives a c2 (8) of 3.12, with a
significance value of 0.93. This non-significant result suggests an acceptable match between the
predicted adoption decision and actual adoption decision. −2 log likelihood (−2 LL) and Nagelkerke
pseudo R-squared were also calculated to show the power of the research model in explaining the
data variation. The lower the −2 LL value is, the better the model fit is. In this case, a −2 log likelihood
value of 117.23 was acceptable. Nagelkerke Pseudo R-squared represents the amount of variation
explained by the model. The model explains 42.3% of the variance in cloud computing adoption.

Statistical test for individual predictors. Wald chi-square statistics were used to check the
predictive ability of individual predictors. The results show that indirect benefits (p < 0.01) and HPC
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competence (p < 0.05) are statistically significant predictors of cloud computing adoption. Thus, H3 and
H9 were supported. Indirect benefits and HPC competence are positively related to an organization’s
likelihood of adopting cloud computing for HPC. Perceptions of IT/IS competence is approaching
significance (p = 0.09).

Discriminating power. The logistic regression analysis also reveals the predictive accuracy of the
research model (Table 6). The model yields a correct prediction rate of 79% for non-adopters and of 75%
for adopters. The overall correct prediction rate is 77%. These results illustrate that these predictors
have sufficiently higher discriminating power than the random choice model.

Table 6. Correct prediction results.

Not Adopt Adopt % Correct

Baseline
Not adopt 62 0 100
Adopt 55 0 0
Overall % 53

Final
Not adopt 49 13 79
Adopt 14 41 75
Overall % 77

5. Critical Issues Impacting HPC in the Cloud

5.1. Methodology

To answer RQ2, a modified Delphi method was conducted to elicit expert opinions on critical
issues and problems related to the adoption of HPC in the cloud. It was viewed as an appropriate
method due its flexible methodology and suitability to topics where there is limited knowledge as
in this study [50]. Delphi inquiries enable researchers to achieve a consensus view from a group of
experts on important issues using written responses [51]. An online approach to data collection was
used as it reduces the time between iterations [52]. In this study, a four-round online Delphi process
was conducted as outlined below in Figure 2. The study consisted of 13 expert participants from five
countries including representatives from universities and research centers, SMEs, and multinationals.

Figure 2. Modified Delphi process.

During each round, experts were asked to provide their comments and carefully examine the
comments made by other participants and refine their comments and reprioritize issues until a
consensus was reached among the group. In this study, each round of the Delphi had a distinct aim.
The aim of round one was to identify all potential issues facing the future of HPC in the cloud.
Participants were asked to identify the crucial issues facing HPC in the cloud in the near and
further future. These views were collated using an online survey and sent back to participants
for them to rank the issues in order of importance. In round two, participants were asked to again
review all issues and were reminded of their initial ranking. They were also presented with the results
from other experts and asked to reflect on their own opinions and decide whether or not to change the
ranks they had assigned. This process continued in rounds three and four until consensus was reached.
The data derived from the Delphi process was analyzed in alignment with the research model.
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5.2. Findings

Participants identified and achieved consensus on five major critical issues currently impacting
the adoption of HPC in the cloud and likely to impact adoption for the next one to five years. The issues
are ranked as follows:

1. Data protection concerns [Technological | Organizational]
2. Compliance concerns [Technological | Organizational]
3. Security concerns [Technological]
4. Data control concerns [Technological | Organizational]
5. Privacy concerns [Technological | Organizational]

Participants were worried about the legal constraints and implications of using the cloud, as well
as the lack of transparency about data center security in relation to the cloud. In this respect,
participants had many of the same concerns as other industry stakeholders and consumers regarding
the perceived vulnerabilities of the cloud from a data protection perspective and the implications for
them and their organizations, particularly where they were dealing with commercially sensitive or
personally sensitive data. Informants highlight that these concerns mostly relate to public cloud use
and not private clouds, where the advantages are control and security. However, as also noted by
informants, this control and security comes at a cost, in terms of capital and operational expenditure,
flexibility, and elasticity. Participants view all of these issues as remaining critical in the longer-term
future (5+ years) albeit with a slightly different ranking as outlined below:

1. Privacy concerns [Technological | Organizational]
2. Security concerns [Technological]
3. Data protection concerns [Technological | Organizational]
4. Data control concerns [Technological | Organizational]
5. Compliance concerns [Technological | Organizational]

The long-term ranking suggests that security will remain a critical issue, but external privacy
concerns will be much more important than general internal data protection and control concerns.
This suggests a shift in focus from internal issues or pressures to external ones. Notwithstanding these
main findings from the Delphi study, it should be noted that informants discussed many issues which
transcend human, organizational, and technological categories, namely the issue of performance or
perceptions around performance. In this way, this second study makes a significant contribution in
that it unpacks the compatibility dimension from Study 1 to identify some latent concerns regarding
the capabilities of cloud infrastructure to achieve the same levels of performance as conventional HPC.
Several informants highlighted performance as a core issue for the next five years and longer term but
albeit from different perspectives. Proponents of HPC noted concerns around the technology itself
including perceptions of workload compatibility and communications speeds to match the demands
of HPC. In addition, they noted organizational concerns including funding and resources. In contrast,
cloud proponents suggested that, human factors, including potentially flawed perceptions of cloud
computing might hinder individuals’ willingness to consider, let alone, adopt cloud computing in
this context. Notwithstanding this, the technological impact of performance did not rank as high due
to agreement that in many cases cloud computing may be appropriate e.g., loosely coupled workloads
such as 3D image rendering, MATLAB programs, or simulations, and in others not so appropriate,
e.g., workloads requiring high interprocessor communication speeds. Similarly, while not ranking as a
major concern, education and training and the need for higher education to provide a pipeline of both
HPC and cloud computing graduates were noted by all.

6. Discussion

Integrating DOI and HOT-fit, our quantitative findings suggests that organizational and human
factors significantly influence organizations’ cloud computing adoption decisions for HPC. Specifically,
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decision makers’ perceptions of indirect benefits and existing HPC competences predict their cloud
computing adoption decisions with an overall correct prediction rate of 77%. Notwithstanding this,
our qualitative findings suggest that organizational and technological issues related to data privacy
and security are a significant concern today and will be in to the future.

Human factors. The results indicate that, even though innovativeness is high, this does not
necessarily lead to cloud computing adoption. This finding is inconsistent with previous studies [5,9].
Descriptive statistics reported in Table 3 show that personal innovativeness is the top-rated factor of cloud
computing adoption for HPC. Thus, the reasons behind this inconsistency merit further investigation.
The results also suggest that organizations with superior HPC competences perceive themselves to
possess more advanced computing abilities, and thus are more willing to adopt cloud computing [8].
The insignificant relationship between IT competences and adoption may be because organizations
with sufficient IT expertise may have gone through some of the technological changes required for
cloud computing, reducing the impact of technological competences on the cloud computing adoption
but an increased effect on the extent of cloud computing implementation [6]. Existing literature also
reports mixed results with some reporting positive impacts [8,29,32], while others report insignificant
results [6,34]. Human factors thus require further investigation.

Technological factors. None of the technological factors—compatibility, complexity,
and reliability and security—influence the adoption of cloud computing for HPC. However, there
may be alternative explanations for these results. First, organizations may realize that the benefits of
adopting cloud computing for HPC are likely to outweigh the perceived complexity. Thus, they may
adopt cloud computing for HPC to maximize these perceived benefits. Second, the results may reflect
different cloud conceptualizations. Pure private clouds, and hybrid clouds may not have the same
security concerns as public clouds although this is widely disputed (see, for example, [39]). Third, if the
organizations perceive themselves as having superior existing technological competences, they may
adopt cloud computing regardless of the compatibility between cloud computing and their existing
HPC systems or processes. Fourth, though cloud security remains a major concern [5], the technological
advances in securing data privacy and confidentiality on cloud computing platforms may have given
organizations confidence in implementing cloud services [7,39]. Furthermore, as highlighted by the
Delphi study, data privacy and security are both a significant concern for HPC in the cloud today and
moving forward, which needs to be addressed by the cloud computing industry.

Organizational factors. Only perceived indirect benefits significantly influenced cloud computing
adoption decision for HPC. This is congruent with previous studies [3,8,29], suggesting that indirect
benefits have a strong influence on adoption [33]. A useful implication arising from this is that cloud
computing service providers should highlight the wider set of benefits associated with adopting cloud
computing for HPC to their customers in order to increase their likelihood to adopt. Surprisingly,
adequate resources and top management support are not found to influence cloud computing adoption
for HPC. These results contradict many prior studies [5–7,29]. Finally, cost reduction does not
influence cloud computing adoption for HPC. This may be HPC-specific as HPC typically involves
specialist computing and scientific expertise where the decision-making is devolved to those with
the required expertise. Similarly, HPC has a high cost profile compared to general IT expenditure.
This may also reflect a sampling characteristic. The sample comprises organizations operating in the
traditional HPC market not SMEs. The use of cloud computing for cost efficiencies is a widely reported
benefit for smaller or new enterprises [32]. However, as larger organizations have sufficient resources
they are less likely to adopt cloud computing for the purpose of cost reduction.

7. Conclusions

The realization of the benefits of HPC has been somewhat limited due partly to the large start-up
costs required. This paper leverages HOT-fit and DOI (i) to identify the determinants of cloud
computing adoption for HPC, and (ii) elicit expert opinions on the issues facing HPC in the cloud
in the near and long-term future. The paper makes two important contributions. First, the study
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incorporates DOI with HOT-fit theories to provide a holistic view of determinants of cloud computing
adoption for HPC. As indicated earlier, there is a dearth of research on cloud computing adoption
in the HPC area. Thus, this study provides important insights and answers calls for clarification on
the drivers and inhibitors of cloud computing adoption in differing contexts [31]. Second, this paper
contributes both to literature and practice by providing insights for cloud service providers with
findings suggesting that cloud service providers should emphasize the indirect benefits of adopting
cloud computing for HPC in their communications to potential customers and specifically address
issues and concerns relating to data privacy and security. However, as is the case with all studies,
this paper is not without its limitations. These include the use of single-informant, the small sample size,
and potential over-representation in the sample from the academic community. The results would
be more robust with data from multiple respondents and from a larger sample. When considering
the diversity of the sample, a comparison of attitudes towards different cloud deployment models
(public, private, hybrid, federated, and community) and service models (IAAS, PAAS, SAAS) may
prove insightful. Furthermore, future research could explore the role of these factors over time to see
which factors are more influential in the short and long term. It is our hope that this research can
inform future research which seeks to explore the adoption and assimilation of new technologies in
complex contexts.
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