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Abstract

:

In the context of Industry 4.0, the most popular way to identify and track objects is to add tags, and currently most companies still use cheap quick response (QR) tags, which can be positioned by computer vision (CV) technology. In CV, instance segmentation (IS) can detect the position of tags while also segmenting each instance. Currently, the mask region-based convolutional neural network (Mask R-CNN) method is used to realize IS, but the completeness of the instance mask cannot be guaranteed. Furthermore, due to the rich texture of QR tags, low-quality images can lower intersection-over-union (IoU) significantly, disabling it from accurately measuring the completeness of the instance mask. In order to optimize the IoU of the instance mask, a QR tag IS method named the mask UNet region-based convolutional neural network (MU R-CNN) is proposed. We utilize the UNet branch to reduce the impact of low image quality on IoU through texture segmentation. The UNet branch does not depend on the features of the Mask R-CNN branch so its training process can be carried out independently. The pre-trained optimal UNet model can ensure that the loss of MU R-CNN is accurate from the beginning of the end-to-end training. Experimental results show that the proposed MU R-CNN is applicable to both high- and low-quality images, and thus more suitable for Industry 4.0.






Keywords:


quick response (QR); instance segmentation; dice loss; Mask R-CNN; Mask scoring R-CNN; UNet; product traceability system (PTS); visual navigation; automated guided vehicle (AGV); unmanned aerial vehicle (UAV)












1. Introduction


Computer vision (CV) is an interdisciplinary subject, involving computer engineering, physics, physiology, artificial intelligence, signal processing, and applied mathematics, etc. In the past two decades, it has developed vigorously and been widely used in various fields. In CV, object identification and tracking based on vision object analysis and processing has been deeply involved in various fields of the national economy. It plays an important role in tracking and detection [1,2,3], computer engineering [4,5], physical sciences, health-related issues [6], natural sciences, and the industrial academy [7] among other fields. The utilization of vision systems can greatly improve the ambient perception and adaptability of intelligent manufacturing, making it an increasingly indispensable key functional component of intelligent manufacturing. With the development of computer vision and semiconductor technology, vision sensors have gradually become a research hotspot in academia and industry. At the same time, some vision sensor products are widely put into use, especially in the field of industrial manufacturing and video monitoring [8,9,10,11,12,13,14]. One advantage of CV over humans is the ability to use a wide variety of cameras to produce images that simplify visual problems. For example, the RGB-D (Red Green Blue and Depth) camera [8,11], which has attracted much attention in industry and academia, has been put into practice in many conditions by virtue of depth information.



Industry 4.0 is a term for the industrial automation revolution. In Industry 4.0, the integration of the Internet of Things (IoT) technology and the production process has created new opportunities for intelligent manufacturing [15,16,17,18,19]. IoT technology provides the means for comprehensive monitoring of industrial operations through ubiquitous sensing, and forms a closed data product management cycle that records information from any stage to influence processes and decisions at other stages. Further, data from each stage of the production process can be used to increase product quantity, flexibility, and productivity. To achieve this vision, information must be collected by sensing technology from the objects among the entire intelligent factory. Among all possible solutions, the most popular way to identify and track all the objects is to add tags [15]. However, most companies still use cheap QR (the most popular two-dimensional (2D) code) tags to identify objects, so the QR tag detection and segmentation algorithm based on computer vision has become indispensable.



One example of the widespread use of QR tags in Industry 4.0 is the product traceability system (PTS) [20,21,22]. In recent years, the safety of consumer products, such as food and drugs, has become a major research challenge, e.g., the horse meat scandal in Europe, mad cow disease, and African swine fever. In response, both the manufacturing and sales sides have become more customer-oriented and need to address these issues more quickly. PTS is used to ensure the authenticity of the product throughout its life cycle, thereby reducing the possibility of adverse publicity, minimizing recall costs, stopping the sale of unsafe products, and making extensive use of cheap barcode or QR tags. Another example of using the 2D code in Industry 4.0 smart workshops is the automated guided vehicle (AGV) for visual navigation [23]. The AGV is an important part of Industry 4.0 [24]. With the gradual development of factory automation, computer integrated manufacturing system technology, and the automated three-dimensional warehouse, as a piece of necessary automatic handling equipment and a high-precision delivery platform, AGV has been rapidly developed in its application scope and technical level. Autonomous navigation is one of the most challenging in AGV [23,24,25,26,27]. The combination of 2D tag and vehicle camera can realize the autonomous high-precision positioning of visual navigation.



In the smart factory of in Industry 4.0, images of products labeled with QR tags can be captured by visual sensors, which then combined with computer vision (CV) technology to locate and segment the tags, and to read the information in the tags. In CV, instance segmentation [28] can be used to detect the position of tags while segmenting each instance. Instance segmentation is a challenging issue because it requires the correct detection of all objects in an image, while also precisely segmenting each instance. The standard performance measure that is commonly used for instance segmentation is intersection-over-union (IoU). In this paper, it has been proven that, due to the rich texture of QR tags, even a small misalignment may cause a large decrease of IoU. Currently, Mask R-CNN [29] is used to realize instance segmentation, and it introduces bilinear interpolation operation in RoiAlign layer to solve misalignment problem, but the completeness of the instance mask cannot be guaranteed, resulting in a low IoU of QR tag mask. In order to solve QR tag instance segmentation problem, a network named mask UNet region-based convolutional neural network (MU R-CNN) is proposed in this paper. Because UNet [30] can achieve good segmentation of fine textures, in the proposed MU R-CNN, we added a UNet branch to the Mask R-CNN [29] in order to reduce the impact of low image quality on IoU through texture segmentation. Our UNet branch does not depend on the features of Mask R-CNN, so the training process of the UNet branch can be carried out independently, in advance. In particular, because the copy and crop channels in the up-sampling section of UNet enable the network to transfer contextual information from the shallow layer to the deeper layer, and thus can effectively combine low-resolution and high-resolution information to achieve the purpose of precise segmenting texture of QR tag from noise polluted candidate images. So, the UNet branch in this paper can effectively reduce the impact of image noise on IoU. In order to optimize the IoU, dice-loss is calculated by the UNet branch‘s prediction output and ground truth, which is then used to measure the IoU loss. Experimental results show that the proposed Mask UNet Region-based Convolutional Neural Network (MU R-CNN) can achieve stable improvement on all backbone networks. Furthermore, compared with the existing state-of-the-art QR detection-based algorithms in [31], the MU R-CNN is applicable to both high- and low-quality images, which is more suitable for Industry 4.0. In the future, with the application of various new vision sensors that are becoming more and more popular, if the tag instance segmentation algorithm such as the proposed MU R-CNN is added to other state-of-the-art target tracking algorithms based on computer vision, it will vigorously promote the related research community.




2. Related Works


Since the emergence of QR code, the detection algorithm has always been a hot research topic. Li [31] and Zhang [32] conducted detection through position detection patterns (PDP). PDP-based methods are mainly focused on the images with high resolution, e.g., Li [31] proposed a method based on run-length coding, and the experiment shows that their method is time-saving and suitable for real-time application. Dubská [33] use lines to locate the QR code images. Dubská [33] located QR code by searching two sets of lines which meet the requirement that they are vertical to each other, and the detection method of the segment is the Hough transform. Li [34] use morphological methods, but the speed is slow. Grósz [35] and Chou [36] use the neural network (NN) method, and achieve good effect. Lin [37] use HOG and Adaboost to locate the location of QR codes. In [38], we proposed a QR code positioning method based on BING and Adaboost-SVM.



From the above references, it can be noticed that Lin [37] and Yuan [38] belongs to the general object detection method and Ref. [31,32,33,34,35,36] to the dedicated QR code detection method. These dedicated QR code detection methods are also designed on the basis of the general object detection principle.



On the other hand, general object detection methods can be usually divided into three steps: first, identify some areas that may contain targets on a given image (these areas are often referred to as “candidate regions” or “candidates”), then extract features from these candidate regions, and finally classify these features as the input of classifiers.



As the first step of the general objects positioning method, candidate region selection is to roughly locate the location of the target. The target can appear anywhere in the image, and the size of the target can vary. The naïve candidate selection algorithm is based on the sliding window, which reduces algorithm efficiency because it is a simple exhaustive method with high time complexity and much redundancy. In addition, the size and aspect ratio of sliding windows are usually fixed, for targets with large changes in size and proportion, good candidates cannot be obtained. As mentioned above, a typical sliding window detector has many redundant candidate regions and requires a large number of classifiers to evaluate an image. One approach to overcome the tension between computational tractability and high detection quality is the notion of “detection proposal” (sometimes called “objectness” or “selective search”). Later, more efficient and accurate region selection algorithms were developed, such as Selective Search, Edge Boxes [39] and so on. Hosang [40] provided an in-depth analysis of twelve detection proposal methods along with four baselines regarding proposal repeatability, ground truth annotation recall on PASCAL, ImageNet, and MS COCO, and their impact on DPM, R-CNN, and Fast R-CNN detection performance. According to Hosang [40], methods such as Selective Search and Edge Boxes seem to strike a better balance between recall and repeatability, if precise proposals are required. However, compared with the region proposal network (RPN) [41] based on CNN, Selective Search, Edge Boxes and other above-mentioned detection proposal methods are still much slower.



The second step of general objects positioning method is extracting features from candidate regions. In traditional machine learning, manual features are generally used as the input of a model. It is difficult to design a robust manual feature for a specific target due to the diverse shapes of the target, complex background changes, angle of view and illumination changes, etc. The quality of the feature will directly affect subsequent classification stage.



After obtaining the features of candidate target area, the third step is classification. These manual features in candidate target area extracted in the second step are classified as the input of classifier. Common classification algorithms include SVM, Adaboost, etc. After completing the task of object detection or instance segmentation, some standard should be used to measure the quality of the algorithm. The standard performance measure that is commonly used for detection and instance segmentation is IoU. For example, it has been widely used in Pascal VOC, MS COCO and other data sets. Given an image, the IoU measures the similarity between the predicted and the ground-truth region for an object present in the image and is defined as the size of the intersection divided by the union of the two regions. Therefore, the improvement of instance segmentation should take the improvement of IoU as the main target.



Therefore, the main problems of traditional target detection algorithms are summarized as follows: Firstly, candidate region selection algorithms have high time complexity or generate a lot of redundant candidates; Secondly, the design of manual features is difficult, and features are lack robustness to various changes of the target. For feature extraction, in the field of deep learning, manual features are no longer used, but neural network is used for feature learning. The common tool is convolutional neural network (CNN). To solve methods of the target detection problem in CNN, there are roughly two categories of methods. One is a two-stage algorithm based on region proposal, such as the R-CNN series [41], and the other is a one-stage algorithm based on the regression method, which is typically represented by a YOLO series [42,43,44] and Single Shot MultiBox Detector (SSD) [45].



In two-stage target detection algorithms based on CNN, region proposal can be implemented in two ways. The first way is the traditional candidate selection algorithm, such as Edge Boxes [39], etc. This kind of algorithm uses the information of image color, texture, edge and so on. These methods are more efficient and accurate than the violent enumeration method of sliding window. Such methods can be summarized as region proposal + CNN, typically represented by R-CNN or Fast R-CNN. Another way of implementing region proposal is to use the region proposal network (RPN) for candidate selection, whose core idea is to use CNN to generate candidate regions. The typical representation is Faster R-CNN [41].



For the one-stage algorithms, CNN first extracts feature map from input image, and then carries out direct regression operation on these feature map to predict the borders and categories of the targets. As the region proposal process is omitted, the detection speed of the target is greatly improved, but positioning is not accurate enough.



In Industry 4.0 and other QR tag application occasions, after detecting the target position, QR tag texture semantic segmentation is also required to decode the information which have encoded in the QR tag. Instance Segmentation can detect the position of tags while segmenting each instance. By doing this, both the detection and texture segmentation of QR tags can be solved simultaneously. However, instance segmentation is a challenging task in computer vision, because it requires classification and location at the instance level, while semantic segmentation requires classification at the pixel level. Early methods of instance segmentation, such as Deepmask [46], Sharpmask [47] and InstanceFCN [48], use Faster R-CNN to classify and locate instances, but the shortcoming of Faster R-CNN is that the spatial misalignment of target positioning [29]. In [49] FCIS presents the first fully convolutional end-to-end solution for instance-aware semantic segmentation task. K. He [29] through experimental verification shows that FCIS exhibits systematic errors on overlapping instances and creates spurious edges, and the effect was worse than the Mask R-CNN which is proposed in Ref. [29]. Mask R-CNN is a simple, flexible and general object instance segmentation framework, and it added a segmentation branch to the Faster R-CNN to segment the instance while detecting. In order to fix the misalignment of Faster R-CNN, Mask R-CNN replaces the RoIPooling layer with the RoiAlign layer, introduces bilinear interpolation operation to solve misalignment problem, and adds a parallel FCN layer, achieving good results in the instance segmentation task.



After detecting the target, it is usually necessary to obtain the track and motion information of the target in the image sequence through object tracking technology, and then the high-level behavior of the object can be understood through the analysis of the motion information. Object tracking technology has been involved in computer vision, pattern recognition, intelligent signal processing, control science and other fields, while research on object tracking technology has also promoted the development of these related fields. The object tracking process has a strong spatio-temporal relationship. By exploiting and utilizing these relationships to extract robust features for tracking, the tracking performance can be stable. The state of the art features and algorithms used in different areas of object tracking and understanding are demonstrated in Ref. [50,51,52,53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68].




3. Our Contributions


3.1. Problem Presentation and Our Solution


As mentioned above, in Industry 4.0 applications, QR tags are expected to have high positioning accuracy and fine texture semantic segmentation. According to the current research status, the existing instance segmentation algorithms based on deep learning has greater advantages in robustness and can adapt to a variety of complex application scenarios.



However, instance segmentation is a challenging task, because it requires classification and location at the instance level, while semantic segmentation requires classification at the pixel level. Moreover, QR tag instance segmentation also has special difficulties, which are manifested because QR tags have rich textures, and even small misalignment can cause large IoU reduction. Hence it is difficult for instance segmentation of QR tag. An example of small misalignment causing large IoU reduction problem in QR tag instance segmentation is showed in Figure 1. As can be observed a QR code example image with a size of 512 × 512 pixels is illustrated in Figure 1, the red layer is the predicted output of a neural network (assuming that the output does not have any quality degradation, and is exactly the same as the ground truth image, and it has only misalignment) and white layer is ground truth (GT). Let variables    d x    and    d y    to represent the number of pixel misalignment of neural network prediction result and ground truth (GT) in the x and y directions, and set   I o  U  d x , d y     to represent the corresponding IoU while    d x    and    d y    pixels misalignment. Figure 1a–d display   I o  U  1 , 1    ,   I o  U  15 , 15    ,    I o  U  15 , 0     and   I o  U  0 , 15    , respectively. Figure 2a shows the   I o  U  d x , d y     when    d x  =  d y  = 1  , and can also write represented as   I o  U  1 , 1    . At this time, the offset of predicted output and GT is barely visible to human eyes. But in this case, it turns out that   I o  U  1 , 1   = 0.885  , and this means the IoU is decrease a lot relative to the change in    d x  =  d y  = 1  . Further, the same situation can be observed for   I o  U  15 , 15    ,   I o  U  15 , 0     and   I o  U  0 , 15    . As    d x    and    d y    go up,   I o  U  d x , d y     goes decrease very fast. Figure 2e shows the change curve of   I o  U  d x , d y     while    d x    or    d y    changes. From the three curves, it can be seen that the value of   I o  U  d x , d y     decreases rapidly with the increase of    d x    or    d y   .



From the above example, we can deduce that, due to the rich texture of the QR tag, misalignment may cause a sharp decrement of IoU. K. He [29] proved that, in Faster R-CNN, quantization in the RoIPooling layer introduced misalignment between candidate region and the extracted features. Although this may not affect the classification, it has a significant negative effect on predicting pixel-accurate masks.



Hence, it is necessary to find a network that has solved the misalignment problem well as the basis of our research. Mask R-CNN fixed the misalignment problem of Faster R-CNN by using RoiAlign instead of RoIPooling.Therefore, this paper mainly focuses on the research of Mask R-CNN. However, for the segmentation of QR tag instance, Mask R-CNN has the following disadvantages: it is inappropriate to use classification confidence to measure the mask quality since it only serves for distinguishing the semantic categories of proposals, and is not aware of the actual quality and completeness of the instance mask [69]. However, the quality of the instance mask is quantified as the IoU between the instance mask and its ground truth, this makes the quality of Mask R-CNN’s instance mask very poor. Figure 2 shows the predicted output of Mask R-CNN model.



In order to enable Mask R-CNN to predict high-quality instance mask, it is necessary to optimize IoU during training period, and also modify existing evaluation methods of the mask quality and modify mask loss.



However, the problem is how can we optimize the IoU in training? It is possible to directly use binary image of candidate region and its ground truth to calculate IoU. The following example will prove that this method is bad. Figure 3a shows a QR tag image with noise pollution, Figure 3b exhibits a binary image of Figure 3a, and Figure 3c is its ground truth. For QR tags, the effective information part is usually printed in black. In Figure 3c, the reason why the effective information part of QR tag is shown. Generally speaking, the ground truth will be marked as white and the background marked as black in most data sets. This paper follows this general rule and marks ground truth as white to facilitate the use of this algorithm in other data sets in the future. Therefore, in the binary image showed in Figure 3b, in order to get the correct value of IoU, it is necessary to invert the gray pixel value during binarization process. The IoU value of Figure 3b,c is 0.55, where the misalignment    d x    and    d y    are both zero. The reduction of IoU is caused by noise pollution in candidate image, which has no relationship with misalignment. Therefore, low-quality candidate images can lower the value of IoU, disabling it from accurately measuring the completeness of the instance mask, and also making it difficult to obtain a high-quality mask image.



Therefore, when calculating the IoU of candidate areas, methods should be adopted to conduct texture segmentation of the candidate image, so as to obtain high-quality texture image. Then, calculate the IoU with ground truth. In this paper, we propose to add UNet [30] branch to Mask R-CNN to segment the texture of candidate image and obtain enhanced texture information. After binarization of output image from UNet branch, we calculate the IoU value with ground truth.



Here is an example to illustrate the effect of our proposed adding UNet branch method. For a noise polluted candidate image shown in Figure 4a, after a pre-trained UNet branch’s prediction, the gray scale image shown in Figure 4b is obtained, and the image shown in Figure 4c is then obtained after binarization. Comparing with Figure 4b and a, it can be seen that the image has removed most influence of noise. It can also be observed that the texture of QR tag is highlighted and the texture enhancement effect is achieved. By calculating the IoU of Figure 4c and ground truth, and we get   I o  U  0 , 0   = 0.81  , where    d x  =  d y  = 0  , and the value of   I o  U  0 , 0     is 0.26 higher than the obtained value by using Figure 3b. Although there are still some irregular edges and incomplete details compared with ground truth. By using UNet branch texture segmentation, the corresponding IoU of low-quality image and ground truth is greatly improved.



From Ref. [29] we realize that, previous researches on Mask R-CNN mainly focused on the instance segmentation of natural images. As a precise segmentation mask may not be critical in natural images, Mask R-CNN pays less attention to the quality of the fine texture mask. However, as shown in Figure 2, due to the rich texture of the QR tag, low-quality candidate images can lower the value of IoU, making it lacking the ability to accurately measure the mask quality, thus QR tag mask demands a higher level of accuracy than what is desired in natural images. Therefore, it is necessary to propose a network that can reduce the impact of low image quality on IoU calculation. According to the structure of UNet, it can effectively combine low resolution information (providing basis for object classification recognition) and high-resolution information (providing basis for accurate segmentation and positioning) to achieve the purpose of precise segmenting and effective enhancement of texture. Therefore, we modified Mask R-CNN, added UNet branch to evaluate IoU, and proposed our QR tag instance segmentation network. For the convenience of expression, our proposed network is entitled the Mask UNet Region-based Convolutional Neural Network, or MU R-CNN for short. The network structure of MU R-CNN is shown in Figure 5.



To resolve the problem of poor QR tags’ instance mask of Mask R-CNN, this paper uses pixel-level IoU between the predicted mask and its ground truth mask to describe instance segmentation quality. As shown in Figure 5, our proposed MU R-CNN mainly consists of two parts: Mask R-CNN branch and UNet branch. The input image first enters Mask R-CNN branch, and the outputs of Mask R-CNN branch are the position, category and mask information of the candidate regions in the image. In Mask R-CNN branch, RPN was constructed in the same way as [29]. The network architecture for UNet branch is shown in Figure 6. According to the position and category information output by Mask R-CNN branch, we segment candidate images in the input image, and then the candidate images are input into the pre-trained UNet model for prediction, and the prediction results are the fine segmentation of candidate region’s texture information.



The main structure of UNet model [30] consists of a convolution compression part and up-convolution reduction part, as shown in Figure 6.



In the convolution compression part, the structure based on two 3×3 convolution layers and one 2×2 maximum pooling layer is adopted repeatedly. Thus, by using the de-sampling effect of the pooling layer, features are extracted layer by layer. In the up-convolution reduction part, the up-convolution of 2×2 is firstly carried out, then two 3×3 convolution layers are connected, and the structure is repeated. In the output layer, a 1×1 convolution layer is used to map the feature graph to the required number of classes. The structure of the UNet model is based on the main idea of FCN [48] and is better than FCN. It can be seen that UNet has a similar structure compared with the u-shaped symmetry. The first half is a classical VGGNet-16 [70], while the second half is a reverse up-sampling process. The most important improvement of UNet is the addition of copy and crop channels in the up-sampling section, which enables the network to transfer contextual information from the shallow layer to the deeper layer. This structure allows UNet to achieve better segmentation of small targets and fine textures than FCN.



From the structure of UNet, the convolution layer in the network is 3×3. According to K. Simonyan’s conclusion in VGGNet-16 [70], two 3×3 convolution layers (without spatial pooling in between) has an effective receptive field of 5×5, three such layers have a 7×7 effective receptive field, and this conclusion is verified by experiments. Compared with a 5×5 or 7×7 convolution of a single layer, multiple layers of 3×3 convolution can increase the network depth and improve the non-linear capacity of the network, but has fewer network parameters, making the network more concise and efficient. The 2×2 pool layer ensures that the scale drops slowly to give smaller targets a chance to train.



Earlier in this article, it is stated that low quality images can lower the IoU significantly, making it lacking the ability to accurately measure the completeness of the instance mask. In this paper, using UNet branch for texture segmentation to achieve de-noising effect is a key innovation of our MU R-CNN, as shown in Figure 4b. Texture segmentation can achieve good de-noising effect and reduce the impact of low image quality on the IoU, so no additional de-noising algorithm is needed.



In order to optimize the IoU in the training, we need to add a IoU loss in the MU R-CNN. Because dice-loss [71,72,73] is an approach for directly optimizing the IoU measure in deep neural networks, we choose dice-loss to determine IoU loss.



In the MU R-CNN of this paper, dice-loss can be calculated by formula (1) [73].


    L  I o U   = 1 −   2   ∑  i N   p i   g i      ∑  i N   p i 2  +   ∑  i N   g i 2        p i  ,  g i  =  {      0 ,   b a c k g r o u n d   p i x e l       1 ,   o b j e c t               p i x e l         



(1)




where, N is the total number of pixels in the ground truth image, and    p i    and    g i    represent the value of the ith pixel in the binary image of UNet prediction output and ground truth, respectively.



After obtaining dice-loss, it is then added to MU R-CNN in accordance with Equation (2):


  L =  L  c l s   +  L  b o x   +  L  m a s k   + λ ×  L  I o U    



(2)




where,    L  c l s    ,    L  b o x     and    L  m a s k     represent class, bounding box and mask loss respectively, which are calculated according to the same method of Mask R-CNN [29].  λ  is a balancing parameter.    L  I o U     is the dice-loss calculated by formula (1), and  L  is the total loss of MU R-CNN.



After the completion of the instance segmentation stage, the QR target is tracked by hidden Markov models (HMM). The parameters of the HMM model in this paper are shown in Equations (3)–(11).


   {  S , V , A , B , π  }   
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  λ =  (  A , B , π  )   



(11)







Formula (3) indicates the HMM model is composed of 5 parameters, and the meanings of these five parameters are explained in formulaes (4)–(8). S in formula (4) is state transition set, and it stands for a set of states, and    s 0    means the detected target is true positive, while    s 1    means false positive. V in Equation (5) is observations state set, and it stands for a set of observation states, and N stands for number of observations of each state being the output. In this paper, N = 3,    v 0  ,  v 1  ,  v 2    respectively represent the classification confidence of the target output by MU R-CNN, bonding box’s aspect ratio and the ratio of the white pixels number divided by black pixels number in binarization mask image output by the UNet branch. A in Equation (6) is state transition matrix. B in Equation (7) is confusion matrix.  π  in Equation (8) is the initial probability distribution.    o t    in Equation (9) stands for observation of time t.    ω t    in Equation (10) stands for state of time t.  λ  in Equation (11) represent the HMM model parameters.



After setting up the MU R-CNN and HMM model, we build the system architecture as shown in Figure 7.




3.2. Training of MU R-CNN


The training of UNet branch should be completed before the whole MU R-CNN starts training. The advantage of above process is that before the training of MU R-CNN, UNet branch model has already got the optimal result after training, so as to ensure accurate    L  I o U     from the beginning. Thus, the training of MU R-CNN is divided into two steps. In the first step, the UNet branch is trained, and in the second the whole network is trained.



3.2.1. UNet Branch Training


The data set adopted for UNet training in this paper contains 60 training samples, among which 20 are manually added QR code images with Gaussian and Salt-Pepper noise, and the rest 40 are directly manually cut images from complex background. Some example images are shown in Figure 8:



In order to avoid over fitting and increase the robustness, the data augmentation method described in [30] is applied to provide 30 augmented samples per training sample, and finally to form training set of 1860 images. The training set and corresponding GT were input into UNet, and after 1000 epochs training process, the trained model was finally obtained, denoted as    M  U N e t    . The training process of the UNet branch is summarized as shown in Table 1.




3.2.2. End-to-End Training of MU R-CNN


The proposed MU R-CNN is mainly composed of Mask R-CNN and UNet branch. Among them, Mask R-CNN branch consists of two stages, and they are termed as region proposal network (RPN) and region-based convolutional neural network (R-CNN), respectively. During training of MU R-CNN, the input image first passes through RPN to obtain coarse screening candidate regions. Then, RoIAlign is used to extract features from each candidate region, and classification, boundary box and mask regression are carried out. We set the output candidate region of R-CNN as    R i   , and represent by formula (12):


  {  R i  | i = 0 , 1 , 2 , ⋯ , N }  



(12)




where N is the total number of candidate regions output by Mask R-CNN.    R i    is then sent to the pre-trained    M  U N e t     for texture segmentation, as shown in Figure 4b. After the texture segmentation of all candidate images, binarization is carried out. Then, the binary image was combined with its ground truth to calculate    L  I o U     according to formula (1). Finally, the loss of the entire MU R-CNN network is calculated according to Equation (2). The training process is an end-to-end procedure. The training data set and network parameter setting information will be presented in the experimental section.



We summarized the training process of the MU R-CNN network as shown in Table 2.



We noticed that Z. Huang [69] also proposed a similar method to improve the quality of instance mask by adding IoU measure branch (named MaskIoU) to Mask R-CNN. The difference between our proposed MU R-CNN and Mask Scoring R-CNN (MS R-CNN for short) in [69] is that the weight of MaskIoU branch in MS R-CNN is trained at the same time as Mask R-CNN branch, while our UNet branch in MU R-CNN adopts the pre-trained optimal results, so as to ensure that    L  I o U     in MU R-CNN is accurate at the beginning of the MU R-CNN end-to-end training. In addition, MaskIoU in [69] uses the concatenation of features from RoIAlign layer and the bounded mask as the input of MaskIoU head. However, the input of the UNet branch in this paper uses the segmented candidate images from the input image. In this way, the UNet branch does not depend on the features of the Mask R-CNN, so the training process of the UNet branch can be carried out independently, in advance. In particular, as dice-loss is an approach for directly optimizing IoU measure in deep neural networks, we choose dice-loss to determine IoU loss, which makes it easier to achieve better training results. Finally, because the copy and crop channels in the up-sampling section of UNet enable the network to transfer contextual information from the shallow layer to the deeper layer, and thus it can effectively combine low-resolution and high-resolution information to achieve the purpose of precise segmenting texture of QR tag from noise polluted candidate images. So, the UNet branch can effectively reduce the impact of image noise on IoU, while on the other hand the IoU measure branch MaskIoU in Ref. [69] has no such de-noising function. Hence the proposed algorithm in this paper has great advantages over Ref. [69] in QR tag instance segmentation.





3.3. MU R-CNN Prediction


After training, we can use the trained model to instance segment the images collected in the application field. Figure 9 shows a schematic diagram of the MU R-CNN prediction process, and Figure 10 shows an example of using MU R-CNN to instance segment a QR tag from a test image.



As can be seen from Figure 9, the prediction process of MU R-CNN is divided into three stages:



First, input the test image into MASK R-CNN branch for prediction boundary box and class information (as shown in Figure 10b), and then segment the candidate images (as shown in Figure 10c). Finally, input the candidate images into UNet branch to obtain the final instance segmentation of QR tag (as shown in Figure 10d). In Figure 10e, we show the instance segmentation result of Mask R-CNN for compare. Obviously, it is difficult to distinguish the texture of QR tag with the result of Mask R-CNN. By comparing our MU R-CNN results in Figure 10d, we can see that the texture is very clear and the contrast very high, which will make the subsequent QR decoding process easier. In the output information of MU R-CNN, boundary box and class information can be used for QR tag detection, and the mask information output by the UNet branch can achieve segmentation at the semantic level.



We summarized the prediction process of the MU R-CNN as shown in Table 3.





4. Experiments


4.1. Instance Segmentation Experiment


We adopt the following experimental environment to train MU R-CNN: NVIDIA GeForce GTX 1080Ti GPU, 11G of video memory. The learning rate during training is set to 0.001, total epochs is 300, number of classes (including background) is two, batch number chosen during training is one, and other experimental settings are the same as in Mask R-CNN [29]. In Equation (2), we adopt that   λ = 2  . We use COCO evaluation metrics AP (averaged over IoU thresholds) to report the results, including APm, APm@0.5, APm@0.75, and APb, APb@0.5, APb@0.75. Where APm@0.5, APm@0.75, APb@0.5 and APb@0.75 represent the use of IoU threshold values of 0.5 or 0.75 to determine whether the predicted mask or bounding box is positive in the evaluation, and m and b represent mask and bounding box, respectively. APm and APb represent the average values of AP (for masks and bounding boxes respectively) within the interval of [0.5:0.05:0.95] of IoU, and 0.05 is the step size.



Five data sets are used to verify the proposed algorithm, and are represented as:


  {  D i  | i = 1 , 2 , 3 , 4 , 5 }  











Data set    D 1   : self-built data set, which contains 14,000 images from industrial application scenarios. This data set includes a total of 18409 QR tags.    D 1    is then divided into two parts    D  1 t     and    D  1 p    .    D  1 t     contains 7000 images (including 8774 QR code) which are used for training,    D  1 p     contains 7000 images (including 9635 QR code) which are used to test the effectiveness and robustness of the algorithm.



For the Data set    D 2    and    D 3   , similar as the data sets used in Ref. [36] and [31,34], they can be used to compare the algorithm proposed in this paper with those in relevant literatures. In Ref. [31,34],    D 3    is divided into two databases named as “dataset1” and “dataset2”, and we denoted them as    D  3 , 1     and    D  3 , 2    , respectively.



The samples in the datasets    D 1    and    D 2    are mostly from complex background, and QR tags have the rotation, uneven brightness, and blurring features, etc. These features can be used to test the stability of low-quality images. Some images in    D  3 , 1     have complex backgrounds, and most images in    D  3 , 2     have simpler backgrounds.



Since the deep network heavily depends on the characteristics of the input images, for our experiments, we composite the data set of complex scenes after T. Yang [74]’s method by superimposing QR tag on the COCO val2017 and UAV123 [75] datasets, which is named as    D 4    and    D 5   . COCO val2017 contains 5000 images with complex backgrounds and superimpose them with QR tags to form data set    D 4   . UAV123 is a UAV-based data set proposed to study how to deal with strong camera motion, target scale and illumination changes in single-target tracking, and it contains 123 video sequences, totaling more than 110 k frames of video images. We randomly selected some images from each video sequence, and a total of 5,000 images were chosen and superimposed with QR tags to form data set    D 5   . We randomly divided    D 4    data set into two parts:    D  4 t     and    D  4 p    , which are used for training and prediction respectively, accounting for 60% and 40% of the total number of    D 4    images. Use the same method to divide    D 5    into    D  5 t     and    D  5 p    .



In order to describe the datasets used in this article more clearly, Table 4 lists the number of images in each data set and how many images are used for training and testing.



The final training data set was named as    D  t r     (13,000 images with 14,774 QR tags) which contains    D  1 t    ,    D  4 t     and    D  5 t    , and the test set was named as    D  p r     (11935 images with 14574 QR tags) that contains    D  1 p    ,    D 2   ,    D 3   ,    D  4 p     and    D  5 p    .



We train the model based on    D  t r     training set and evaluate it on    D  p r     to verify the performance of MU R-CNN with different backbone networks, and we conduct experiments using ResNet-18 FPN, ResNet-50 FPN and ResNet-101 FPN respectively. We use APm and APb to report instance segmentation and detection results, respectively. As Table 5 shows, the proposed MU R-CNN is insensitive to different backbone networks.



Table 6 shows the results of comparing MU R-CNN with related networks in    D  1 p    ,    D 2   ,    D 3   ,    D  4 p     and    D  5 p     dataset respectively. It can be seen from the results that, on each data set, MU R-CNN shows a better effect.



According to the system architecture in Figure 7, after completing instance segmentation, we need to use HMM to track the target. For this reason, a video segment (named as    D  6 t    ) is collected for HMM model training, and this video segment has 900 frames while each frame has one QR tag. After the training, the HMM model is obtained (named as     HMM  0   ). Then, three additional video segments (named as    D  6 p 1    ,    D  6 p 2     and    D  6 p 3     respectively, and each video segment also has 900 frames) are used to test the   H M  M 0    model.



In order to compare with the “MU R-CNN + HMM” scheme proposed in Figure 7, we add HMM module to the algorithm in Ref. [38] for comparison. In Ref. [38], we proposed a QR code detection algorithm based on BING and AdaBoost-SVM, which can quickly detect QR tags, but does not have the function of instance segmentation. Observations state    v 0     and     v 1    in formula (5) can be directly obtained by using the algorithm in Ref. [38], but    v 2    cannot be directly obtained. Since    v 2    represents the ratio of the white pixels number divided by black pixels number in binary mask image, we used the traditional Gaussian and Median filtering method to de-noise the detected target region, and then binarization by OTSU algorithm to obtain the    v 2    state. The HMM model was also trained on the data set    D  6 t    , and the obtained HMM model was named as   H M  M 1   . Then,   H M  M 1    was tested in data set    D  6 p 1    ,    D  6 p 2     and    D  6 p 3     respectively. The experimental results are shown in Table 7.




4.2. Compare with the Relevant QR Location Algorithm


The experimental results compared with related algorithms are shown in Table 8. The precision results of the proposed method are similar to that of [31]. In [31], 100 QR code images with high resolution in the selected angle are chosen for the experiment, but it doesn’t mean which 100 high resolution images are selected, so this article have to test in all    D 3   , where all images in    D 3    also contain low quality images. Compared with Ref. [36], the proposed MU R-CNN has a higher recall rate. In Table 8, n is the total number of images in the test data set, and t is the time used for detection.




4.3. Experiment of Visual Navigation Application Beside Industry 4.0


In order to discern whether it is possible to use the proposed MU R-CNN in applications beside Industry 4.0, the following experiments are carried out. In the previous section, we mentioned that visual navigation based on 2D tags has been widely used in AGV applications of Industry 4.0. In addition to AGV, 2D tag positioning can also be used in other visual navigation fields besides Industry 4.0. For example, it can guide unmanned aerial vehicles (UAV) for autonomous landing. UAV is increasingly used in target tracking, danger rescue and other tasks, which requires higher and higher guidance efficiency and accuracy [75,76]. Like manned aircraft, the mission consists of three stages: take-off, cruise, and landing. However, the take-off and cruise phases are easier to complete than the landing phase, which can be achieved through relatively simple program control. In the landing stage, the probability of an accident is often higher than the other two stages due to the complicated operation and many ground interference factors. Current navigation technologies for autonomous landing include inertial navigation, GPS and visual navigation. The biggest disadvantage of inertial navigation is that the errors will be continuously dispersed with the passage of time, so cannot be used independently. GPS is the most widely used and relatively mature technology. It uses navigation satellites to achieve positioning and has the advantage of simple use. However, as GPS is a weak radio signal, it is easily interfered by other radio signals and obstructed by obstacles, which restricts the autonomous landing environment of UAV. Visual navigation has the following technical advantages: no ground and air navigation auxiliary equipment are required, so it is low cost; it is mainly reliant on the airborne camera to obtain navigation information; it is not affected by electromagnetics, has low power consumption and a strong anti-interference capability.



Visual navigation based on cooperative target is a reliable method for autonomous landing of UAV [74,75,76,77,78,79,80,81,82,83]. Accurate positioning of the cooperative target is the basis of autonomous landing system. Examples of cooperative target patterns are as follows:



As can be seen from Figure 11, the cooperative targets are generally composed of black and white colors, with certain coding rules, and have strong visual characteristics. Broadly speaking, the cooperative targets shown in Figure 11 are also some sort of 2D code, but the pattern is simpler and contains less coding information than QR code. Therefore, 2D code instance segmentation methods can also be applied to such cooperative targets, at the same time QR tags can also be used for cooperative targets of the autonomous landing of UAV. One significant advantage of the QR code relative to the above cooperative targets is its high capacity, error correction, and high security. The coding algorithm of QR code itself has a strong self-error-correction ability, which can improve the probability of correct decoding in the case of contamination and partial absence, thus improve the robustness of cooperative target detection in a complex environment.



Due to the lack of UAV system hardware as shown by T. Yang [74], which made it unachievable to obtain the complex aerial dataset in Ref. [74], in order to compare the effects of YOLOv3 network adopted by Ref. [74] in UAV environment with our MU R-CNN network, this article uses the    D  5 p     data set for testing. The test results are shown in Table 9.



In Table 9, TP, FP, and FN denote the true positive, false positive and false negative counts, respectively. As can be seen from the results in Table 9, in the    D  5 p     data set, both networks have good effects, and MU R-CNN is only slightly better than YOLOv3, indicating that both of them can meet the requirements of autonomous landing of UAV.





5. Discussion


As shown in Table 5, compared with Mask R-CNN, both the instance segmentation and detection results of our MU R-CNN can achieve a stable improvement on all backbone networks. Especially for APm@0.75, all the values of MASK R-CNN are 0, and our MU R-CNN reaches 13.83 with ResNet-101 FPN backbone, which demonstrates the superiority of QR tag instance segmentation by the proposed MU R-CNN. Compared with MS R-CNN, the APm value of our MU R-CNN is also about 6AP higher. In terms of QR tag detection, our APb improved by about 1 AP and 2AP compared with MS R-CNN and Mask R-CNN, respectively. The detection effect of MU R-CNN is about 8AP higher than that of YOLOv3, indicating that under the complex background environment, the detection ability of MU R-CNN for QR tag is significantly better than that of YOLOv3. Since the test set    D  pr     contains diversity information, especially    D  1 p     from the factory environment, and    D 2    and    D  4 p     are mostly from complex background, therefore, the test results on the    D  pr     data set can indicate the applicability of MU R-CNN to industry environment.



From the QR tag tracking results shown in Table 7, the “MU R-CNN + HMM” method proposed in this paper is much better than the “algorithm in Ref. [38] + HMM” method. We conclude that the main reason for this is that their observation state    v 2    in HMM is quite different. In the “MU R-CNN + HMM” method, mask output from UNet branch of MU R-CNN is used to calculate    v 2   , while the method “algorithm in Ref. [38]+ HMM” uses Gaussian, median filtering de-noise and OTSU binarization to calculate    v 2   . The results in Table 7 show that the “MU R-CNN + HMM” method is more accurate, which verifies the good instance segmentation effect of MU R-CNN on QR tag.



Both MU R-CNN and YOLOv3 show good results for QR tag detection in the images taken by the UAV’s onboard camera as shown in Table 9, possibly because the background of the UAV123 data set is relatively clean, making the detection task easier to complete. Figure 12 shows some of the images in    D  5 p    , which are clean and of high quality. In a UAV autonomous landing mission, if the cooperative target encodes the landing site information, after detecting the target position, QR tag texture semantic segmentation is also required to decode the information which have encoded in the QR tag. MU R-CNN can detect the position of cooperative targets while segmenting each instance. By doing this, QR tag texture semantic segmentation result can be used for subsequent QR decoding, conveniently. But YOLOv3 has no instance segmentation function, so MU R-CNN has better adaptability than YOLOv3.



Li s. in [31] selected 100 high-quality images from    D 3    for implementation. Hence, according to the comparison results illustrated in Table 8, the algorithm in Ref. [31] is only suitable for locating QR tags with high-quality images. However, the proposed MU R-CNN is applicable to both high- and low-quality images, so the algorithm proposed in this paper is more suitable than Ref. [31] for PTS, AGV, and other applications in the context of Industry 4.0. While our MU R-CNN improves the detection ability of QR tags in low-quality images, its prediction speed is higher than that reported by Li s. [31]. The reason is that our MU R-CNN adopts GPU (NVIDIA GeForce GTX 1080Ti in our experiments) acceleration and Li’s [31] results adopt CPU. Although adding GPU hardware requires extra costs, in recent studies, with the continuous development of deep learning technology and the wide attention of academia and industry on the application of GPU, GPU hardware will gradually become popular and its price will become cheaper and cheaper. Therefore, in the field of computer vision, adopting GPU will be the future development trend. In the future, this paper will further study the application scenario of MU R-CNN for other targets and possible improvement methods, so as to further improve the structure of the MU R-CNN.




6. Conclusions


Already, 2D code has been widely used in Industry 4.0, visual navigation and other fields, and its application environment is becoming increasingly complex. Therefore, it is urgent to study a highly robust 2D code instance segmentation algorithm to improve the automation level of the whole system. Due to the advantages of high capacity, strong error correction ability and high security, QR code has become the most widely used 2D code, but its instance segmentation in complex environments is a difficult problem. Due to the rich texture of QR tags, even small misalignment may cause a large decrease of IoU, which makes it necessary to adopt a network that can accurately locate. At the same time, low-quality candidate images can lower the value of IoU, disabling it from accurately measuring the completeness of the instance mask, and also making it difficult to obtain a high-quality mask image. In order to solve these problems, MU R-CNN network is proposed in this paper. We utilize the UNet branch to reduce the impact of image quality on IoU through texture segmentation, and in order to optimize IoU, dice-loss is calculated by using output of UNet and ground truth, which is then used to determine the IoU loss. Because dice-loss is an approach for directly optimizing the IoU measure in deep neural networks, choosing dice-loss to determine IoU loss makes it easier to achieve better training results.



The difference between our proposed MU R-CNN and MS R-CNN is that the MaskIoU branch in MS R-CNN is trained at the same time as the Mask R-CNN branch, while our UNet branch adopts the pre-trained optimal results, so as to ensure that    L  I o U     in the MU R-CNN is accurate at the beginning of the end-to-end training. In addition, MaskIoU in MS R-CNN depends on the features of the Mask R-CNN branch, so it cannot be trained independently. However, our UNet branch does not depend on the features of Mask R-CNN, so the training process of UNet branch can be carried out independently, in advance. Finally, because the copy and crop channels in the up-sampling section of UNet enable the network to transfer contextual information from the shallow layer to the deeper layer, low-resolution and high-resolution information can effectively be combined to achieve the purpose of precisely segmenting the texture of a QR tag from noise polluted candidate images. So, the UNet branch in this paper can effectively reduce the impact of image noise on IoU, while on the other hand, the MS R-CNN branch used by MaskIoU has no such de-noising function. Hence the proposed algorithm in this paper has great advantages over the MS R-CNN in QR tag instance segmentation.



The experimental results showed that not only the Average Precision (AP) of mask was significantly improved, but also AP of bounding box was improved. Compared with the relevant QR tag detection algorithm, MU R-CNN’s effect is better than relevant methods. Because MU R-CNN can be applied to both high- and low-quality images, it has a broad application prospect in Industry 4.0, visual navigation, and other fields with complex and changeable environments.



However, our algorithm still needs improvement. For example, in the results shown in Table 7, the "MU R-CNN + HMM" method still has some false positive frames. It is probably because the proposed fusion method of HMM and MU R-CNN is not perfect, and some improved algorithms of HMM, such as the Gaussian mixture-based HMM [57] and embedded HMMs [66] will be studied in the future.
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Figure 1. Quick response (QR) tags have rich textures, and even small misalignment can cause large IoU reduction. (a–d) display   I o  U  1 , 1   ,   I o  U  15 , 15    ,   I o  U  15 , 0     and   I o  U  0 , 15     respectively. Figure 2e shows the change curve of   I o  U  d x , d y    . The red, orange and blue curve show the change of IoU when    d x    goes from 1 to 15,    d y    goes from 1 to 15, and    d x  =  d y    goes from 1 to 15, respectively. 
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Figure 2. The predicted output of Mask R-CNN model, the quality of mask is very poor. (a) and (b) show two examples of the Mask R-CNN’s predicting results 
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Figure 3. (a) is a noisy image of a QR tag; (b) is the binarization image of the image in (a); (c) is the ground truth of the image in (a). 
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Figure 4. (a) is the same image as Figure 3a; (b) is prediction result of UNet branch; (c) is the binarization image of the image in (b). 
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Figure 5. Network structure of MU R-CNN proposed in this paper. 






Figure 5. Network structure of MU R-CNN proposed in this paper.



[image: Futureinternet 11 00197 g005]







[image: Futureinternet 11 00197 g006 550] 





Figure 6. The network structure of UNet. 
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Figure 7. The system architecture of our QR tag instance segmentation and tracking. 
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Figure 8. Partial samples for UNet training. 
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Figure 9. Prediction process using trained MU R-CNN model. 
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Figure 10. A prediction example of MU R-CNN. (a) Input image. (b) Bounding box predicted by Mask R-CNN branch; (c) The candidate image segmented from the input image, and for blurry image, the texture of QR tag is usually not clear enough; (d) Instance mask of MU R-CNN network prediction output; (e) Instance mask of Mask R-CNN network prediction output. 
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Figure 11. Cooperative targets of UAV autonomous landing based on Visual Navigation in related literatures. (a) T. Yang [74]; (b) J. Li [78]; (c) Sharp. S. [79]; (d) L. Sven [80]. 
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Figure 12. Images from dataset    D  5 p     obtained by superimposing QR tags on UAV123 images, and the background of UAV123 data set is clean. 
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Table 1. Training process of UNet branch.
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	Steps
	Operating Process





	1
	Select 60 training images



	2
	Mark ground truth manually



	3
	The training images and their corresponding ground truth were augmented in pairs to obtain the training set after data augmentation



	4
	The training set after data augmentation is sent to UNet for training



	5
	Start training until the number of epochs reaches 1000, and the learning rate during training is set to 0.00001; eventually we got    M  U N e t    
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Table 2. Training process of total MU R-CNN.
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	Steps
	Operating Process





	1
	First, the training image is input into the Mask R-CNN branch to obtain the candidate region    R i   



	2
	   R i    is then sent to the pre-trained    M  U N e t     to output a texture segmented QR tag image    I  i , u n e t    



	3
	After the texture segmentation of all candidate region images, binarization is carried out



	4
	Dice loss    L  I o U     is calculated according to the formula (1)



	5
	Calculate the loss of the entire MU R-CNN according to Equation (2)



	6
	Start end-to-end training



	7
	After training, the MU R-CNN model is obtained.
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Table 3. Prediction process of total MU R-CNN.
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	Steps
	Operating Process





	1
	First, input the test image into Mask R-CNN branch, and get output candidate regions    R i   



	2
	Segment the candidate images in the input image according to the bounding box and class of    R i   



	3
	Candidate images are then sent to the pre-trained    M  U N e t     to output texture segmented QR tag image, and this is the final output of the MU R-CNN network
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Table 4. The datasets used in this article.
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	Dataset
	Total Number
	Train Subset Name
	Number of Train Subset
	Test Subset Name
	Number of Test Subset





	    D 1    
	14,000 images/18409 QR tags
	    D  1 t     
	7000 images/8774 QR tags
	    D  1 p     
	7000 images/9635 QR tags



	    D 2    
	125 images/129 QR tags
	-
	-
	-
	125 images/129 QR tags



	    D 3    
	810 images/810 QR tags
	-
	-
	-
	810 images/810 QR tags



	    D 4    
	5000 images/5000 QR tags
	    D  4 t     
	3000 images/3000 QR tags
	    D  4 p     
	2000 images/2000 QR tags



	    D 5    
	5000 images/5000 QR tags
	    D  5 t     
	3000 images/3000 QR tags
	    D  5 p     
	2000 images/2000 QR tags
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Table 5. Both detection and instance segmentation results on    D  pr     dataset. APm denotes instance segmentation results and APb denotes detection results.
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Backbone

	
network

	
APm

	
APm@0.5

	
APm@0.75

	
APb

	
APb@0.5

	
APb@0.75






	
ResNet-18 FPN

	
MASK R-CNN

	
4.21

	
15.53

	
0

	
55.61

	
78.24

	
64.88




	
MS R-CNN

	
5.58

	
16.98

	
1.63

	
57.22

	
81.62

	
68.79




	
MU R-CNN

	
10.05

	
25.75

	
6.53

	
58.80

	
82.05

	
69.66




	
ResNet-50 FPN

	
MASK R-CNN

	
6.87

	
24.73

	
0

	
62.08

	
87.15

	
73.26




	
MS R-CNN

	
8.89

	
26.38

	
3.23

	
62.43

	
86.83

	
73.14




	
MU R-CNN

	
13.81

	
34.38

	
9.93

	
64.15

	
87.72

	
74.27




	
ResNet-101 FPN

	
MASK R-CNN

	
8.66

	
28.13

	
0

	
65.66

	
89.95

	
76.45




	
MS R-CNN

	
10.60

	
29.63

	
5.48

	
66.02

	
90.36

	
76.81




	
MU R-CNN

	
17.38

	
40.13

	
13.83

	
67.70

	
91.68

	
78.31




	
-

	
YOLOv3

	
-

	
-

	
-

	
59.53

	
83.92

	
70.01
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Table 6. Comparing MU R-CNN and related networks in    D  1 p    ,    D 2   ,    D 3   ,    D  4 p     and    D  5 p     dataset. The backbone of MU R-CNN, MS R-CNN and MASK R-CNN are all ResNet-101 FPN.






Table 6. Comparing MU R-CNN and related networks in    D  1 p    ,    D 2   ,    D 3   ,    D  4 p     and    D  5 p     dataset. The backbone of MU R-CNN, MS R-CNN and MASK R-CNN are all ResNet-101 FPN.





	
Dataset

	
Network

	
APm

	
APm@0.5

	
APm@0.75

	
APb

	
APb@0.5

	
APb@0.75






	
    D  1 p     

	
MASK R-CNN

	
8.48

	
27.85

	
0

	
66.66

	
90.34

	
77.63




	
MS R-CNN

	
10.29

	
29.34

	
4.91

	
66.75

	
89.79

	
77




	
MU R-CNN

	
16.93

	
40.12

	
13.89

	
68.73

	
92.5

	
78.43




	
    D 2    

	
MASK R-CNN

	
8.46

	
27.98

	
0

	
63.35

	
87.43

	
73.83




	
MS R-CNN

	
10.45

	
29.41

	
5.4

	
62.39

	
88.25

	
74.27




	
MU R-CNN

	
17.2

	
40.02

	
13.64

	
64.53

	
88.93

	
75.64




	
    D 3    

	
MASK R-CNN

	
8.8

	
28.27

	
0

	
68.17

	
91.83

	
78.44




	
MS R-CNN

	
10.81

	
29.83

	
5.66

	
69.28

	
91.97

	
78.94




	
MU R-CNN

	
17.49

	
40.22

	
13.97

	
70.82

	
93.59

	
80.53




	
    D  4 p     

	
MASK R-CNN

	
8.49

	
28.05

	
0

	
62.54

	
87.71

	
73.69




	
MS R-CNN

	
10.47

	
29.42

	
5.35

	
63.41

	
88.59

	
74.68




	
MU R-CNN

	
17.24

	
39.94

	
13.61

	
64.89

	
89.52

	
75.97




	
    D  5 p     

	
MASK R-CNN

	
9.07

	
28.5

	
0

	
67.58

	
92.44

	
78.66




	
MS R-CNN

	
10.98

	
30.15

	
6.08

	
68.27

	
93.2

	
79.16




	
MU R-CNN

	
18.04

	
40.35

	
14.04

	
69.53

	
93.86

	
80.98
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Table 7. Comparison of tracking effects between   H M  M 0    and   H M  M 1   .
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Algorithm

	
Dataset

	
Image Number

	
True Positive

	
False Positive

	
Precision






	
MU R-CNN + HMM

	
    D  6 p 1     

	
900

	
892

	
8

	
99.11




	
    D  6 p 2     

	
900

	
897

	
3

	
99.67




	
    D  6 p 3     

	
900

	
889

	
11

	
98.78




	
algorithm in Ref. [38]+ HMM

	
    D  6 p 1     

	
900

	
854

	
46

	
94.89




	
    D  6 p 2     

	
900

	
858

	
42

	
95.33




	
    D  6 p 3     

	
900

	
848

	
52

	
94.22
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Table 8. The performances of proposed algorithm compared with relevant algorithms.
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Algorithm

	
Data Set

	
n

	
Recall

	
Precision

	
t(ms)






	
MU R-CNN

with ResNet-101 FPN

	
    D 3    

	
810

	
99

	
99.26

	
29




	
    D 2    

	
125

	
98.4

	
98.4

	
27




	
Li S. in [31]

	
    D 3    

	
100

	
-

	
97–98.5

	
52–58




	
Chou T. in [36]

	
    D 2    

	
125

	
95.2

	
-

	
-
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Table 9. Comparison of the effects of MU R-CNN and YOLOv3 in UAV environment.






Table 9. Comparison of the effects of MU R-CNN and YOLOv3 in UAV environment.





	
Network

	
Total Targets

	
TP

	
FP

	
FN

	
Precision

	
Recall

	
F1-Measure






	
MU R-CNN

	
2000

	
1998

	
1

	
2

	
99.95

	
99.9

	
99.92




	
YOLOv3

	
1992

	
2

	
8

	
99.90

	
99.6

	
99.75
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