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Abstract: Convolutional neural networks (CNN) and long short-term memory (LSTM) have gained
wide recognition in the field of natural language processing. However, due to the pre- and
post-dependence of natural language structure, relying solely on CNN to implement text categorization
will ignore the contextual meaning of words and bidirectional long short-term memory (BiLSTM).
The feature fusion model is divided into a multiple attention (MATT) CNN model and a bi-directional
gated recurrent unit (BiGRU) model. The CNN model inputs the word vector (word vector attention,
part of speech attention, position attention) that has been labeled by the attention mechanism into our
multi-attention mechanism CNN model. Obtaining the influence intensity of the target keyword on
the sentiment polarity of the sentence, and forming the first dimension of the sentiment classification,
the BiGRU model replaces the original BiLSTM and extracts the global semantic features of the
sentence level to form the second dimension of sentiment classification. Then, using PCA to reduce
the dimension of the two-dimensional fusion vector, we finally obtain a classification result combining
two dimensions of keywords and sentences. The experimental results show that the proposed
MATT-CNN+BiGRU fusion model has 5.94% and 11.01% higher classification accuracy on the MRD
and SemEval2016 datasets, respectively, than the mainstream CNN+BiLSTM method.
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1. Introduction

Accompanying the continuous development of social networks, the role of Internet users also has
changed quietly from the original recipient of information to the creator of information. More and
more people are expressing their opinions through the Internet and, gradually, form a short text-based
expression. The text information has a large amount of data, and the text content is scattered and
disorganized. It is difficult to distinguish. Therefore, how to use natural language processing related
techniques to analyze the emotional polarity of short texts in social networks has become one of the
hotspots of current research [1,2].

Deep learning is an important branch of machine learning. Deep learning is an algorithm that uses
high-order abstraction of multiple nonlinear transformation structures [3]. Recently, more and more
researchers have begun to use deep learning technology in the field of image and speech recognition to
solve the problem of text sentiment classification.

Kim [4] proposed an English classification model, taking preprocessed word vectors as input and
using convolutional neural networks (CNN) to achieve sentence-level classification tasks. Xing et al. [5]
used CNN to solve the polarity judgment problem of twitter. Although CNN has made great
breakthroughs in the field of text categorization, it pays more attention to local features and ignores the
contextual meaning of words, thus affecting the accuracy of classification. Therefore, improvements to
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the CNN model have been ongoing. Zhao et al. [6,7] proposed capsule networks and dynamic routing
based on convolutional neural networks and achieved better classification results than traditional CNN.
Mikolov et al. proposed applying the RNN model to text classification tasks [8]. Since the output value
of the current node of the RNN is determined by the current input and output of the previous node, the
word structure of the text is considered, but the RNN is prone to problems such as gradient dispersion.
Although long short-term memory (LSTM) can solve the gradient dispersion problem existing in RNN,
LSTM has a large computational complexity due to its structural complexity and stores a large number
of redundant intermediate variables. Therefore, a large amount of training time and memory space is
required, and it is overly dependent on historical information and cannot utilize future information.
Bidirectional gated recurrent unit (BiGRU) is a variant of bidirectionally long short-term memory
(BiLSTM) and GRU. BiGRU structurally streamlines the BiLSTM three-door (forget, input, output)
structure into two gates, namely update and reset, so fewer parameters accelerate the convergence of
the model. Simultaneously, BiGRU combines the characteristics of short text content with high context,
fully considers the meaning of words in context, and overcomes the problem of semantic information
after the original GRU cannot consider words.

The attention mechanism was first applied in the field of image processing. Mnih [9], in 2014,
proposed to use the attention mechanism in the image classification task and achieved good experimental
results. Yin [10], in 2015, (and others) proposed one based on multi-layer attention. The convolutional
neural network of the force mechanism is applied to the sentence modeling to better capture the
local text features and verify the effectiveness of the combination of the attention mechanism and the
convolutional neural network.

Aspect-based sentiment analysis (ABSA), as an important sub-task of sentiment analysis, is a
deeper sentiment analysis with the goal of identifying emotional polarity in different aspect contexts
(positive, neutral, negative). Given a sentence “The pizza in this restaurant is very delicious, but
the quality of the takeaway pasta is very poor.”, for example, the emotional polarity of the term
“pasta” is negative, while the aspect is of “out of the box”. The emotional polarity is opposite to the
emotional polarity of “pizza”. Therefore, even if it is the same sentence, there may be a completely
opposite emotional polarity for different goals. The current research finds that the combination
of the CNN network and the attention mechanism can obtain very good target-specific emotional
classification results [11]. It can well solve the shortcomings of LSTM which cannot accurately indicate
the importance of each word in the sentence. The proposed fusion model combines this advantage and
the CNN model with a multiple-attention mechanism that is proposed to obtain the emotional polarity
of keywords, which is an important dimension of the emotional classification of fusion models.

The main contributions of this paper are as follows:
1. Aiming at the current problems in the field of short text sentiment classification, this paper

proposes a feature fusion text classification model combining CNN and BiGRU with a multi-attention
mechanism based on previous research.

2. The model proposed in this paper is divided into two models: CNN and BiGRU. The CNN
model combines the specific target sentiment classification method to extract the emotional polarity of
the target keyword in the sentence. BiGRU analyzes the sentence-level emotional polarity and, finally,
the two features are merged to construct a fusion global feature vector.

3. This paper uses the PCA dimension reduction technology to effectively reduce the feature
fusion global vector.

4. The multi-attention convolutional neural network model has a simple structure and does not
require external knowledge, such as dependency syntax analysis and semantic dependency analysis
and does not require additional vectorization for specific targets.

5. We propose a two-way scanning algorithm that can identify effectively the extent of different
words in the sentence so the convolutional neural network can make full use of the location information
of the extracted keywords.
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The model proposed in this paper combines the advantages of a convolutional neural network to
extract local features and uses BiGRU to take into account the global features of the text and consider the
characteristics of the contextual semantic information, which overcomes the problem that the original
GRU and LSTM cannot consider—the information after the word. Furthermore, the classification
accuracy of the feature fusion model is improved. The proposed MATT-CNN+BiGRU fusion model
applied to the mainstream datasets of MRD and SemEval2016 results in 5.94% and 11.01% higher
accuracy, respectively, than using the mainstream CNN+BiLSTM method.

The rest of this paper is organized as follows: Section 2 mainly discusses the attention mechanism
and the contribution of aspect-level sentiment analysis (ASA) to the field; Section 3 mainly is based on
the current mainstream models and technologies in the field of scientific research and the step-by-step
of our proposed fusion model. It is elaborated, and the structural principles of the three attention
mechanisms and the construction method of the fusion model are introduced in detail. Section 4 gives
our experimental results from different dimensions. Section 5 summarizes the content of this article
and provides some directions for future research.

2. Related Work

Text sentiment classification is one of the important tasks in the field of natural language
processing (NLP). So far, many researchers have conducted in-depth research on the field of text
sentiment classification. During the early stage of the research, due to the relatively small size of
the dataset, the machine learning-based classification algorithm demonstrated its superiority in the
text classification task. Among them, Sun et al. [12] proposed an SVM based on unbalanced text
classification. The classifier solves this problem and has achieved good research results. However,
as the scale of datasets continues to expand, the flourishing development of deep learning algorithms
provides new ideas for text classification.

While deep learning has made breakthroughs in various fields, it also has made important
developments in data fusion. Deep learning has the ability to fit large amounts of data. Through
layer-by-layer extraction, deep neural networks extract different data features at different layers.
Jing [13] proposed an adaptive multi-sensor data fusion method based on a deep convolutional neural
network (DCNN) for fault diagnosis. The proposed method can learn features from raw data and
adaptively optimize different fusions with combination of levels to meet the requirements of any
troubleshooting task. Audebert [14] studied the use of a deep full convolutional neural network
(DFCNN) in pixel-level scene markers of Earth observation images in the image field and achieved
good experimental results. Bakalos et al. [15] used multi-modal data fusion and adaptive deep learning
to monitor critical water infrastructure and also gained valuable application results.

Recently, the attention mechanism has been applied widely in the text classification model.
The advantage is that the different importance levels of each word of the article can be distinguished
in the classification task. Yang et al. [16] proposed to use the attention mechanism on words and
sentences while preserving the document structure with a hierarchical structure, so as to distinguish
the importance of each sentence and word to the classification category. Wang et al. [17] proposed a
joint embedding model, combining words and labels on ACL 2018, which maintains the interpretability
of word embedding and has the ability to use other information than the input text sequence. Offering
a good experimental effect, Vaswani [18] (and others) proposed a multi-head attention mechanism
and a transformer framework in their research, providing a new idea for attention in the field of text
classification. Chen et al. [19] used BiLSTM and a positional attention mechanism combined with
mixed neural for text classification. Rozental et al. [20] proposed a hybrid model using a BiGRU neural
network and convolution maximum pooling to extract text feature information. Kumar et al. [21],
using the simple BiLSTM and two-layer attention mechanism to mix and match the model, after
extracting the text feature information from the BiLSTM layer, sequentially established the word-level
attention mechanism and the sentence-level attention mechanism, and the experimental model was
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tested on the SemEval2017Task5. The evaluation results of sub-tracks 1 and 2 were 1.7% and 3.7%
higher, respectively, than the current best systems.

Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis (ABSA) is an important sub-task of sentiment analysis. Compared
with traditional sentiment classification tasks, the language granularity is more precise, the level
is deeper, and targets emotional polarity. The judgment depends, not only on the context of the
text information but, also, on the feature information of the specific target. Recently, with the rapid
development of deep learning technology, many researchers have begun to use deep learning techniques
to carry out specific target sentiment classification tasks. Nguyen et al. [22] proposed a feature sentiment
analysis model based on RNN and a dependency tree. Ruder et al. [23] proposed a hierarchical two-way
LSTM network, which allows text features to be extracted at different levels, which can learn effectively
the internal structural relationship and grammatical relationship of sentences so the emotional polarity
of a specific target can be discriminated. The method is limited to situations involving a specific target,
however. Based on this, Zhou [24] proposed an LSTM network combining an attention mechanism.
Focusing on the target word vectorization, the attention mechanism is embedded into the LSTM
network, so the network pays more attention to the target word itself during the training process, which
can effectively identify the emotional polarity of different targets. Song et al. [25] proposed the AEN
model. The AEN model avoids complex recurrent neural networks, uses attention-based encoders to
model context and target, and can extract rich introspective and interactive semantic information from
word embedding. Additionally, Mohammadi [26–28] also provided some new methods for text data
noise processing.

Through the in-depth analysis of the short text language organization of the network, combined
with the actual content of the SemEval2016 and MRD datasets, we found that the emotional polarity of
key target words often directly reflects the main emotional polarity of sentences in a clause and has a
strong indicator meaning. The sentence, “The atmosphere of this movie is magnificent, although it
still has room for improvement”, for example, the emotional polarity of the target word “atmosphere”
is positive, although the latter emotions are retained, but still can be consistent with the emotional
polarity of the entire clause. Therefore, the model proposed in this paper adopts the specific target
sentiment analysis of the fusion distance attention mechanism in the CNN model to enhance the ability
to grasp the fine-grained content. Then, the sentence-level BiGRU model is used to fully consider the
context information of the article and construct the text classification fusion model, thereby improving
the accuracy of the classification.

3. MATT-CNN+BiGRU Feature Fusion Model

3.1. The Brief Introduction of MATT-CNN+BiGRU

The proposed feature fusion model is divided mainly into two major models: the convolutional
neural network model with multiple attention mechanisms, and the BiGRU network model. Subsequent
to reading the research results of our predecessors, we found that the CNN model has obvious
advantages in the extraction of target keywords [29]. To a certain extent, the target keyword directly
determines the emotional polarity of the short text content.

We use the CNN model to analyze the pre-processed target keywords and obtain the emotional
polarity of the feature keywords to form a dimension of our proposed fusion model. We then combine
BiGRU’s content superiority to the short text overall context to get the emotional polarity of the
sentence level and form the second dimension. Then, feature vector fusion is performed in the concat
layer, and the final classification result is output by using the softmax classifier after the PCA is reduced
in dimension. This article describes the models and techniques used in Section 3.1, and the following
sections describe the specific structure of the fusion model we propose.
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3.1.1. Principal Component Analysis

Principal component analysis, also known as (PCA), is a dimensionality reduction method based
on mathematical statistics. PCA uses the idea of dimensionality reduction to first standardize data in
high-dimensional data and, then, the covariance matrix of the target matrix and its corresponding
eigenvectors are obtained. Finally, the initial data is transformed into a linearly independent
representation of arbitrary dimensions by linear transformation, thereby transforming multiple
indicators (high dimensions) into a few major feature components. The basic principle of PCA is:

Let the raw data Am×n set be arranged as a matrix, then each row element of the matrix is
zero-averaged and the calculation expression is as shown in Equation (1):

Ai j =
ai j − ai

Si
, (1)

where ai j represents the element of the ith row and j-column of the matrix Am×n, and ai represents the
ith row of the matrix Am×n. The average value, Si represents the standard deviation of the ith row
of the matrix Am×n. Following zero-mean normalization, the covariance matrix S of the matrix X is
obtained. Equation (2) is as follows:

S =
1

n− 1

∑ j

k=0
(a j − a)(a j − a)T, (2)

where n represents the number of samples in the above formula and, after obtaining the covariance
matrix S, the eigenvalue λ1 ≥ λ2 ≥ . . . ≥ λn and the eigenvector d1, d2 . . . dn; are obtained accordingly.

The feature vector is obtained by arranging the feature values from largest to smallest to obtain
the matrix P, and the reduced-dimensional data Y is obtained by Equation (3):

Y = PA. (3)

Finally, the contribution rate Vi of each feature root is calculated according to Equation (4):

Vi =
λi∑n
1 λi

. (4)

3.1.2. Basic Structure of GRU and BiGRU

Along with the rapid development of LSTM in the field of natural language processing, especially
text categorization, and the increase in the number of samples, the training time is long, the parameters
are many, and the internal computational complexity is high. Based on this, Cho et al. proposed a
simpler GRU model in 2014 [30]. The GRU model maintains the original LSTM original effect, with
a simpler structure, fewer parameters, a better convergence model, plus a GRU model. It consists
of two doors, an update door and a reset door. The update gate determines the extent to which the
previous output hidden layer affects the current layer. The larger the value is, the stronger the influence
is. The reset gate determines the extent to which the previous hidden layer information is ignored.
The smaller the reset gate value is, the more ignored the information is. The specific structure of the
GRU is shown in Figure 1:



Future Internet 2019, 11, 237 6 of 24

Future Internet 2019, 11, x FOR PEER REVIEW 6 of 27 

 

original effect, with a simpler structure, fewer parameters, a better convergence model, plus a GRU 
model. It consists of two doors, an update door and a reset door. The update gate determines the 
extent to which the previous output hidden layer affects the current layer. The larger the value is, the 
stronger the influence is. The reset gate determines the extent to which the previous hidden layer 
information is ignored. The smaller the reset gate value is, the more ignored the information is. The 
specific structure of the GRU is shown in Figure 1: 

x

tanh

x

+

xI -

ht

ht-1

xt

Ztrt

x

tanh

x

+

xI -

ht+1

ht

Xt+1

Zt+1rt+1

 

Figure 1. Structure of a gated recurrent unit (GRU). 

The GRU model is updated in the following ways: 

  ttrt xhWσ ,*r 1  (5) 

  ttzt xhWσz ,* 1  (6) 

  ttt xhrW ,**tanhh
~

1h
~t   (7) 

1(1 )* *
tt t t th z h z h     (8) 

where tr  represents the reset gate at time t , tZ  represents the update gate at time  th , th  

represents the candidate activation state at time t , 1th  represents the active state at time t , and 1th  

represents the hidden layer state at time  1t  . The update gate z  is determined by the history 

information that the current state needs to be forgotten and the new information that is accepted; the 

reset gate r  is determined by the information obtained from the history information of the 

candidate state. 

GRU is a kind of one-way neural network structure, and a one-way neural network is always 
output from the back. However, in the text sentiment classification, the output of the current 
moment often has a relationship with the moments before and after. BiGRU is a one-way, opposite 
direction, and the output is determined by the GRU common state of the two GRUs to construct a 
neural network model. Occurring at each moment, the input provides two GRUs in opposite 
directions, and the output is determined by the two unidirectional GRUs. The specific structure of 
BiGRU is shown in Figure 2. 

Figure 1. Structure of a gated recurrent unit (GRU).

The GRU model is updated in the following ways:

rt = σ(Wr ∗ [ht−1, xt]) (5)

zt = σ(Wz ∗ [ht−1, xt]) (6)

h̃t = tanh
(
Wh̃ ∗ [rt ∗ ht−1, xt]

)
(7)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (8)

where rt represents the reset gate at time t, Zt represents the update gate at time h̃t, ht represents the
candidate activation state at time t, ht−1 represents the active state at time t, and ht−1 represents the
hidden layer state at time (t− 1). The update gate z is determined by the history information that
the current state needs to be forgotten and the new information that is accepted; the reset gate r is
determined by the information obtained from the history information of the candidate state.

GRU is a kind of one-way neural network structure, and a one-way neural network is always
output from the back. However, in the text sentiment classification, the output of the current moment
often has a relationship with the moments before and after. BiGRU is a one-way, opposite direction,
and the output is determined by the GRU common state of the two GRUs to construct a neural network
model. Occurring at each moment, the input provides two GRUs in opposite directions, and the output
is determined by the two unidirectional GRUs. The specific structure of BiGRU is shown in Figure 2.Future Internet 2019, 11, x FOR PEER REVIEW 7 of 27 
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←
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ht = wt
→

h t + vt
←

h t + bt (11)

The GRU() function represents a nonlinear change to the input word vector, and the word vector
is encoded into a corresponding GRU hidden layer state. wt and vt represent the weights corresponding

to the forward hidden layer state
→

h t and the reverse hidden state,
←

h t, respectively, corresponding to
the bidirectional GRU at the time t; bt represents the offset value corresponding to the hidden layer
state at the time t.

3.2. MATT-CNN Model

The MATT-CNN model combines multiple attention mechanisms to extract features, aiming to
obtain more sufficient text emotional feature information, so as to effectively identify the emotional
polarity of different labeled keywords, and then positively contribute to the overall model. Its main
structure consists of six parts, as shown in Figure 3.
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1. Attention input matrix: This stores attentional feature vector information of different
attention mechanisms.

2. Operation layer: This paper uses different arithmetic operations to form a fusion representation
of the input text as the input of the fusion model convolutional neural network part, so that the model
comes from various aspects in the training process for the two different attention mechanisms listed in
this paper. Pay attention to the keywords we have marked.

3. Convolution layer: To extract text information with different semantic depths, our proposed
model adopts three window-size sliding windows combined with a multi-attention mechanism to
obtain rich local features of input text.

4. Pooling layer: We use the k-max pooling in this model, which considers the influence of the
convolution kernel height on the generated graph to perform the downsampling operation. The k-max
pooling can express the case where the same type of feature appears multiple times, that is, the strength
of a certain type of feature can be expressed and part of the position information can be retained.

5. Merging layers: The most important information of the different attention mechanisms extracted
from the pooling layer, in this paper, is operated by the merge layer to form the feature representation
of the input text, and the feature representation is reduced by the PCA method, then the convolutional
nerve of the fusion model is output by the softmax function. The text classification is the result of the
network model.
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6. Output layer: This article will output the final classification results through the softmax function.

3.3. Text Preprocessing

3.3.1. Task Definition

Regarding sentence s = {w1, w2, . . . tvital , . . . wn} of length n, tvital is the keyword that we extracted
through the keyword extraction algorithm. A sentence is formed into a word order column in units of
words, in this paper, and then each word is mapped into a multi-dimensional continuous value word
vector to obtain a word vector matrix E ∈ Rk×|v|.

Here, k is the word vector dimension, that is, each word is mapped to a k-dimensional vector
xi ∈ Rk, and |v| is a dictionary size, that is, the dataset contains the number of all words. Concerning a
sentence of length n, it can be represented as a matrix as shown in Equation (12):

x1:n = x1 ⊕ x2 ⊕ x3 ⊕ ti ⊕ . . .⊕ tj ⊕ xn (12)

where ⊕ is a splicing operation. The emotional polarity of each target in the target set is judged by
the feature information between the word vector set {x1, x2, . . . , xn} and the keyword set

{
ti, t j

}
in the

sentence, for the purposes of this paper.

3.3.2. Keyword Extraction Algorithm

Using FastText [31], the mean value of the text word vector is taken as the semantic information of
the text. The method is simple and efficient, having achieved good classification results. This paper is
inspired by the above method and uses the category feature words to embed the matrix to represent
the categories: The correlation between text keywords and categories is evaluated by the combination
of tf-idf and cross entropy. Given that the document set for the category is P =

[
p1, p2, . . . , pl

]
, we use

the top keywords in the relevant category as the category feature words in each category.

s = s1 ⊕ s2 ⊕ s3 ⊕ s4 ⊕ sk (13)

S = [s1, s2, . . . , sL] (14)

where S is the category matrix and ⊕ is the splicing operation. s is the category keyword vector.

Algorithm 1. Keyword extraction algorithm

Input: Document collection P
Output: Keyword and its eigenvector matrix S
Begin:
For i = 1 to L
xi = segment(pi)//The segment function is a word segmentation using NLTK
ui = word2vec(list)//Vectorize the results of the word segmentation
yi = desc(T f id f (xi))//Use the tf-idf method for each category of text to get high frequency words, arranged in
descending order.
Zi = crossEntropy(yi)//Use cross entropy to identify whether these high frequency words are used frequently
in other categories
si

1,2...,k = topk(zi)//Get high frequency words representing each category, select the k words with the highest
frequency
s = f ull join

(
si
1, si

2, si
3 . . . s

i
k

)
//The k high frequency words of each category are composed into a feature vector

matrix of this category using a splicing method.
End For
End
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Algorithm 1 first uses NLTK to segment each piece of text and, after word segmentation, it uses
word2vec to generate a word vector (third line). Lines 4 and 5 are high frequency words for each
category article using the tf-idf method. Then, cross-entropy is used to compare high-frequency words
of this category with other high-frequency words to determine whether the high-frequency words
of this category appear frequently in other categories. Line 6 gets k keywords for this category and,
finally, stitches them into keyword text feature vectors.

To better learn the feature information of different targets and identify the emotional polarity
of different targets, this paper uses the word vector attention mechanism and the position distance
attention mechanism to focus on learning different information that needs attention in different ways.
Considering a sentence containing t keywords, divide it into t clauses and mark its position with the
special symbol «». Since the dataset used in the experimental part of this paper is the semEval2014
dataset, the marking work of the target words has completed, which can reduce the workload of
keyword extraction. “The atmosphere of this movie is magnificent, after it still have place to improve”,
for example, the effect after the mark is shown in Figure 4:
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Each word is represented as a k-dimensional vector by word vector matrix, and the three
characteristics of the target word ti word vector, part of speech and its position in the sentence are
extracted to construct two attention mechanisms of the neural network input layer:

1. Word vector attention mechanism: Via extracting the word vector of the target keyword as its
attention matrix, we operate the attention matrix and the word vector matrix. This attention mechanism
can correlate well the content of the text.

2. Positional attention mechanism: The attention mechanism used by our model has two
representations; it can be added to the word vector attention mechanism in the form of parameters
to assist its operation; it also can be input into the network with independent attention mechanism
to position the attention. The combination of mechanisms and other attention mechanisms can fully
represent the importance of each word in a sentence.

3. The mechanism of the word attention: It is a supplement to the attention mechanism of the
word vector. It is the attention mechanism of the part-of-speech in the sentence; by analyzing the part
of speech, it learns more hidden information.

3.4. Word Vector Attention Mechanism

The purpose of the attention mechanism is to allow the model to focus on different aspects during
the training process and to understand which part of the information is important, so the model
pays close attention to this information. The sentence “magnificent” is used to describe the keyword
“movie”, for example, so the effect of the emotional word “magnificent” on the keyword “movie” in
the sentence is it is important.

Regarding sentence s = {w1, w2, . . . ti, . . . , wn}, we extract the word vector of the keyword ti as the
attention matrix. The attention matrix s and the word vector matrix are subjected to the arithmetic
operation shown in Equation (15), and the attention feature matrix Ac can be obtained, wherein Ac is a
diagonal matrix. The operation process is shown in Figure 5:

Ac
i,i = α×

exp(Ai,i)
n∑

j=1
exp

(
A j, j

) , (15)

where α is an adjustable parameter, similar to the learning rate η in neural networks, which is used to
control the influence of different word vectors on target keywords. Initially, α can set the pre-value
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manually, or it can be given by the position attention mechanism. The α can indicate the importance of
each word. Using the calculated attention feature matrix Ac and the original word vector to calculate
the input matrix of the convolutional neural network is shown in Equations (16) and (17):

zc
i = xi ⊕Ac

i,i (16)

zc
i = xi ·Ac

i,i (17)
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Both of the above methods can be used as the operation of the input matrix, and this paper uses
the methods of Equations (16) and (17) vector splicing to operate.

3.5. Position Attention Mechanism

Concerning a specific target sentiment classification, the position between the word and the target
keyword often hides key information, such as in the example, see Figure 6, “The ‘atmosphere’ is
magnificent, but the ‘performance’ of the actors are awful”.Future Internet 2019, 11, x FOR PEER REVIEW 12 of 27 
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According to past understanding, emotional words that are close to the target keyword often
have a greater impact on them. Regarding the target keyword “atmosphere”, for example, there is
no doubt that the emotional word “magnificent” is closer to it and is also the correct expression of it.
Considering the target word “performance”, the result is incomplete, because its distance from the
emotional word “awful” describing itself is greater than “magnificent”, therefore, it is impossible to
obtain its true emotional content. To solve this problem, we propose a two-way scanning algorithm to
determine the position value between words and targets. The Algorithm 2 is as follows:
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Algorithm 2. Two-way scanning algorithm

Input: Sentence s after word segmentation;
output: Positional value set location between each word and target word.
Begin:
Step (1) Set the target word and position value to 0 and set the value of the other words to n, which is the
length of the sentence.
Step (2) Centering on the target keyword, set two working pointers to scan left and right, respectively (the
following steps take one of the pointers as an example, and vice versa)
Step (3) Record the value of the work pointer and the i target relative position locationi, if the word at the
position is punctuation, perform step (4); else, if the word at the position is the word in the target word set,
then perform step (5); else, execute step (6);
Step (4) Use this formula to update the value of locationi, add the location locationi to the collection, and
continue scanning;

locationi = locationi + min{5 ,
n− i

2
};

Step (5) Update the value of locationi with the formula locationi = 1, add the position value i to the set, and
continue scanning;
Step (6) Add the position value locationi to the set and continue scanning;
Step (7) When the two pointers respectively reach the start and end positions of the sentence, the position
value li is added to the set to stop scanning.

This article uses the matrix ψ to store the value of all positions in the dataset, and then to calculate
the value of the β:

β = 1−
ψi + 1
n + 1

(18)

Map all the values stored in the matrix ψ to a multidimensional vector, i.e., ψi ∈ Rk, and then
calculate the input matrix:

zψi =
ψi + xi

2
. (19)

3.6. Part of the Attention Mechanism

Regarding some datasets and word segmentation with low emotional word coverage, the accuracy
of our emotional classification work based on text content information to classify text emotions will be
greatly reduced. To solve the above problems, a part-of-speech mechanism has been introduced in our
model. Through re-labeling the part of speech of special words, we can make our fusion model deepen
the correlation between target keywords and emotional words. Let us take the sentence, see Figure 7,
“The ‘atmosphere’ is magnificent, but the performance of the actors are awful”as an example.
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Figure 7. Sentences re-tagging.

Considering this, we only analyze the key target word “atmosphere”. “DA” stands for definite
article, “LV” stands for verb, and “Tar” stands for target keyword. “CC” stands for a transition
preposition. “Positive” stands for emotional words with positive emotional polarity, and “Negative”
stands for negative emotional words.

Like word vectors, this article maps each word into a multidimensional continuous value vector,
which we call a part of speech vector Targeti ∈ Rl, where l is the part of speech vector dimension.
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Assuming a sentence of length called “m”, the part of speech vector can be represented by a vector
matrix as shown in Equation (20), where Tar is the part of speech vector of the target keyword.

Target1:m = Target1 ⊕ Target2 ⊕ Target3 ⊕ . . .⊕ Tar⊕ . . .⊕ Targetm (20)

The part-of-speech vector of the target keyword extracted in this paper is used as the part-of-speech
attention feature matrix, i.e., At = Tar, and then the input matrix of the network is calculated:

zt
i = α× β×

At
i + Tari

2
, (21)

where β is the weight coefficient value. By adjusting the value of β, you can make full use of the
emotional characteristics of the sentence. During this experiment, the value of the emotional word is
1.2, and the other values are 1.0.

3.7. Input Matrix Construction Method

CNN can focus on different grammar and semantic features in the training process through
a multi-attention mechanism, thereby capturing deep semantic information to better identify the
emotional polarity of the target. This article will introduce the method of constructing the input matrix
of MATD-CNN for the multi-attention mechanism.

MATD-CNN: Combine different attention input values into a three-dimensional tensor as input to
the neural network. The advantage is that the input matrix can be scrolled through a multi-channel
input form. The CNN network can convolute the calculation of multiple words in the text through the
convolution kernel and preserve the association between words. Using the sliding window of length h,
the operation of the volume on the input matrix is:

Ci = f (w·xi:i+h−1 + b), (22)

where W ∈ Rh×k is the convolution kernel weight, b ∈ R is the bias value, f is the activation function,
and xi:i+h−1 is a text local feature matrix of a convolution window. Concerning a sentence of length n,
the feature map shown can be obtained by a convolution kernel operation:

c = [c1, c2 . . . , cn−h+1], (23)

where c ∈ Rn−h+1. This paper uses the k-max pooling method for downsampling, as shown in
Equation (24):

m =
[ s
h

]
, (24)

where h represents the height of the convolution kernel, i.e., the sliding window, and s represents
the length of the short text sentence (controlled within 30 characters). Compared with the maximum
pooling strategy, the k-max method can dynamically extract multiple important semantic combination
features according to the characteristics of the multi-sliding window convolution layer and preserve
the relative order relationship between the features.

The feature vector output from the downsampling layer is used as the input of the fully connected
layer. The model sampled by our softmax function outputs the classification result, as shown in
Equation (25):

y = so f tmax(WfXP + Bf) (25)
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where Xp is the downsampling layer output, Wf ∈ RC×|xp | is the fully connected layer weight matrix,
and Bf ∈ RC is the fully connected bias value. We optimize the loss function by cross entropy, and the
cross entropy cost function is given by Equation (26):

loss = −
D∑

i=1

C∑
j=1

ŷ j
i log y j

i + λ‖θ‖2, (26)

where, D is the training dataset size, C is the category number, y is the prediction category, ŷ is the
actual category, and λ‖θ‖2 is a regular term.

3.8. Text Feature Fusion Model

Regarding the above unit, we introduce the multi-attention convolutional layer model of the
fusion model. During this model, we will introduce the proposed BiGRU and multi-attention CNN
fusion model; the overall architecture is shown in Figure 8.
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The first layer of the convolutional neural network model is the word embedding layer.
We construct the input matrix by inputting different attention inputs into a three-dimensional tensor as
the input of the network (the method has been described above). The second layer is the convolution
operation layer where we extract its local semantic information. Following the example of previous
literature [32], when the word vector is controlled at 100 dimensions, the filters are 3 × 100, 4 × 100,
and 5 × 100, which will achieve better classification results; therefore, we directly use the currently
accepted hyperparameters for experiments. We use 128 filters, the stride size value is set to 1, and
the padding is VALID. The third layer is downsampled by the k-max pooling method. The purpose
is to discard the redundant features and extract as many key features as possible while reducing the
dimension. The three pooled operational features are then stitched together as part of the first layer of
fully connected layer input features.

The first layer of the BiGRU model is the word embedding layer. The sentence matrix of the
embedding layer is taken as input. The word vector dimension we set is 100-dimensional, consistent
with the CNN model, while for other hyperparameter settings, such as the number of hidden layer
neurons, the corresponding value is 128. The current input information of the model is related to
the sequence before and after. Therefore, we give full play to the advantages of BiGRU bidirectional
operation, input the fusion model from two directions, save the historical information and future
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information in two directions through the hidden layer and, finally, regarding the two hidden layers
the output part is spliced to get the output of the last BiGRU. The code is as follows:

output_bgru=rnn.static_bidirectional_rnn(fw,bw,inputs).
The global features of the words in the text are extracted by extracting the contextual semantic

information of the words by using the BiGRU model. During the first FC layer, the concat() method in
the TensorFlow framework is used to fuse the two models of CNN and BiGRU. The tf code is as follows:

output=tf.concat({[output_cnn,ouput_bgru],axis=1).
We save the merged features in the output. As the first fully connected layer input, we introduce

the dropout mechanism in the two FC layers to prevent overfitting. Each iteration will give up some of
the trained parameters, making the weight updates no longer rely on some of the inherent features.

Prior to using the feature fusion vector to output the result through the softmax classifier, we use
the PCA method introduced earlier to reduce the dimension and retain the useful main information,
thus improving the convergence speed of the model. The probability of classifying x as a softmax
regression in this model is:

p(y(i) = j
∣∣∣x(i);θ ) = exp(θT

j x(i))

k∑
l=1

exp(θT
l x(i))

, (27)

4. Experimental Results and Analysis

4.1. Datasets

To verify the validity of the model proposed in this paper, the experiment used movie review data
(MRD) created by Cornell University’s film evaluation data and adopted SemEval2016 datasets. Among
them, the MRD consists of movie review data, with a positive attitude review of about 1000 articles, a
negative attitude review of 1000 articles, a label of five-character sentences of 5331 sentences, and a
sentence with 5000 subject sentences. During the experiment, 1000 sentences were randomly selected
as the training set and 400 were used as the test set. SemEval2016 was the dataset of the semantic
evaluation game task 4, which contains user reviews in the fields of laptop and restaurant, and the
emotional polarity of the data samples was divided into positive, negative and neutral. Table 1 gives
the statistics of the experimental use data in this paper.

Table 1. Statistics of experimental data.

Dataset Positive Negative Neutral

Laptop-train 872 718 490

Laptop-test 361 152 122

Restaurant-train 2158 804 644

Restaurant-test 748 189 210

MRD-train 483 272 245

MRD-test 189 79 132

4.2. Model Parameter Setting

During this experiment, a variety of window convolution kernels were used to convolve the input
matrix. The convolution kernel function was rectified linear units. The training procedure uses the
Adadelta update rule proposed by Zeiler [33]. The other super parameters are as follows, see Table 2.
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Table 2. Experimental parameters.

Parameter Parameter Description Value

h Windows Size 3, 4, 5

n Features Map 128

p Dropout Rate 0.5

s Constrain L 3

b Mini-Batch Size 64

m Pooling Method k-max

4.3. Experimental Environment

The experimental machine selected had Intel’s eighth-generation I5-4590 CPU, 16 GB memory,
a GTX750Ti graphics card with 2 GB memory, and a 256 GB solid state drive (SSD). The experimental
system used the Linux operating system, after repeated experiments to obtain the following
experimental results.

4.4. Model Comparison

The experiment used the accuracy index (Accuracy) to measure the performance of the evaluation
sentiment classification algorithm. The calculation method is as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
, (28)

where TP indicates the number of samples that are positive and the prediction is positive; FN indicates
the number of samples that are positive and the prediction is negative; TN indicates the number of
samples that are actually negative and the prediction is negative; FP indicates that the actual sample is
negative and the prediction is positive.

To verify the validity of the model proposed in this paper, the experiment sets up six
baseline methods:

(1) SVM: The traditional feature-based SVM classification model proposed by
Kiritchenko et al. [34]. It uses a series of manually annotated data to train the model, which yields
better classification results than previous studies.

(2) CNN: The convolutional neural network model based on Kim [5] is the most basic convolutional
neural network model.

(3) AM-CNN: Discussed by Wang et al. [35], it is based on the attention mechanism convolutional
neural network. The algorithm uses the cyclic neural network to capture the context information of the
text and introduces the single-level attention mechanism to obtain the text category matrix, thereby
improving the classification accuracy of the model.

(4) CNN+BiLSTM: Li et al. [36] proposed a fusion model based on CNN and BiLSTM. The model
organically integrates CNN in the BiLSTM model, and the experiment proves that it has a significant
improvement over the single model classification effect.

(5) ATT-LSTM: An attention-based LSTM network proposed by Wang et al. [37], the model
incorporates the attention information of a specific target and uses the pre-trained word2vec word
vector as input to train the model. This model achieves a better classification effect in the field of
sentiment classification than the traditional LSTM network.

(6) BiLSTM-ATT-G [38]: This uses two attention-based LSTMs to model the context information
on the left and right sides of the target to extract a distributed representation of the words on the
sentence and then applies attention to the hidden nodes. It estimates the importance of each word
and introduces a gate function to calculate the left and right sides of the context and the sentimental
tendencies of the entire sentence.
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(7) IAN [39]: IAN has designed a model for interactive computing of aspect terms and sentences,
which leverages attention in context and aspect terms to generate representations of aspect terms
and context, respectively. Finally, the sentiment polarity of an aspect term in context is predicted by
combining the aspect term and context representation.

4.5. Experimental Results and Analysis

We conducted the MATT-CNN+BiGRU fusion model and the above five models on the
SemEval2016 and MRD datasets. The experimental results are shown in Table 3.

Table 3. Experimental results.

Model Laptop Restaurant MRD

SVM 65.17 74.18 70.13

CNN 65.23 69.90 68.43

AM-CNN 65.42 77.67 74.32

CNN+BiLSTM 63.20 79.54 73.28

ATT-LSTM 68.22 75.30 67.23

BiLSTM-ATT-G 73.34 79.12 69.89

IAN 73.24 77.40 78.19

MATT-CNN+BiGRU 74.21 78.47 79.22

Following comparison, we found that the proposed MATT-CNN+BiGRU model had a dominant
position in the ratios of Laptop and MRD datasets. The Restaurant dataset lagged behind slightly in
the CNN+BiLSTM model and achieved relatively good experimental results.

Through in-depth analysis of traditional CNN and AM-CNN, it was found that the CNN model,
without any attention mechanism, discriminated different target keywords in a large number of
sentences into the same emotional polarity, and there was no way to combine the contribution of the
first dimension of emotion generated by target keywords to the classification of sentence emotion.
Therefore, the traditional CNN was completely behind the AM-CNN model, based on the single
attention mechanism.

Comparing the AM-CNN and CNN+BiLSTM models it can be seen that, under the Restaurant
dataset, the CNN+BiLSTM model ranked first in all cross-matching models, demonstrating that the
BiLSTM+CNN fusion model combined BiLSTM with the advantages of the global features of text
sequences. It also compensated for the problem that CNN itself ignored, the contextual meaning
of words in text categorization, and improved the accuracy of the feature fusion model in text
categorization. However, the datasets of Laptop and MRD were 2.22% and 1.04% behind the AM-CNN
model, respectively, which indicates that the attention mechanism made the model pay attention to the
feature information of the target keywords in the training process, so as to better recognize polarity of
the emotions in the sentences. This proves that the attention mechanism has an obvious lifting value
for improving the classification accuracy of the model.

Comparing the three models of SVM, ATT-LSTM and BiLSTM-ATT-G, we found that the LSTM
model also achieved better results on the Restaurant and Laptop datasets than the traditional SVM
model, based on sequence information. The LSTM model handled relatively formal sentences well by
capturing more useful contextual features. BiLSTM-ATT-G, which used two LSTMs to model the left
and right sides of the target keyword, achieved better experimental results than the traditional single
attention ATT-LSTM, probably because it could be from both directions. The last hidden state joined
the emotional features used for sentiment classification and then predicted based on the contextual
representation of the cascade. Additionally, on the MRD with strong semantic randomness, the
classification effect was not as good as the above two datasets. The reason was that the model based on
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LSTM relied on sequence information, and the text with irregular syntax limited the context of such
model’s ability.

Comparing CNN-based models with LSTM-based models on the MRD dataset, we found that
CNN-based models had certain advantages for illegal texts, because CNN’s advantage lies in extracting
the most critical and rich n-grams information. Features were, therefore, less sensitive to formal text,
and instead had a more dazzling performance in the highly random MRD dataset. Comparing the
MATT-CNN+BiGRU model and the single attention mechanism AM-CNN model, we saw that the
classification accuracy of the proposed model in the three datasets was significantly higher than that of
the single attention AM-CNN. When comparing the most obvious Laptop datasets, our proposed model
had an accuracy improvement of 8.79% over AM-CNN. The results showed that, compared with the
single attention mechanism AM-CNN model, MATT-CNN+BiGRU combined with multiple attention
mechanisms made the network focus on and learn different focuses in the training process through
different attention mechanisms. The emotional information of the target keywords, as well as the
extraction of more hidden information through the interconnection of different attention mechanisms,
effectively compensated for the lack of a single attention mechanism.

Comparing the proposed MATT-CNN+BiGRU model with the CNN+BiLSTM model, we found
that the fusion model of the two significantly could improve the classification accuracy compared
to the variants of the single LSTM and CNN models. The accuracy of MATT-CNN+BiGRU in the
Laptop and MRD datasets was higher than that of the CNN+BiLSTM model. It demonstrated the
positive effect of our proposed fusion model on the CNN model to strengthen the target keywords
for sentence sentiment classification. It directly reflected the important influence of keywords on the
classification results in the field of text sentiment classification. However, we analyze two reasons why
MATT-CNN+BiGRU lost in the Restaurant dataset:

(1) The Restaurant dataset was significantly larger than the remaining two datasets in our
experiment, so the characteristics learned by the training set were limited. The internal parameters of
the model need to be improved, which is the focus of our continued research in the future.

(2) Although the BiLSTM three-door structure was cumbersome, it still had a place where BiGRU
could not be replaced perfectly in the internal structure, especially in the forgetting door and parameter
optimization methods.

Compared with IAN, MATT-CNN+BiGRU increased in accuracy by 0.97% and 1.03% in MRD
and SemEval2016, respectively, and the accuracy of the two models was not much different. The main
reason for the analysis was that IAN reinforced the interaction between aspect term and context, which
used connected attention networks, so the attention mechanism was used to model the target and
some results were achieved.

4.5.1. Comparison of Loss Functions

To verify the validity of the MATT-CNN+BiGRU model, we compared the MATT-CNN+BiGRU
with the traditional single CNN and BiLSTM in the MRD dataset and ensured that the other parameters
of the three models were the same; the learning rate was set to 0.01. The Figure 9 below shows the loss
function change graph.

Following comparison, we found that the traditional CNN model loss value was lower
than the BiLSTM and the MATT-CNN+BiGRU loss function iteration stability values, but the
MATT-CNN+BiGRU model was faster than BiLSTM. Both dropped to a very low value and the
convergence effect was good.
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4.5.2. Effect of Learning Rate on MATT-CNN+BiGRU

Figure 10 shows the effect of different learning rates on the performance of MATT-CNN+BiGRU
under the MRD dataset. Looking at the gradient descent algorithm, if the initial value of the learning
rate setting was too small, the number of iterations would increase, or fall into local minima. The optimal
solution formed an infinite loop; if the learning rate was set too large, the cost function would be
unstable and could not reach the actual minimum, making the algorithm slow. Figure 8 shows that
when the learning rate was 0.01, the accuracy of the MATT-CNN+BiGRU model reached its peak value;
when the learning rate increased again, the correct rate decreased, so 0.01 was the resultant empirical
learning rate.
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4.5.3. Analysis of the Impact of PCA on Training Time

To verify the positive impact of PCA on feature fusion vector training after dimension reduction,
we analyzed different network models to complete all experiments under the same CPU, GPU and
framework. Simultaneously, other super parameters, such as a word vector construction method, also
were consistent. Figure 11 shows the comparison of training time for different iterations of different
network models on the Laptop dataset.
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Seen from the results in Figure 11, the training time cost of the LSTM network was very high,
mainly because the LSTM network trained serial data, and was 437 and 500 s in the training times
of Restaurant and Laptop, respectively. Additionally, CNN, without any attention mechanism, was
the fastest, taking only 4 and 5 s for Restaurant and Laptop, respectively. This was in line with our
understanding of CNN’s inertia. Our proposed MATT-CNN+BiGRU changed the original cumbersome
LSTM model and had a significant improvement over LSTM on both datasets. Subsequent to adding
the PCA dimension reduction, the training times of MATT-CNN+BiGRU on the Restaurant and Laptop
datasets were reduced to 48 and 53 s, respectively. Therefore, the positive impact of PCA on the training
cost of our proposed model is verified.

4.5.4. Effect of Cumulative Contribution Rate of Eigenvalues on Classification Accuracy

To study the influence of the cumulative contribution rate of principal component eigenvalues on
the classification performance of MATT-CNN+BiGRU model, this paper analyzed the classification
accuracy of different cumulative contribution rates for the MATT-CNN+BiGRU model under an MRD
dataset. The relationship between classification accuracy and eigenvalue cumulative contribution rate
is shown in Figure 12.Future Internet 2019, 11, x FOR PEER REVIEW 22 of 27 
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Figure 12 shows the cumulative contribution rate of eigenvalues (CCRE), from 100% to 95%; the
text features extracted by the MATT-CNN model were processed by PCA, and the redundancy in
the text features was eliminated gradually. Accuracy increased when CCRE = 95%, the redundant
information in the text feature was eliminated more completely, and the classification accuracy was
also the highest; when CCRE gradually was reduced from 95%, the partially used text also was
eliminated, resulting in a decrease in classification accuracy. It follows that the dimension of the
principal component is critical to the accuracy of the classification.

4.5.5. Multi-Attention Mechanism Effectiveness Analysis

Based on the previous single attention, this paper combined the three attentional annotation
methods of part of speech, word vector, and position to form a multi-attention mechanism. To verify
the effectiveness of our proposed part-of-speech mechanism, we worked selectively in Laptop.
Two thousand samples were extracted from Restaurant for cross-examination. To control the variables,
the remaining hyperparameters were consistent with the previous experiments. The experimental
results are shown in Table 4.

Table 4. Multi-attention effectiveness analysis result.

Model Laptop Restaurant

MATT+wvatt 70.42 75.89

MATT+patt 71.37 74.46

MATT+latt 72.20 76.51

MATT+latt+DDS 73.98 77.15

MATT+allatt 75.21 79.22

Here, MATT is the abbreviation for our MATT-CNN+BiGRU model. MATT+wvatt represents
only the attention mechanism of the word vector. MATT+patt represents only the part-of-sex attention
mechanism. MATT+latt indicates that only positional attention has been added. The mechanism,
MATT+latt+DDS, represents a single positional attention mechanism after the fusion of the two-way
scanning algorithm. MATT+allatt represents the classification model that incorporates the three
attention mechanisms.

It can be seen from the results in Table 4 that the positional attention mechanism worked best in
the two datasets under the vertical comparison of the three attention mechanisms. Especially after
adding the DDS two-way scanning algorithm, the accuracy was improved slightly before the DDS was
added. The MATT, which combined the three attention mechanisms, had the highest performance in
the Laptop and Restaurant datasets, with accuracies of 75.21% and 79.22%, respectively.

4.5.6. The Influence of Word Vector Dimension

We have added part of the attention mechanism. To verify the effectiveness of our proposed
attention mechanism, 2500 and 2000 data points were extracted from the MRD dataset and the
Restaurant dataset, respectively. Among them, the part of speech vector dimension was 0, meaning
that the part-of-speech attention mechanism was not applicable. The result is shown in Figure 13.

Viewing Figure 13, after adding the part-of-sex attention mechanism, the classification effect on
the MATT-CNN+BiGRU model under both datasets was improved significantly. When we calculated
by peak, MATT, on the MRD dataset CNN+BiGRU, increased by 8.9% and increased by 9.9% in
the Restaurant dataset. This proves from one aspect that the addition of a part-of-speech attention
mechanism can make the model more fully learn the emotional information of the text and achieve
a better emotional classification effect. When the word vector was greater than 100 dimensions,
the model fluctuated in both datasets. Following analysis, the reason was that the input matrix of
the MATT-CNN+BiGRU model was the input of the attention mechanism. As the main feature of
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model training, word vector attention affected the parameter adjustment when the dimension of
the part-of-speech vector exceeded a certain threshold, which reduced the learning effect of feature
information at the content level. Additionally, as the vector dimension increased, the training cost of
the model increased accordingly. Therefore, in the above experiment, we used the empirical parameter
value 100 as the dimension of the part-of-speech attention vector.
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4.6. Case Study

To verify the attention effectiveness of our proposed MATT-CNN+BiGRU model, we visually
show the sentence polarity classification results of MATT-CNN+BiGRU under two datasets, see Table 5.

Table 5. Attention weights.
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The red box is the target keyword we marked. We visualize the focus of the attention mechanism
by the depth of the color. The darker the color, the higher the attention. We clearly can see in the
above table that, in the two clauses, the target keyword of the annotation is the same as the sentiment
orientation of the sentence. The second sentence, because the keyword selection is negative, combines
the influence of BiGRU to define the emotional tendency of the sentence as neutral, which moderates
the negative emotion of the sentence to a certain extent.

5. Conclusions and Future Work

This paper proposed a feature fusion model based on multi-attention CNN and BiGRU networks
for text classification research. The model can not only take advantage of the multi-attention CNN
for n-gram feature extraction and target keyword local feature extraction, but also combines the
BiGRU model structure with relatively simple structure and can consider the global characteristics
of the text to fully consider the contextual semantic information of the word. The multi-attention
CNN model uses three kinds of attention (word vector attention, part of speech attention, position
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attention) to extract the semantic weighting of keywords in sentences, which constitutes the first
dimension of sentiment classification. The BiGRU model, combined with the BiLSTM model structure,
is relatively simple and can take into account the global characteristics of the text to fully consider the
advantages of the contextual semantic information of the word, and constitute the second dimension
of the semantic vector, which is used to obtain the classification result of the sentence level. Then,
we use PCA to reduce the dimension of the two-dimensional fusion vector and, finally, obtain a
classification result combining two dimensions of keywords and sentences. Under the two datasets
of MRD and SemEval2016, each experiment proved that the MATT-CNN+BiGRU fusion model can
improve the accuracy and reduce the training time overhead of the model compared with the widely
used attention-aware classification model.
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