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SUPPLEMENTARY METHODS 

Alphafold2 and Mapping/ Visualization 

Domains 0, A, and B, as determined by the domain map provided by Tortorici et al [1], 

were used as input for 3D structural prediction. Structural prediction was performed with 

AlphaFold2 [2], through a publicly available version of the software implemented with ColabFold 

[3]. Each prediction was performed with default parameters. For each predicted structure, two 

metrics were output: Predicted Local Distance Difference Test (pLDDT) and Predicted Aligned 

Error (PAE).  

Residues within each structurally predicted PDB were annotated according to selection 

results from MEME [4] and FEL [5], if the site was unique compared to TGEV and CCoV2b, and 

if the site was a non-synonymous change between CCoV-HuPn-2018 and HuCCoV_Z19Haiti, 

blue, red, and yellow, respectively (Supplementary Figure S4). Observable Notebook 

(https://observablehq.com) was used to visualize the annotated PDB structures, and can be 

found here: https://observablehq.com/@jzehr.  

 

Estimation of divergence times 

Temporal signal  

The temporal signal in each GARD partition was assessed using root-to-tip regression in 

TempEst v1.5.3 [6] and tip-dating-randomization tests (TDR) [7]. First, ModelFinder [8] was 

used in IQTREE-2 [9] to identify the best fitting substitution model for each alignment using 

Bayesian Information Criterion (BIC). Each tree with the best-fitting substitution model was then 

used as input for root-to-tip regression analysis, where correlation coefficients were calculated 

using the heuristic residual mean squared function. If a strong temporal signal exists (a linear 

relationship between genetic distance and sampling time), the correlation coefficient will be 

positive. For GARD partitions with correlation coefficient greater than 0.1, temporal signal was 

confirmed using TDR. The R package TipDatingBeast [10] was used to generate ten random 
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permutations of sample dates for each GARD [11] alignment. BEAST2 [12] was then used to 

estimate the evolutionary rate for both alignments with the true sample dates and alignments for 

each randomized replicate. If the mean clock rate estimate of the alignment with real sample 

dates fell outside the 95% highest posterior density (HPD) for the randomized date set, temporal 

signal was deemed sufficient for subsequent analyses.  

 

Model selection 

For each alignment that had sufficient evidence of a temporal signal, the fit of 

combinations of two molecular clock models (strict and uncorrelated relaxed exponential [13]) 

and two demographic models (constant coalescent and Bayesian skyline plot [14]) were 

assessed using marginal likelihood estimation. For each model tested, marginal likelihood was 

calculated using PathSampling [15] within the Model-Selection package in BEAST 2 with 12 

steps, 1,000,000 MCMC steps with 25% burn-in, and an alpha of 0.3. The average marginal 

likelihood estimates from two path sampling runs were compared to other model combinations 

using Bayes Factors [16]. 

 

Discrete trait analysis  

The ancestral state of host species (cat, dog, pig, human) was inferred using discrete 

ancestral trait mapping in BEAST2 [12] for each GARD [11] alignment. Bayesian phylogenies 

were created using 100 million MCMC steps in BEAST2, sampling every 10,000 steps. Trees 

were summarized using the BEAST2 package TreeAnnotator v2.6.0, discarding 20% of trees as 

burn-in. Convergence of the MCMC chains was assessed using Tracer v1.7.1 [17] and the 

effective sample size for each estimated parameter was confirmed to be greater than 200. 

Phylogenetic trees were annotated using FigTree v1.4.4 (available from 

http://tree.bio.ed.ac.uk/software/figtree/). 
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