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Abstract: Accurate estimation of carbon and water fluxes of forest ecosystems is of particular
importance for addressing the problems originating from global environmental change, and providing
helpful information about carbon and water content for analyzing and diagnosing past and future
climate change. The main focus of the current work was to investigate the feasibility of four
comparatively new methods, including generalized regression neural network, group method of data
handling (GMDH), extreme learning machine and adaptive neuro-fuzzy inference system (ANFIS),
for elucidating the carbon and water fluxes in a forest ecosystem. A comparison was made between
these models and two widely used data-driven models, artificial neural network (ANN) and support
vector machine (SVM). All the models were evaluated based on the following statistical indices:
coefficient of determination, Nash-Sutcliffe efficiency, root mean square error and mean absolute error.
Results indicated that the data-driven models are capable of accounting for most variance in each
flux with the limited meteorological variables. The ANN model provided the best estimates for gross
primary productivity (GPP) and net ecosystem exchange (NEE), while the ANFIS model achieved
the best for ecosystem respiration (R), indicating that no single model was consistently superior to
others for the carbon flux prediction. In addition, the GMDH model consistently produced somewhat
worse results for all the carbon flux and evapotranspiration (ET) estimations. On the whole, among
the carbon and water fluxes, all the models produced similar highly satisfactory accuracy for GPP,
R and ET fluxes, and did a reasonable job of reproducing the eddy covariance NEE. Based on these
findings, it was concluded that these advanced models are promising alternatives to ANN and SVM
for estimating the terrestrial carbon and water fluxes.

Keywords: carbon fluxes; evapotranspiration; forest ecosystem; data-driven techniques; group
method of data handling; extreme learning machine; adaptive neuro-fuzzy inference system

1. Introduction

The exchanges of carbon dioxide and water vapor fluxes between the atmosphere and forest
ecosystems are dominated by a variety of abiotic and biotic factors [1,2]. At present, a large body of
available direct measurements of these fluxes as well as their related energy and environmental
variables in forest stands using the eddy covariance method are being compiled, archived and
distributed [3]. In recent two decades, these measurements have been extensively utilized by the
science community to explore the broad mechanisms controlling the dynamic variation of carbon and
water fluxes from hourly to decadal time scales [4,5]. In addition, numerous efforts have focused on
better quantifying and exploiting the magnitude and behavior involved in the interactions of carbon
and water cycles [6,7]. Although remarkable advances have been obtained in our understanding
of the nature and mechanisms leading to the ongoing evolution of carbon and water fluxes, their
responses to different types of disturbances, such as land use changes, nutrient deposition, CO2
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elevation and fires [8–11] remain uncertain. In this context, accurate estimation of carbon and water
fluxes of forest ecosystems is of particular importance for addressing the problems originated from
global environmental change, and providing helpful information about carbon and water budgets for
analyzing and diagnosing past and future climate change.

Process-based models that characterize complex biophysical and ecophysiological processes
of land-atmosphere coupling at different temporal and spatial scales are commonly employed to
quantify carbon and water budgets. According to several recent studies in relation to data-model
inter-comparison of carbon and water fluxes, the evidence is convincing that appreciable errors do
indeed exist between observed and estimated values by process-based models [12–14]. More recently,
data-model assimilation techniques have been proposed in order to reduce their predictive errors via
assimilating high resolution multi-source remote sensing observations (e.g., surface temperature and
soil moisture) into process-based models with various optimization algorithms, such as ensemble
Kalman filter, three dimensional and four dimensional variational assimilation methods. However,
these ecosystem models depend on a large number of constants and input variables, which are
comparatively difficult to be acquired due to high heterogeneity over land surface [15,16]. It is
therefore vital that much attention should be given to further enhance the estimates of carbon and
water fluxes.

Generally, when addressing the improvement of the predictability of different issues in ecological,
hydrological and environmental fields, one of the most important challenges that needs to be
considered is the specific non-linear problems in the dynamically varying systems [17,18]. In the
last decade, the use of data-driven techniques has become increasingly popular in abovementioned
fields [19–21], due to their ability to deal with nonlinearity in time series [22,23]. Among all data-driven
techniques, artificial neural network (ANN) and support vector machine (SVM) have been broadly
utilized [24–30], aiming at a better understanding the underlying mechanisms that dominate the carbon
and water fluxes, and representing the complex processes involved in the carbon and water exchanges.
These studies have concentrated primarily on exploiting the relative contributions of the driving forces
for the evolution of carbon and water fluxes [24], interpolating the missing carbon and water data
according to the flux tower measurements [25], and quantifying the nonlinear processes of carbon and
water interactions mainly at site scale [26] and regional scale using the upscaling techniques [27,28].
In addition, these data-driven techniques are increasingly used to correct the carbon and water flux
errors estimated by the process-based models [29,30].

With the recent advances in machine learning, many state-of-the-art data-driven techniques have
been presented, mainly including group method of data handling (GMDH), generalized regression
neural network (GRNN), adaptive neuro-fuzzy inference system (ANFIS) and extreme learning
machine (ELM). The ability of these methods to perform with limited climatic inputs in terms of
elucidating the complex processes of water vapor fluxes between land surface and the atmosphere,
such as reference evapotranspiration (ET) and evaporation, has been adequately demonstrated by
previous studies [31–33]. Moreover, these methods are also widely used for regression analysis in
many other fields, such as modeling of hydrological time series (e.g., stream-flow and rainfall) [34–36],
forecasting of renewable energy (e.g., solar radiation and wind power) [37,38], and modeling of
meteorological time series (e.g., air temperature and precipitation) [39,40]. In contrast, comparatively
few studies relevant to these methods have been carried out to map the actual ET and carbon fluxes,
here including gross primary production (GPP), ecosystem respiration (R) and net ecosystem exchange
(NEE), in terrestrial ecosystems based on the data measured at the flux tower sites by the eddy
covariance technique.

Despite the considerable technological efforts involved in addressing the aforementioned issues
of carbon and water flux exchanges, however, relatively little work has been conducted to compare the
ability of these traditional techniques (ANN and SVM). Moreover, with the increasing number of novel
invented methods, the need for such a comprehensive comparison of conventional with advanced
methods should to be more crucial. Namely, it can be considered as a helpful benchmark for ensuring
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the estimated accuracy of solving different issues by properly selecting an effective method from a
variety of machine learning techniques. Therefore, the comparison of these methods, including ANN,
SVM, GRNN, GMDH, ELM and ANFIS was carefully considered in this study.

Our major goal is to utilize six different data-driven techniques based on machine learning to
estimate the carbon and water fluxes with continuous six-year observation data from a flux tower site
in a forest ecosystem. The specific aims are threefold as follows: (1) to investigate the feasibility and
capability of various data-driven models, including GRNN, GMDH, ELM and ANFIS, for simulating
the daily carbon and water fluxes at the ecosystem level; (2) to demonstrate that these newly proposed
modern models can be used as desirable complements to the traditionally accepted ANN and SVM
models; and (3) to examine the modeling differences between the ET and three primary components of
carbon fluxes (GPP, R and NEE). In addition, this study focuses on examining the modeling ability of
aforementioned models only at a single flux tower site. It should be pointed out that these methods
can also be used to upscale the carbon and water fluxes from site to regional scale with remote
sensing data. However, it is beyond the scope of the present work and will be carried out in our
follow-up investigation.

2. Materials and Methods

2.1. Site Description and Data Presentation

As part of our on-going research, carbon and water flux measurements for a forest ecosystem
are being carried out at a flux tower site in Canada. This study site (53.99◦ N, 105.12◦ W) is situated
approximately 80 km east-northeast of Prince Albert National Park, Saskatchewan, Canada. This
site belongs to the representative boreal evergreen needle-leaf forest and it is predominantly covered
by black spruce regenerated after a fire in 1879. Its average canopy height was 7.2 m. It had an
average stand age of 110 years in 2004, ranging from 91 to 130 years. Based on the statistics from the
nearest long-term weather station during 1971 to 2000 [41], mean annual air temperature (Ta) and
cumulative annual precipitation were 0.4 ◦C and 467 mm, respectively. More descriptions regarding
the site history, topography, soil, and vegetation can be found in Swanson and Flanagan [42]. At this
site, continuous half-hourly carbon and water vapor fluxes have been measured by using the eddy
covariance technique. Half-hourly climate variables were also observed, mainly including Ta, soil
temperature (Ts), net radiation (Rn), relative humidity (Rh), wind speed and volumetric soil moisture
content. Further details on the characteristics of the used instruments and measurement procedure of
CO2 flux can be found in Krishnan et al. [43].

The method of gap-filling for eddy covariance-measured NEE and its partitioning into gross
primary productivity (GPP) and R was in accordance with the Fluxnet-Canada Research Network
protocol [44]. In brief, R was calculated from nighttime and cold-season NEE. The gap-filling of night
R and estimation of daytime R was based on an empirical relationship between R and Ts at a shallow
depth (2 cm). GPP was derived according to the daytime R and daytime-measured NEE. During the cold
season, GPP was set to zero. More details regarding NEE gap-filling and its separation scheme as well
as the random errors in NEE, R and GPP are given in Krishnan et al. [43]. In addition, as stated above,
both GPP and R were not measured directly by the eddy covariance technique but were calculated
from the eddy covariance-measured NEE. In the following sections, for the sake of distinguishing these
calculated GPP and R from modeled or predicted GPP and R by our proposed models, the estimated
GPP and R based on NEE are hereinafter referred to as measured or observed GPP and R.

Daily values of environmental variables during the study period are shown in Figure 1.
The available data during the period of six years (2004–2009) were divided into three parts, respectively
for training (2004–2007), validation (2008) and testing (2009). Table 1 shows the statistical parameters
of daily data in the three datasets. Based on the table, it can be seen that each segment has similar
statistical features. The climate variables correlate strongly with each flux. However, the correlation
values for GPP, R and ET are generally greater than those of values for NEE, which may lead to



Forests 2017, 8, 498 4 of 20

difficulty in accurately estimating the ET. The meteorological variables, Ta, Ts and Rn, show strong
positive correlation with GPP, R and ET, while present negative correlation with NEE.Forests 2017, 8, 498  4 of 20 

 

 
Figure 1. Daily values of environmental variables during the study period. (a) Air temperature above 
the canopy (Ta); (b) 5-cm depth soil temperature (Ts); (c) net radiation (Rn); (d) relative humidity (Rh). 

Table 1. Statistical parameters of flux tower-measured daily environmental variables including air 
temperature (Ta, °C), net radiation (Rn, mol·m−2), relative humidity (Rh, %), soil temperature (Ts, °C), 
gross primary productivity (GPP, g·C·m−2·Day−1), ecosystem respiration (R, g·C·m−2·Day−1), net 
ecosystem exchange (NEE, g·C·m−2·Day−1) and evapotranspiration (ET, mm·Day−1). 

Period Variable Xmean Xmax Xmin Xsd Xku Xsk CCGPP CCR CCNEE CCET

Training 

Ta 1.87 26.37 −35.31 12.68 2.27 −0.36 0.83 0.81 −0.56 0.79 
Rn 6.59 21.39 −4.28 6.27 2.04 0.51 0.74 0.59 −0.70 0.82 
Rh 74.05 100.00 24.56 17.24 2.52 −0.57 −0.38 −0.24 0.45 −0.43 
Ts 3.31 15.41 −9.18 5.00 2.04 0.56 0.87 0.94 −0.46 0.80 

GPP 2.16 7.94 −0.06 2.44 1.91 0.66 1.00 0.90 −0.78 0.91 
R 1.71 6.88 0.00 1.69 2.63 0.96 0.90 1.00 −0.44 0.82 

NEE −0.45 3.90 −4.12 1.16 2.96 −0.78 −0.78 −0.44 1.00 −0.71 
ET 0.81 4.05 −0.03 0.83 2.99 1.02 0.91 0.82 −0.71 1.00 

Validation 

Ta −0.49 23.47 −33.01 14.07 2.12 −0.41 0.83 0.80 −0.64 0.81 
Rn 6.71 21.90 −3.86 6.49 1.89 0.39 0.69 0.51 −0.72 0.74 
Rh 70.07 98.86 28.29 15.90 2.52 −0.47 −0.32 −0.15 0.45 −0.35 
Ts 3.12 14.12 −3.67 5.05 1.93 0.60 0.88 0.95 −0.56 0.84 

GPP 2.43 9.41 −0.15 2.82 1.87 0.67 1.00 0.91 −0.85 0.93 
R 1.79 7.28 0.04 1.78 2.82 1.01 0.91 1.00 −0.55 0.87 

NEE −0.64 3.01 −5.20 1.42 2.57 −0.77 −0.85 −0.55 1.00 −0.76 
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Rn 7.16 20.98 −2.72 5.38 2.31 0.49 0.68 0.49 −0.72 0.76 
Rh 67.80 96.54 29.62 13.88 2.70 −0.07 0.00 0.16 0.24 −0.09 
Ts 2.79 12.37 −4.15 4.87 1.84 0.63 0.88 0.94 −0.52 0.80 

GPP 2.29 8.42 −0.05 2.74 1.88 0.69 1.00 0.90 −0.81 0.93 
R 1.58 6.77 −0.26 1.84 2.54 0.96 0.90 1.00 −0.48 0.83 

NEE −0.71 3.02 −4.43 1.33 2.99 −0.86 −0.81 −0.48 1.00 −0.78 
ET 0.86 3.79 −0.04 0.91 2.59 0.92 0.93 0.83 −0.78 1.00 

Note: Xmean, Xmax, Xmin, Xsd, Xku and Xsk refer to the mean, maximum, minimum, standard deviation, 
kurtosis and skewness of each variable, respectively; CCGPP, CCR, CCNEE and CCET refer to the 
correlation coefficient between each variable and GPP, R, NEE and ET, respectively. 

Figure 1. Daily values of environmental variables during the study period. (a) Air temperature above
the canopy (Ta); (b) 5-cm depth soil temperature (Ts); (c) net radiation (Rn); (d) relative humidity (Rh).

Table 1. Statistical parameters of flux tower-measured daily environmental variables including
air temperature (Ta, ◦C), net radiation (Rn, mol·m−2), relative humidity (Rh, %), soil temperature
(Ts, ◦C), gross primary productivity (GPP, g·C·m−2·Day−1), ecosystem respiration (R, g·C·m−2·Day−1),
net ecosystem exchange (NEE, g·C·m−2·Day−1) and evapotranspiration (ET, mm·Day−1).

Period Variable Xmean Xmax Xmin Xsd Xku Xsk CCGPP CCR CCNEE CCET

Training

Ta 1.87 26.37 −35.31 12.68 2.27 −0.36 0.83 0.81 −0.56 0.79
Rn 6.59 21.39 −4.28 6.27 2.04 0.51 0.74 0.59 −0.70 0.82
Rh 74.05 100.00 24.56 17.24 2.52 −0.57 −0.38 −0.24 0.45 −0.43
Ts 3.31 15.41 −9.18 5.00 2.04 0.56 0.87 0.94 −0.46 0.80

GPP 2.16 7.94 −0.06 2.44 1.91 0.66 1.00 0.90 −0.78 0.91
R 1.71 6.88 0.00 1.69 2.63 0.96 0.90 1.00 −0.44 0.82

NEE −0.45 3.90 −4.12 1.16 2.96 −0.78 −0.78 −0.44 1.00 −0.71
ET 0.81 4.05 −0.03 0.83 2.99 1.02 0.91 0.82 −0.71 1.00

Validation

Ta −0.49 23.47 −33.01 14.07 2.12 −0.41 0.83 0.80 −0.64 0.81
Rn 6.71 21.90 −3.86 6.49 1.89 0.39 0.69 0.51 −0.72 0.74
Rh 70.07 98.86 28.29 15.90 2.52 −0.47 −0.32 −0.15 0.45 −0.35
Ts 3.12 14.12 −3.67 5.05 1.93 0.60 0.88 0.95 −0.56 0.84

GPP 2.43 9.41 −0.15 2.82 1.87 0.67 1.00 0.91 −0.85 0.93
R 1.79 7.28 0.04 1.78 2.82 1.01 0.91 1.00 −0.55 0.87

NEE −0.64 3.01 −5.20 1.42 2.57 −0.77 −0.85 −0.55 1.00 −0.76
ET 0.91 4.01 −0.01 0.95 2.93 0.97 0.93 0.87 −0.76 1.00

Testing

Ta −0.97 22.81 −29.72 13.73 1.70 −0.08 0.87 0.84 −0.64 0.84
Rn 7.16 20.98 −2.72 5.38 2.31 0.49 0.68 0.49 −0.72 0.76
Rh 67.80 96.54 29.62 13.88 2.70 −0.07 0.00 0.16 0.24 −0.09
Ts 2.79 12.37 −4.15 4.87 1.84 0.63 0.88 0.94 −0.52 0.80

GPP 2.29 8.42 −0.05 2.74 1.88 0.69 1.00 0.90 −0.81 0.93
R 1.58 6.77 −0.26 1.84 2.54 0.96 0.90 1.00 −0.48 0.83

NEE −0.71 3.02 −4.43 1.33 2.99 −0.86 −0.81 −0.48 1.00 −0.78
ET 0.86 3.79 −0.04 0.91 2.59 0.92 0.93 0.83 −0.78 1.00

Note: Xmean, Xmax, Xmin, Xsd, Xku and Xsk refer to the mean, maximum, minimum, standard deviation, kurtosis and
skewness of each variable, respectively; CCGPP, CCR, CCNEE and CCET refer to the correlation coefficient between
each variable and GPP, R, NEE and ET, respectively.
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2.2. Data-Driven Techniques

2.2.1. Artificial Neural Network

ANN models with the similar functions and structures to the human nervous system have great
parallel computational capability in dealing with the complex nonlinear processes in different natural
systems [45]. ANN method is widely recognized as an important supervised technique for addressing
various issues, such as regression, classification and pattern recognition, in a wide range of fields.
A feed-forward ANN with a single hidden layer was carefully examined in the present work, due to
its adequate functional approximation ability in the practical applications [31,46,47]. In addition, the
widely applied back-propagation algorithm was also used with the intention of obtaining the optimum
model parameters (weights and thresholds) through a large amount of iterative processes. During
the back-propagation learning procedure for a specific network, its related topology structures, key
inner parameters and algorithms were ultimately determined by the trial and error method in order to
efficiently achieve a desired error range. The network error can be calculated using the mean squared
error (MSE):

MSE =
1
N

N

∑
i=1

(oi − ti)
2 (1)

where N is the number of the examples; oi is the network output and ti is the target.

2.2.2. Support Vector Machine

The SVM method is a popular computational intelligence technique and has been employed
in many research fields [48–50]. The versatile functions and powerful generalization ability of
SVM technique in dealing with complex nonlinear problems are mainly attributed to the theoretical
foundation based on both the statistical learning theory and structural risk minimization principle.
Its fundamental principle described in detail can be found in Cortes and Vapnik [51]. The kernel
function is used to calculate the inner product through mapping the inputs into high-dimensional
feature spaces and it is universally accepted as an innovative and crucial trick for the SVM method.
To effectively capture useful information from training data, the choice of proper kernel function is
particularly important. The radial basis function (RBF) is a simple, efficient, reliable and extensively
adopted kernel and its role in the generalization ability of SVM method has been proven by previous
studies [49,52]. Therefore, in the present study, RBF algorithm was used for the developed SVM models
to approximate the nonlinear processes of the input-output space. In addition, to obtain an optimal
SVM model, its related parameters including regularization factor, insensitive error band width and
kernel width should be taken into account. In this research, the values of both regularization factor
and kernel width were determined through the grid search approach [53]. The value of insensitive
error band width was set to 0.01 by default.

2.2.3. Adaptive Neuro-Fuzzy Inference System

ANFIS approach, viewed as a hybrid data-driven technique, was proposed by Jang [54] on
the basis of the abovementioned ANN and fuzzy inference system (FIS). Specifically, the powerful
capability of self-learning of supervised neural network is systematically integrated with the
unsupervised fuzzy system. The sophisticated ANFIS technique is capable of qualitatively and
quantitatively characterizing the nonlinear processes of carbon and water interactions as shown later
in this study. Accordingly, ANFIS is a computationally more efficient model and also can generate
more robust results than conventional data-driven models (e.g., ANN). Given a training data set,
a primary task is to appropriately choose an FIS. At present, Takagi and Sugeno [55] and Mamdani [56]
are two major methods for building FISs. The former is considered to be more computationally
efficient and compact, due to its superiority over the latter regarding the calculation of consequent
parts. Consequently, Takagi and Sugeno-based ANFIS models were developed by the present research.
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Optimizing the parameters in the initial ANFIS is another important task, which can be performed by
the hybrid learning algorithm using two alternating passes. More specifically, the least-squares method
is conducted with the objective of identifying the consequent parameters related to the outputs of
the system in the forward pass, whereas the gradient descent algorithm is used in the backward pass
for optimizing the premise parameters involved in the membership functions. In addition, especially
noteworthy is the fact that the efficiency and potential of ANFIS is dependent on the methods of
generating FIS. Although the grid partitioning method has been broadly adopted, the usage of this
approach is appreciably hindered due to the curse of dimensionality. Therefore, the fuzzy c-means
clustering (FCM) algorithm was employed in this investigation. Further information about FCM
algorithm may be found in Dariane and Azimi [35].

2.2.4. Generalized Regression Neural Network

GRNN firstly proposed by Specht [57] is considered as a new extension to the feed-forward radial
basis function neural network. It can be used to deal with the regression tasks and thus has been widely
utilized as an attractive alternative to other data-driven techniques. Compared with the traditional
ANN method, the GRNN has several distinct advantages, mainly including: (1) the simplicity of the
network architecture that strongly relies upon the number of the used variables as well as the sample
size of a given training dataset, and does not require to be amended during the learning; (2) the fast
learning speed in that the GRNN does not need to be trained by using an iterative process which
must be implemented through the back-propagation algorithm for ANN with an enormous amount of
computation; and (3) the solution of the local minimum problem based on the radial basis function in
the pattern layer. In addition to these advantages, another especially noteworthy strength of the GRNN
is that it does not require intensive efforts to determine its intrinsic functions or parameters, except
for the smoothing factor that appreciably impacts the model generalization ability. To date, there has
been no universally accepted approach for obtaining the best smoothing factor for the purpose of
ensuring the modeling precision of the GRNN model. In the current research, an iterative procedure
with fourfold cross validation was adopted to determine the optimal smoothing factor which was set
in the range of 0.01 to 1 based on our experience and the findings from other studies in the applications
of the GRNN [58,59].

2.2.5. Extreme Learning Machine

ELM is a relatively new data-driven technique and has received great attention within the
last few years. Unlike conventional computational intelligence methods, ELM was innovatively
designed by Huang et al. [60] with a single-hidden-layer feed-forward network structure. More
importantly, the hidden nodes are independent of the training dataset and their related parameters
do not need to be updated during the model training procedure. Nevertheless, the ELM method
has been used successfully to deal with regression and classification problems [61]. In addition,
another noteworthy point is that the ELM method is able to handle the nonlinear problems in a
comparatively shorter time compared with other data-driven methods and thus is recommended for
addressing the emergent issues that should be urgently solved, such as real-time flood forecasting
and drought dynamic monitoring and prediction [62,63]. In the present study, for all the developed
ELM models, the widely used sigmoid activation function was adopted for the hidden layer, while the
linear function was undertaken for the output layer. The detailed principle of ELM method can be
found in Huang et al. [60].

2.2.6. Group Method of Data Handling

GMDH method proposed by Ivakhnenko [64] is an extremely high-order polynomial neural
network. The network topology of this inductive learning approach can be flexibly developed through
the heuristic self-organization algorithm. Specifically, given a training dataset, the best network
architecture of a GMDH model is obtained automatically, while for a traditional backpropagation-based
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ANN model, it must be determined commonly according to previous experience and a time-consuming
trial and error method. Additionally, the possible impact induced by the existing outliers of the training
samples does not need to be taken into account for the GMDH method, and the redundancy problem
involved in input variables is solved by a sequential learning algorithm. In a GMDH network, all the
hidden nodes which act as activation functions are respectively connected by two inputs and a
single output, and each node can be represented by a second-rate two-variable polynomial regression
equation with five weights and one bias. After achieving an optimal complex network, a high-order
iterative polynomial series related to all the nodes used in the network can be generated. The unknown
weighting coefficients of this series are solved by the ordinary least square regression method. The
fundamental principle of GMDH algorithm in more detail can be found in Müller et al. [65].

2.3. Model Development and Software Availability

Six different data-driven modeling techniques were developed and compared for the present
investigation. In order to achieve an accurate and reasonable comparison of different fluxes estimates,
all the carbon and water fluxes were modeled and predicted with the same input variables (Ta, Ts,
Rn, Rh), according to the strong correlations between environmental variables and each flux as shown
in Table 1. Before the training of each applied model, these input variables and the corresponding
output variable were normalized to a range between 0 and 1.

In this study, the LIBSVM package written by Chang and Lin [53] was used to develop the SVM
model, which is one of the most popular packages. It can be downloaded from https://www.csie.
ntu.edu.tw/~cjlin/libsvm/. The ELM model was developed based on the software package written
by Huang et al. [60], which can be downloaded from http://www.ntu.edu.sg/home/egbhuang/.
In developing other models, MATLAB software (version 8.2, The MathWorks, Inc., Natick, MA, USA)
and its toolboxes, including Neural Network Toolbox 8.1 and Fuzzy Logic Toolbox 2.2.18, were utilized.

2.4. Model Evaluation

The performance of developed data-driven models was evaluated on the basis of several statistical
indices, including the coefficient of determination (R2), Nash-Sutcliffe efficiency (NSE), root mean
square error (RMSE) and mean absolute error (MAE). The expressions of the abovementioned statistical
indices are described as below:

R2 =


N
∑

i=1
(Yo,i −Yo)(Ym,i −Ym)√

N
∑

i=1
(Yo,i −Yo)

2 N
∑

i=1
(Ym,i −Ym)

2


2

(2)

NSE = 1−

N
∑

i=1
(Yo,i −Ym,i)

2

N
∑

i=1
(Yo,i −Yo)

2
(3)

RMSE =

√√√√ 1
N

N

∑
i=1

(Yo,i −Ym,i)
2 (4)

MAE =
1
N

N

∑
i=1
|Yo,i −Ym,i| (5)

where Yo and Ym denote the observed and modeled values, respectively; Yo and Ym are the means of
observed and modeled values, respectively; and N is the number of observed values.

https://www.csie.ntu.edu.tw/~cjlin/libsvm/
https://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://www.ntu.edu.sg/home/egbhuang/
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3. Results

3.1. GPP Modeling Using the Machine Learning Methods

The performance indices, including R2, NSE, RMSE and MAE, are used in order to evaluate the
efficiency of applied models in predicting the daily GPP, R, NEE and ET. R2 and NSE with larger
values and RMSE and MAE with smaller values indicate higher model efficiency. The estimated results
in predicting the daily GPP by the six data-driven methods (ANN, GRNN, ELM, ANFIS, SVM and
GMDH) for the training, validation and testing periods are summarized in Table 2. It is shown in the
table that the ANN model performs superior to the other models in the estimation of daily GPP in the
testing period, with the highest values of R2 and NSE and the lowest values of RMSE and MAE. The
SVM model performs slightly inferior to the ANN model and gives the second-best efficiency among
all the models. However, the GMDH model yields the worst precision with respect to NSE, RMSE and
MAE metrics.

Table 2. Comparisons of data-driven models for gross primary productivity (GPP, g·C·m−2·Day−1) for
the training, validation and testing periods.

Model
Training Validation Testing

R2 NSE RMSE MAE R2 NSE RMSE MAE R2 NSE RMSE MAE

ANN 0.9491 0.9491 0.5500 0.3633 0.9565 0.9248 0.7722 0.5063 0.9622 0.9427 0.6548 0.4220
GRNN 0.9705 0.9703 0.4199 0.2461 0.9507 0.9186 0.8034 0.4880 0.9443 0.9254 0.7473 0.4364
ELM 0.9119 0.9119 0.7234 0.5254 0.9289 0.8897 0.9350 0.6667 0.9312 0.9098 0.8218 0.5800

ANFIS 0.9460 0.9460 0.5661 0.3588 0.9521 0.9224 0.7845 0.4878 0.9570 0.9341 0.7024 0.4394
SVM 0.9553 0.9552 0.5156 0.3091 0.9556 0.9242 0.7750 0.4936 0.9574 0.9361 0.6915 0.4290

GMDH 0.9041 0.9040 0.7549 0.5962 0.9157 0.8809 0.9715 0.7308 0.9323 0.8894 0.9100 0.6691

According to the aforementioned four evaluation indices, the overall performance rankings of
the applied models for carbon and water fluxes for the testing period are given in Table 3. It can be
seen from the table that the model performance rankings for GPP prediction can be ranked as follows:
ANN, SVM, ANFIS, GRNN, ELM and GMDH.

Table 3. Model performance rankings of the data-driven models for carbon and water fluxes for the
testing period.

Model GPP R NEE ET

ANN 1 4 1 4
GRNN 4 5 3 5
ELM 5 3 5 3

ANFIS 3 1 4 2
SVM 2 2 2 1

GMDH 6 6 6 6

Note: Model performance rankings were determined according to the R2, NSE, RMSE and MAE indices. For example,
for GPP, the ANN performs the best (No. 1), while the GMDH gives the worst accuracy (No. 6).

The comparisons of daily GPP between measured and predicted using the data-driven models
over the testing period in the form of scatter plot are illustrated in Figure 2. As shown in Figure 2,
the fit lines of ANN and SVM models (slope = 0.86) are closer to the ideal fit lines (1:1 lines), whereas
for the GMDH model, the fit line (slope = 0.76) is more inconsistent with the ideal fit line than those
for the other models. Furthermore, the estimates from both the ELM and GMDH models fail to match
the corresponding observed values around their minimum values.

Although obvious performance differences for GPP prediction exist among the applied models
(Table 2), these models provide similar scattered estimates as a whole (Figure 2). Accordingly, we
describe only the seasonal and annual variation in carbon and water fluxes estimated by the ANN
model. Figure 3 compares the measured and predicted values for daily GPP, R, NEE and ET using the
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ANN model among the training, validation and testing periods. The over- and under-estimation of the
ANN model are clearly demonstrated in the figure. As shown from Figure 3a, the simulated values of
daily GPP consistently follow the measured ones, while the under-estimation of the ANN model is
clearly seen in the peaks, especially during the validation and testing periods.
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Furthermore, the comparisons of annual total carbon and water fluxes measured by eddy
covariance technique and predicted by different data-driven models in the whole period are shown in
Figure 4. As shown in Figure 4a, there is a slight difference among the applied models, which are able
to reproduce most of the observed annual GPP. However, in the prediction period (2009), annual total
GPP measured by the eddy covariance technique is under-estimated by 10% to 14%.
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3.2. R Modeling Using the Machine Learning Methods

The estimated accuracies in the prediction of the daily R by the data-driven methods used in this
study are shown in Table 4. Similar to the GPP forecasting, the GMDH model in estimating the daily
R also gives the lowest model efficiency in the testing period, while the ANFIS model provides the
best performance based on the R2, NSE, RMSE and MAE metrics. In addition, the overall performance
ranks of the data-driven models used in the present study in the testing period can be concluded as
follows: ANFIS, SVM, ELM, ANN, GRNN and GMDH (Table 3).

Table 4. Comparisons of data-driven models for ecosystem respiration (R, g·C·m−2·Day−1) for the
training, validation and testing periods.

Model
Training Validation Testing

R2 NSE RMSE MAE R2 NSE RMSE MAE R2 NSE RMSE MAE

ANN 0.9373 0.9366 0.4250 0.2656 0.9421 0.9210 0.5000 0.3209 0.9489 0.9303 0.4848 0.3377
GRNN 0.9637 0.9636 0.3223 0.1895 0.9360 0.9128 0.5254 0.3416 0.9413 0.9293 0.4880 0.3423
ELM 0.9297 0.9297 0.4477 0.2874 0.9411 0.9280 0.4775 0.3061 0.9422 0.9310 0.4821 0.3289

ANFIS 0.9391 0.9391 0.4167 0.2619 0.9418 0.9241 0.4902 0.3084 0.9498 0.9393 0.4522 0.3199
SVM 0.9414 0.9413 0.4089 0.2334 0.9425 0.9257 0.4850 0.3102 0.9471 0.9347 0.4692 0.3385

GMDH 0.9277 0.9277 0.4541 0.2958 0.9348 0.9203 0.5023 0.3343 0.9307 0.9099 0.5511 0.3969



Forests 2017, 8, 498 11 of 20

As shown in Figure 5, the regression fit line between observed and ANFIS predicted for daily
R in the testing period (slope = 0.85) is closer to the exact fit line (1:1 line). However, the fit line of
the GMDH model (slope = 0.79) tends to deviate from the ideal fit line more than those for the other
models. Moreover, as illustrated in Figure 3b, the observed values of daily R well match the predicted
ones using the ANN model during the whole period, whereas the peaks during the validation and
testing periods are again significantly underestimated. In addition, according to the annual estimates
by the applied models, the total R in 2009 is under-estimated by 4% to 6% (Figure 4b).
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3.3. NEE Modeling Using the Machine Learning Methods

Table 5 shows the predicted accuracies of daily NEE by the data-driven models employed in
the present study. As clearly seen from the table, the ANN and GMDH models provide the best
and worst model efficiency in estimating the NEE, respectively, which are similar to previous GPP
predictions. In addition, according to R2, NSE, RMSE and MAE criteria in the testing period, the
overall performance ranks of the models are summarized as follows: ANN, SVM, GRNN, ANFIS,
ELM and GMDH (Table 3).

As shown in Figure 6, similar to the aforementioned GPP and R estimation, the fit line of the
GMDH model (slope = 0.50) also deviates from the ideal fit line more than those for the other models.
However, the fit lines of ANN, ANFIS and SVM for daily NEE forecasting in the testing period more
closely match the ideal fit line (1:1 lines). Additionally, it is clearly seen from Figure 3c that most of
the modeled values of daily NEE closely follow the corresponding observed ones among the three
periods, while the peaks are underestimated, mainly in the validation and testing periods. Furthermore,
according to the annual estimates by the applied models, the total NEE in 2009 is under-estimated by
21% to 33%, except for the estimates from the GRNN model (Figure 4c).
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Table 5. Comparisons of data-driven models for net ecosystem exchange (NEE, g·C·m−2·Day−1) for
the training, validation and testing periods.

Model
Training Validation Testing

R2 NSE RMSE MAE R2 NSE RMSE MAE R2 NSE RMSE MAE

ANN 0.7962 0.7961 0.5238 0.3552 0.8482 0.7946 0.6429 0.4370 0.8352 0.7784 0.6270 0.4399
GRNN 0.8819 0.8399 0.4641 0.3668 0.8037 0.7492 0.7103 0.5436 0.8053 0.7665 0.6436 0.4484
ELM 0.6754 0.6754 0.6610 0.4944 0.7611 0.6937 0.7850 0.5716 0.7216 0.6700 0.7651 0.5640

ANFIS 0.7745 0.7745 0.5509 0.3724 0.8302 0.7904 0.6494 0.4321 0.7891 0.7322 0.6893 0.4922
SVM 0.8130 0.8128 0.5019 0.3139 0.8406 0.7990 0.6358 0.4313 0.8175 0.7673 0.6426 0.4746

GMDH 0.6191 0.6187 0.7164 0.5445 0.6701 0.6145 0.8806 0.6726 0.6692 0.6043 0.8379 0.5712
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3.4. ET Modeling Using the Machine Learning Methods

Table 6 summarizes the modeled accuracies of daily ET estimated by the data-driven models.
The GMDH model yields the worst performance in estimating daily ET, which is consistent with the
previous forecasting of carbon fluxes. However, the other models perform better than the GMDH
model and they have similar model efficiency with respect to R2, NSE, RMSE and MAE statistics.

It is clear from Figure 7 that the fit line of the GMDH model in the prediction of daily ET tends to
deviate from the ideal fit line, while the fit lines of other models are consistently closer to the ideal fit
line. As shown in Figure 3d, the simulated values of daily ET estimated by the ANN, ANFIS and SVM
models well match the corresponding measured values for the training, validation and testing periods.
However, the appreciable underestimations of the peaks from the ANN, ANFIS and SVM models,
mainly in the validation and testing periods, are clearly seen. Moreover, according to the annual
estimates by the applied models, the total ET in 2009 is under-estimated by 10% to 14% (Figure 4d).
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Table 6. Comparisons of data-driven models for evapotranspiration (ET, mm·Day−1) for the training,
validation and testing periods.

Model
Training Validation Testing

R2 NSE RMSE MAE R2 NSE RMSE MAE R2 NSE RMSE MAE

ANN 0.9172 0.9171 0.2387 0.1659 0.9206 0.8743 0.3378 0.2160 0.9105 0.8759 0.3210 0.2169
GRNN 0.9188 0.9180 0.2375 0.1667 0.9139 0.8746 0.3374 0.2171 0.9065 0.8739 0.3236 0.2193
ELM 0.9095 0.9095 0.2495 0.1768 0.9186 0.8761 0.3353 0.2233 0.9100 0.8780 0.3183 0.2114

ANFIS 0.9152 0.9152 0.2416 0.1671 0.9163 0.8768 0.3344 0.2106 0.9109 0.8817 0.3134 0.2129
SVM 0.9259 0.9254 0.2265 0.1480 0.9171 0.8766 0.3347 0.2081 0.9120 0.8775 0.3190 0.2129

GMDH 0.8920 0.8920 0.2726 0.1950 0.9032 0.8617 0.3543 0.2379 0.8950 0.8480 0.3553 0.2551
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4. Discussion

The present study, for the first time to our best knowledge, investigated the adaptability and
validity of a variety of machine learning techniques, including GRNN, ELM, ANFIS and GMDH,
for modeling and predicting the terrestrial carbon and water fluxes for a forest ecosystem based on the
data measured with the eddy covariance technique. In addition, to assess the generalization ability of
all the approaches in our research, two conventional data-driven modeling techniques, namely ANN
and SVM, were also employed as benchmarks. Furthermore, several performance indices involving
R2, NSE, RMSE and MAE were adopted for the model evaluation in order to adequately manifest the
efficiency of the applied models. In the following subsections, we concentrate mainly on discussing
the predictive capability of various data-driven models and the discrepancy of different carbon and
water fluxes in modeling ability, and providing the limitations of the current study and its potential
improvements for future research.



Forests 2017, 8, 498 14 of 20

Our predictive results in the testing periods from Table 2 and Tables 4–6, demonstrated that a large
amount of diurnal variance in each carbon and water flux was accounted for by our used models, with
average 95%, 94%, 77% and 91% for GPP, R, NEE and ET, respectively. Therefore, these machine learning
techniques have adequate capability to describe the complex interactions between the carbon and water
fluxes and environmental factors. Moreover, previous studies have also proved the effectiveness of
data-driven models, primarily including ANN and SVM methods, for the terrestrial carbon and water
flux prediction at ecosystem level [66–69]. In recent years, another important data-driven technique,
namely regression tree method, has been successfully utilized to estimate the carbon fluxes [28,70]. Beer
et al. [28] used model tree ensemble and ANN models to estimate the spatial distributions of global GPP,
and found that these two models obtained similar estimates, which are comparable to those of both
process-based and atmospheric inversion models. Xiao et al. [70] utilized regression tree algorithm to
exclusively upscale NEE from flux tower to the continental scale with remotely sensed and AmeriFlux
data. They found that the 8-day observed NEE can be reproduced reasonably well by this model at
the site level (R2 = 0.73). Additionally, it is interesting to note that, based on the site investigated in
this study, Fu et al. [71] used the regression tree model to predict the NEE using two different types of
remote sensing data and obtained satisfactory results with R2 = 0.70 for Landsat data and R2 = 0.68 for
MODIS data during 2005–2006. By comparing with these results, on the whole, our proposed models
achieved higher accuracy with the average value of R2 =0.77 in 2009. In conclusion, our presently
proposed models and aforementioned regression tree method have great potential for estimating carbon
fluxes, and can be considered as alternative tools to scale up eddy covariance-measured carbon flux
data to regional or global scale across different vegetation types.

Furthermore, the seasonal and inter-annual variability in each flux caused by the environmental
forcing variables can be satisfactorily captured (Figures 3 and 4). It is noteworthy to point out
that appreciable underestimations of the peaks during the growing season and annual total carbon
and water fluxes by most of the used models occurred both in the validation and testing periods.
In addition, although all the applied models can adequately reproduce each flux for the entire
year (2009), substantial differences existed among different seasons, which is consistent with the
finding reported by Xiao et al. [70]. In general, our used models provided the worst estimates in
winter (December, January and February), while produced satisfactory estimates in both summer
and fall seasons. For example, according to our estimates, for GPP, a mean value of R2 = 0.15,
RMSE = 0.13 g·C·m−2·Day−1, and MAE = 0.11 g·C·m−2·Day−1 was obtained by the six models in
winter, compared with 0.95, 0.51 g·C·m−2·Day−1, and 0.32 g·C·m−2·Day−1 in fall. The reasons for
these discrepancies may be due to the errors induced by the eddy covariance-measured NEE [72], the
partitioning approach of NEE into GPP and R [73,74], and the gap-filling methods for missing flux
data [69]. Moreover, the annual average values of Ta, Ts and Rh in both 2008 and 2009 were lower
compared with the 4-year means during 2004–2007. For example, in 2009, the annual average values of
Ta and Ts were lower by 2.84 and 0.52 ◦C, respectively, while the annual average value of Rn was higher
by 0.57 mol·m−2. These non-stationary features in environmental variables may lead to a potential
impediment in reproducing the carbon and water fluxes.

According to the modeling performance of various carbon fluxes among all the examined
approaches in this work, the ANN model provided the optimal estimates for GPP and NEE, while the
ANFIS model achieved the best for R, indicating that no single model consistently outperforms others
for all the carbon flux estimation. For this reason, it is extremely essential to compare the estimates
using a variety of data-driven modeling methods to forecast the carbon fluxes. In contrast, for all the
carbon fluxes and ET prediction, the GMDH model consistently produced the worst modeling results.
This may be caused in part by its inherent limitations such as selection of input arguments, reduction
of complexity, multi-collinearity and over-fitting [75,76].

Taken as a whole, according to the estimates using our proposed techniques, it was found that
the performance differences among all the models were comparatively slight for GPP, R and ET
fluxes, while considerable differences were found for NEE. Specifically, in the prediction of NEE,
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the ANN model achieved the optimal estimate with the approximate value of R2 = 0.84, NSE = 0.78,
RMSE = 0.63 g·C·m−2·Day−1 and MAE = 0.44 g·C·m−2·Day−1, whereas GMDH model performed
the worst with the approximate value of R2 = 0.67, NSE = 0.60, RMSE = 0.84 g·C·m−2·Day−1 and
MAE = 0.57 g·C·m−2·Day−1. Moreover, it is noteworthy that evaluating the difference in predicting
the carbon fluxes at different time scales (e.g., daily, monthly and annual) should take into account
the influences of random errors in half-hourly flux observations. Richardson et al. [72] demonstrated
that a total random error in NEE induced by both the eddy covariance measurements and gap filling
is roughly 25 g·C·m−2·year−1. In addition to random error, systematic errors can also add to the
uncertainty of carbon flux estimates. Therefore, when ranking the performance of our proposed
methods for NEE prediction, it seems difficult to find the sources of error in the estimates from these
models. Furthermore, in comparison to other fluxes, the diurnal and seasonal variations of NEE in
amplitude and phase are strongly affected by the complex interplay between photosynthesis and
respiration. On the other hand, through comparing the estimates among the fluxes, the worst results
occurred for NEE estimates. A potential explanation for the lower performance in NEE prediction
could be attributed to the omission of some important variables such as soil properties and biomass
pools for the establishment of our used models. Hence, it is essential to select effective driving
variables as model inputs for the further improvement in the predictive ability of data-driven models,
especially for NEE, in the future work. In view of the estimates of ET, all the models achieved almost
consistent, high modeling accuracy, suggesting that machine learning techniques can be expected as
powerful tools to simulate and predict ET. What’s more, it should be acknowledged that in recent years,
these modeling techniques have been triumphantly applied in numerous branches in hydrology for
nonlinear time series analysis, such as reference ET [77,78] and evaporation prediction [33], rainfall [79]
and runoff forecasting [80,81].

Our applied models were trained via many attempts in order to determine the optimized internal
structure, functions and parameters. And afterwards their corresponding best predictions were derived
based on the cross-validation strategy, taking into account the common drawback of over-fitting.
Despite all this, the uncertainty issue in estimated results remains a great challenge for further research.
To a certain extent, the predictive error caused by such uncertainty could potentially undermine the
credibility of the models, and may lead to some problems in the applications of interpolation and
extrapolation. Unfortunately, the uncertainty issues existing in the output results are ignored by most
studies of machine learning modeling techniques in practical applications. Therefore, to overcome
the negative impacts brought by the uncertainty in time series prediction, the uncertainty issues of
data-driven models, involving a range of sources such as input data, internal parameters as well as
geometry, have been recently addressed by a number of studies [82]. Reasonable uncertainty evaluation
is needed to quantify the beneficial information related to confidence bounds and provide more
rigorous and credible estimates for policy makers. Specifically, for addressing the uncertainty problem
in time series prediction, a suite of algorithms, such as Markov chain Monte Carlo (MCMC) [83] and
Bayesian model averaging (BMA) [84], have been integrated into either a single data-driven model
or a set of ensemble models. For example, Zhang et al. [85] utilized the MCMC algorithm to train
the Bayesian neural networks for estimating different uncertainty sources, and effectively quantified
the uncertainty of stream-flow simulation. Chitsazan et al. [86] used a hierarchical BMA approach to
estimate the uncertainty of fluoride concentration prediction based on the uncertain sources from the
ANN model, and found that the most prediction variance was generated by the uncertain inputs and
internal parameters of the ANN model. Consequently, to obtain more beneficial and reliable carbon
and water flux prediction in the present work, examining these uncertainty algorithms combined with
our applied models is essential for the follow-up study.

5. Conclusions

With the advance of machine learning techniques, many modern data-driven approaches have
been developed during the past few decades, which leads to the present predicament of what modeling
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technique should be chosen in a practical application, predominantly due to the lack of comprehensive
benchmark studies. In order to conquer this predicament, a comparative research plays an essential role
in obtaining a full-scale overview of different data-driven methods, specifically aiming at gaining deep
insights into their strengths and limitations and drawing some helpful conclusions with regard to their
predictability and robustness. In this context, the main basis of the current work was to investigate the
suitability of our newly proposed models, including GRNN, GMDH, ELM and ANFIS, in mapping
the non-linear relationships that dominate the exchanges of the forest carbon and water fluxes at a flux
tower site. In addition, these models were compared and evaluated for the first time with the classical
ANN and SVM models in terms of several performance indices (R2, NSE, RMSE and MAE).

It was found the ANN model provided the best estimates for GPP and NEE, whereas the ANFIS
model achieved the best for R, indicating that no single model was consistently superior to others for
the carbon flux prediction. Therefore, the use of a variety of methods is of particular importance for
obtaining adequately accurate estimates for the carbon fluxes. In contrast, for all the carbon fluxes
and ET estimation, the GMDH model consistently produced somewhat worse results, and accordingly
may be not recommended for the present applications. Moreover, there were considerable differences
among all the carbon and water fluxes. When taken as a whole, all the models generated the similar
satisfactory predictive accuracy for GPP, R and ET fluxes, and did a reasonable job of reproducing the
eddy covariance NEE.

The present investigation has manifested the feasibility and validity of several novel data-driven
techniques for forecasting the carbon and water fluxes measured by the eddy covariance technique.
These models can be used as attractive complements to traditional ANN and SVM models, except for
GMDH, which may be due to involvement of large numbers of high-dimensional matrix calculations.
In addition, these modern techniques provide many new alternative approaches for data collectors
and processers to interpolate the missing data during the long-term eddy covariance measurements,
which is of importance for guaranteeing the estimated accuracy in the further studies, when using
these related measurements for the parameterization of process-based models and the validation of
their estimates for forecasting carbon and water fluxes, and the assessment of published carbon and
flux products from remote sensing techniques. More importantly, it is expected that these powerful
methods offer novel perspective for up-scaling the carbon and water fluxes from ecosystem to regional
or global scale with remote sensing data, as our follow-up investigation, which is particularly essential
for the scientific community to intentionally ascertain the carbon and water budgets and further
provide helpful information for policy makers responding to present and future climate change.
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