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Abstract: Forest attributes such as tree heights, diameter distribution, volumes, and biomass can
be modeled utilizing the relationship between remotely sensed metrics as predictor variables,
and measurements of forest attributes on the ground. The quality of the models relies on the actual
relationship between the forest attributes and the remotely sensed metrics. The processing of airborne
laser scanning (ALS) point clouds acquired under heterogeneous terrain conditions introduces a
distortion of the three-dimensional shape and structure of the ALS data for tree crowns and thus errors
in the derived metrics. In the present study, Procrustean transformation and histogram matching
were proposed as a means of countering the distortion of the ALS data. The transformations were
tested on a dataset consisting of 192 field plots of 250 m2 in size located on a gradient from gentle to
steep terrain slopes in western Norway. Regression models with predictor variables derived from
(1) Procrustean transformed- and (2) histogram matched point clouds were compared to models with
variables derived from untransformed point clouds. Models for timber volume, basal area, dominant
height, Lorey’s mean height, basal area weighted mean diameter, and number of stems were assessed.
The results indicate that both (1) Procrustean transformation and (2) histogram matching can be used
to counter crown distortion in ALS point clouds. Furthermore, both techniques are simple and can
easily be implemented in the traditional processing chain of ALS metrics extraction.

Keywords: airborne laser scanning; histogram matching; steep terrain; point cloud;
Procrustean transformation

1. Introduction

Airborne laser scanning (ALS) data have become an important source of auxiliary information to
enhance forest inventories [1]. Forest attributes such as tree heights, diameter distributions, volumes,
and biomass can be modeled utilizing the relationship between the metrics derived from remotely
sensed data as predictor variables, and measurements of forest attributes on the ground. The quality of
the models relies on the actual relationship between the forest attributes and the metrics derived from
the remotely sensed data. Generally, these metrics can be described as “height” and “density” metrics
providing proxies for the height and density of the forest canopy. For a more thorough description of
the height and density metrics, see e.g., [2,3].

ALS systems work by scanning the area of interest and producing a three-dimensional cloud
of point measurements. The elevation (z-value) of the point cloud is originally above sea level or
above the ellipsoid. By constructing a digital terrain model (DTM), and subtracting the DTM elevation
from the elevation of each of the points in the ALS data, a normalized point cloud is obtained.
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Thus, the elevational values of the points in the normalized cloud are in height above the ground.
The normalized point cloud constitutes a three-dimensional approximation of the vegetation above the
ground surface. In areas with sloped terrain, the normalization process will introduce a “distortion” of
the point clouds of individual tree crowns [4–6]. This distortion will influence the height and density
metrics derived from the point cloud, depending on the terrain slope, tree species, and tree crown
properties [5]. Such differences in the derived metrics caused by varying terrain slope conditions will
weaken the relationship between forest attributes and metrics derived from the ALS data, resulting in
poorer models in areas with sloped conditions and even for flat terrain if the models are constructed
from data acquired under varying slope conditions. Furthermore, analyses of the relative importance
of metrics used as predictor variables are frequently used to shed light on ecological relationships
between organisms (e.g., [7,8]), or to enhance understanding of forest naturalness and evolution of
canopy structure (e.g., [9]). These relationships may also be obscured by distorted point clouds.

Vega et al. [6] presented a solution to avoid some of the problems with crown distortion by
first segmenting the individual trees using the untransformed ALS data, and thereafter normalizing
the point clouds from each tree based on the DTM elevation at the coordinate of the tree apex.
This approach was later used in steep terrain conditions in southern China [10]. However, identification
of individual trees following this approach, known as the individual tree crown approach (ITC, [11]),
generally requires high pulse density ALS data.

Unlike the ITC, the area-based approach (ABA, [12,13]) can be used for low pulse density ALS data.
The collection of field and ALS data, and the subsequent data processing, modeling, and estimation
of forest attributes usually follow a procedure described by Næsset [14] (p. 218–219). Due to data
availability, costs, ease of implementation, and well-documented efficiency, the ABA has become the
standard procedure for operational use of ALS to support forest inventories in the Nordic and many
other countries [14,15].

In the present study, we explored and evaluated means of countering the negative effects of crown
distortion within the ABA. To counter the effects of the normalization, the idea was to transform the
normalized point cloud into the shape of the original point cloud, whilst preserving the elevational
values in meters above the ground, and thus obtaining normalized point heights without deforming
the shape of the point clouds of the tree crowns.

The transformation of a point cloud to another can be viewed as an orthogonal Procrustes
problem. A least-square solution to a two-dimensional orthogonal Procrustes problem was first given
by Boas [16], and later solved for any dimension by von Neumann [17]. Since then, the technique
has developed further into the statistical field known as shape analysis or morphometrics [18,19],
and is used in a range of research disciplines [20]. In our case, where the x and y coordinates of the
two point clouds are identical, a simple least-square Procrustean transformation (PT) is sufficient for
transforming the normalized point cloud into the shape of the original point cloud. In the current
study, PT was adopted as a strategy to mitigate the effects of deformed point clouds.

Histogram matching (HM) is a common technique in image processing used to adjust color levels,
normally gray, in one image to fit the distribution in another [21] (p. 94–97). Values of the attribute of
interest in the dataset to be transformed, are adjusted to match the distribution in the target dataset.
Because of its intuitive approach to transformation and ease of implementation, we selected HM as an
alternative technique for transforming the normalized point clouds. Unlike PT, of which the authors
have no knowledge of prior use in forestry, HM has been used for analysis of ALS data for estimation
of forest attribute distributions. Ørka et al. [22] used HM for normalization of the intensity of ALS
point clouds. Baffetta et al. [23] and Gilichinsky et al. [24] used HM to counter an averaging effect
of the k-nearest neighbor’s technique. Vauhkonen and Mehtätalo [25] and Xu et al. [26] used HM
and ITC to improve estimates of forest attributes, whilst Nyström et al. [27] used HM to calibrate
distributions of metrics derived from multi-temporal ALS data. None of these studies, however used,
HM to transform the actual ALS point clouds.
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In the present study, both transformation methods were used to transform the normalized point
cloud into the shape of the original point cloud. In addition to a transformation of the entire point
cloud, different canopy thresholds were applied per plot to explore the effects of transforming only the
part of the point clouds originating from the tree crowns. The reasoning behind the latter strategy was
that the distortion from the normalization primarily affects the tree crowns.

To our knowledge, no studies have previously explored the possible effects of PT and HM as
means to mitigate distortion of point clouds of tree crowns resulting from normalization of ALS
data. The objectives of the present study were therefore to evaluate the effects of PT and HM on ALS
metrics and forest attribute predictions by means of the standard procedures of the ABA. The effects
of using metrics derived from transformed point clouds as predictor variables in regression models
of six different forest attributes were compared to models with predictor variables derived from
untransformed point clouds.

2. Materials and Methods

2.1. Study Area

The study area covered approximately 260 km2 of productive forest, located on the west coast
of Norway (60◦10′ N, 5◦40′ E, 0–500 m above sea level, Figure 1). The west coast of Norway is
characterized by a diverse terrain of rugged mountains, fertile valleys, and a jagged coastline indented
by fjords. The forest is naturally dominated by Scots pine (Pinus sylvestris L.) and deciduous species,
mainly birch (Betula pubescens Ehrh.). However, planting of non-native conifers, mainly Norway spruce
(Picea abies (L.) Karst.) and Sitka spruce (Picea sitchensis (Bong.) Carr.) became a prioritized area for
public afforestation programs after the second World War and up to the 1970s. About 13% of the
productive forest area is now covered by spruce [28]. The productive forest area contained terrain
slope ranging up to 50◦ of inclination.
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2.2. Field Data

In total, 192 circular plots of 250 m2 were established during the autumn of 2013. The plots were
georeferenced using global navigation satellite systems (GNSS) (Global Positioning System (GPS) and
global navigation satellite system (GLONASS)) with correction data from three of the official base
stations of the Norwegian mapping authority closest to the study area. GNSS measurements were
performed at two-second intervals for a minimum of 30 min. The accuracy of the coordinates was
assessed by the estimated standard deviation of the post processing using the Pinnacle software [29].
The sample was initially designed to assess potential effects on estimation of forest attributes of terrain
slope, sensor settings of the laser scanner, and tree species. Sample plots were therefore established in
clusters of three and in a balanced experimental design with an equal number of plots covering five
slope classes from zero to 50◦ of inclination and two dominating tree species classes: spruce and pine.
Norway spruce (P. abies) dominated 68 of the spruce plots whilst 25 were dominated by Sitka spruce
(P. sitchensis). The pine plots were dominated by Scots pine (P. sylvestris).

In each plot, species and diameter at breast height (DBH) were recorded for trees with DBH≥4 cm.
Three trees per plot (nine per cluster) were selected systematically for height measurement. An initial
stem count was carried out to determine the stem number, after which every n’th tree was selected
according to the stem number. For each of these sample trees, single tree volume was calculated using
allometric models for birch [30], pine [31], spruce [32], and Sitka spruce [33]. Further, a base volume
was calculated for the sample trees using an estimated height according to a base height model [34]
and the observed DBH. Cluster- and species wise ratios were calculated between the mean “observed”
volume of the sample trees and the corresponding mean base volume. These ratios were subsequently
used as correction factors for the rest of the trees with no height measurements, by multiplying the ratio
by the base volume of these trees. This estimator is known as the ratio-of-means estimator. If there were
less than three sample trees of a certain species in a cluster, common species wise ratios calculated from
the entire dataset were used as correction factors. Using the corrected volume estimates, heights of trees
without height measurements were estimated with the appropriate single tree volume models [30–32].
Tree volumes were summarized on a plot level and scaled to per ha timber volumes (Vt) (Table 1).
Dominant height (Hd), defined as the 100 largest trees per hectare according to DBH, and Lorey’s
mean height (Hl), i.e., mean height weighted by basal area, were calculated per plot from the estimated
heights of all trees in the plots. In addition, other response variables at the plot level included basal
area (G), basal area weighted mean diameter (Dg), and number of stems (Nt).

Table 1. Mean and standard deviation (in parenthesis) of forest attributes and ALS pulse density based
on individual plots.

Dominant
Species

Number of
Sample Plots

Forest Attribute Pulse Density
(m−2)Vt G Hd Hl Dg Nt

Pine 99 175.6 (82.2) 25.0 (9.4) 15.6 (2.3) 14.1 (2.5) 21.0 (5.6) 804 (427) 1.94 (0.76)
Spruce 93 591.8 (251.5) 56.5 (16.4) 25.1 (4.4) 21.4 (4.3) 23.1 (5.3) 1464 (587) 1.71 (0.93)
Total 192 377.2 (278.2) 40.2 (20.6) 20.2 (5.9) 17.7 (5.0) 22.0 (5.5) 1124 (607) 1.83 (0.85)

Vt = timber volume (m3 ha−1), G = basal area (m2 ha−1), Hd = dominant height (m), Hl = Lorey’s height (m),
Dg = basal area weighted mean diameter (cm), Nt = number stems (n ha−1).

2.3. ALS Data and Initial Processing

ALS data were acquired using two different Optech ALTM Gemini instruments mounted on PA31
Piper Navajo fixed-wing aircrafts during the period from 5 June to 7 August 2010. The sensors were
flown at 1300 and 1600 m above ground level with an average speed of 80 ms−1. The pulse repetition
frequencies were 100 kHz and 70 kHz, with half scan angles of 12◦ and 19◦ and scan frequencies
of 58 Hz and 41 Hz for the low and high altitude acquisitions, respectively. On average, the data
had a pulse density of approximately two pulses m−2. Following the acquisition, the contractor
(Blom Geomatics AS, Oslo, Norway) performed initial processing. The processing of the point clouds
followed a standard procedure of first creating a DTM and thereafter subtracting the elevation of the
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DTM from the elevation of each ALS point resulting in an elevation above ground for the point cloud.
The original point cloud before normalization is hereafter referred to as “Z”, and the normalized point
cloud as “dZ”. The DTM was computed as a triangulated irregular network, and ground points were
identified using the algorithm presented by Axelsson [35] using TerraScan software [36].

The Optech sensors provided records of up to five points per pulse. These points were categorized
as “single”, “first of many”, “intermediate”, and “last of many” depending on their sequence of
registration by the sensor system. Based on these categories the “first of many” and “single” points
were merged into one dataset referred to as FIRST, and the “last of many” points constituted the
LAST dataset.

2.4. Transformations

Two alternative transformation techniques—Procrustean transformation (PT) and histogram
matching (HM) were used to counter the effect of the normalization. Details are provided in
Sections 2.4.1 and 2.4.2 below.

The PT and HM were applied to: (1) the full dZ point cloud, and (2) the part of dZ above a height
threshold separating points originating from the tree crowns. The reasoning behind the latter strategy
was that the negative effect of the normalization affects mostly the tree crowns. The threshold in (2)
was derived from the dZ as the minimum of the estimated kernel density distribution of ALS point
heights (Figure 2). In cases where the distribution did not have a minimum in the range between the
canopy top and the ground surface, the threshold was set to 1.3 m; a value commonly used to separate
points originating from the tree crowns from ground vegetation (e.g., [37]). This resulted in five sets of
point cloud data for further analysis:

(1) the normalized point cloud (dZ),
(2) the normalized point cloud with PT (dZ.p),
(3) the normalized point cloud with PT above a threshold (dZ.tp),
(4) the normalized point cloud with HM (dZ.h), and
(5) the normalized point cloud with HM above a threshold (dZ.th).
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2.4.1. PT

Procrustean analysis aims to find the optimal transformation for matching two matrix
configurations—a ‘target’ matrix and a matrix to be transformed (or the ‘testee’), both matrices
having the same dimensionality, such that the ‘testee’ would fit as close as possible to the ‘target’.
In our case, the ‘target’ would be the untransformed ALS dataset, and the normalized ALS dataset
is the ‘testee’. The ordinary PT result consists of a rotation matrix, a translation vector, and a scale
parameter to be applied to the ‘testee’, such that the similarity differences between the ‘target’ and
‘testee’ are minimized according to the leas-square criterion. The similarity measure between ‘target’
and ‘testee’ is defined as the Euclidean distances [38], ch. 7.1. The estimated parameters of PT are the
result of an orthogonal least-squares solution. The main steps and the algebraic details for performing
the Procrustean transformation are given in Borg and Groenen [39], pp. 430–432.

In our case, where we only look for adjusting the point heights, it is desirable that the point
locations are not changed after transformation. It is also reasonable to assume that the point
normalization process does not affect the scaling of the original data. For ease of use, the algorithm is
also available in the R [40] packages “MCMCpack” [41], “vegan” [42], or “pracma” [43].

2.4.2. HM

The alternative technique used to transform the dZ into the shape of Z was HM. HM followed
the procedure for continuous variables described in Gonzalez and Woods [21]. First, the empirical
cumulative distribution of point elevation in both dZ and Z was computed (FdZ and FZ). Thereafter, the
elevation of each point in dZ was adjusted to fit the height distribution in Z, using the quantile function
(G) of the untransformed Z values as a mapping function (transformed dZ = G[Z; FdZ]). In plain R [40]
code, this can be formulated as:

Transformed dZ = quantile(Z, probs = ecdf(Z)(dZ) (1)

For the sole purpose of illustrating the different methods, a high pulse density ALS point cloud,
covering a single tree with a wide crown growing in steep terrain, was used. The data were collected
in a tropical rain forest in Amani Nature Reserve, Tanzania. A detailed description of the ALS data and
the forest can be found in Hansen et al. [44]. The visualization of dZ clearly showed the deformation
of the tree point cloud of the crown as an effect of the normalization process (Figure 3). Plots of dZ.p,
dZ.tp, dZ.h, and dZ.th showed the effects of the applied transformations.

2.5. ALS Metrics

Height deciles (H1, H2, . . . , H9) were computed from points above or equal to a canopy threshold
of 1.3 m. Measures of canopy density were computed by dividing the canopy height into ten equally
large vertical intervals from the canopy threshold to the 95th height percentile as recommended by
Næsset and Gobakken [45]. The proportion of points above each interval to the total number of points
was computed, resulting in 10 density metrics D0, D1, . . . , D9. Furthermore, the mean height of points
(Hmean) and coefficient of variation (Hcv) of the height were computed for points above the canopy
threshold. The metrics were computed separately for each of the two datasets (i.e., FIRST and LAST),
and a subscript F or L was used as notation. This resulted in 44 metrics derived from each of the ALS
point cloud datasets (i.e., dZ, dZ.p, dZ.tp, dZ.h, and dZ.th).

Five metrics from the FIRST dataset (H8.F, Hmean.F, H2.F, D7.F, and D2.F) and the corresponding
five metrics from the LAST dataset (H8.L, Hmean.L, H2.L, D7.L, and D2.L) were subjectively selected
for visual examination. The selected metrics were chosen because they cover a sample of metrics
frequently selected as predictor variables in previous studies (e.g., [45–47]).

These metrics were derived from dZ, dZ.p, and dZ.h and they were used to examine the effects of
the PT and HM. Scatter plots of each metric were produced by subtracting the value of each metric
derived from each of the transformed point cloud datasets from the corresponding metric derived
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from the dZ data. The changes in the metrics were plotted against terrain slope to visualize possible
influences of terrain slope. Linear models of terrain slope regressed against the changes in the metrics
were also fitted. A significant slope of the regression line indicated that the metric had been changed
as a result of terrain slope. This test of the effect of slope on the change in ALS-derived metrics could
be confused by correlations between the forest height and terrain slope. It is possible to envisage a
situation where the change in a selected metric is simply an effect of the height of the trees, where the
metric describing a forest with large trees will have large changes as an effect of the transformation,
and the same metric from a forest with smaller trees will have smaller changes. To assess any such
potential effects on the significance of the terrain slope we computed and evaluated the correlation
between Hmean.F and terrain slope. We found the correlation to be small (0.17), and thus the effect of
slope on the change in ALS-derived metrics should not be confused by correlations between the forest
height and terrain slope.
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The graphical panel shows the original point cloud before normalization (Z), normalized point
cloud (dZ), Procrustean transformed point cloud (dZ.p), Procrustean transformed point cloud with
threshold (dZ.tp), histogram matched point cloud (dZ.h), and histogram matched point cloud with
threshold (dZ.th).

2.6. Generalized Linear Modeling

Practical applications of ABA forest inventory assisted by ALS data often applies stratification
to improve estimation (e.g., [47]). We, therefore, stratified the data in the present study into two
strata according to dominant species prior to modelling. The strata were denoted spruce and pine.
The following modelling procedures were thus performed for the two strata separately.

The 44 metrics derived from the ALS data were used as candidate predictor variables. With such
a large number of candidate variables, an initial selection of variables was necessary to avoid
computational problems in the subsequent model fitting procedure. Thus, an initial model containing
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25 variables was selected based on the Akaike information criterion with correction for finite samples
(AICc, [48]) implemented in the FWDselect package [49] in R [40]. The model was defined as a
generalized linear model (GLM) with a square-root link function and assuming a gamma distribution
of the response variables. The gamma distribution was chosen based on the positive distribution
of the response variables as described in Zuur et al. [50]. Moreover, the gamma distribution
assumes a functional relationship between mean and variance, making it suitable for situations
with heteroskedastic errors. Further, the 25 variables from the initial model were used as candidate
variables in a best subset selection procedure implemented in the glmulti package [51]. This procedure
was set to report GLM models of up to three predictor variables ranked by AICc. Then, the best model
according to the AICc and with a variation inflation factor (VIF) of less than three was chosen as the
prediction model for each of the six response variables. Finally, a five-fold cross validation of the
selected models was incorporated, and the cross validated mean absolute error (MAE) and root mean
square error (RMSE) were used as two complementary evaluation criteria as recommended by Chai
and Draxler [52].

2.7. Summarizing Modeling Results

The cross validation resulted in model errors (i.e., MAE and RMSE) for each of the five
point clouds, for the six forest attributes, and for the two strata. To summarize the effects of the
transformations and use of each of the five point clouds on the model errors for all forest attributes,
an overall score was computed. The score indicated if the applied point clouds resulted in a reduced
overall error for the six forest attributes. The score was calculated for the two strata separately as:

OSi = ∑J
j=1

Eij − Dj

Dj
, (2)

where OSi is the overall score for point cloud i = 1, 2, . . . , 5, j is the forest attribute (j = 1, 2, . . . , J = 6),
Eij is the sum of MAEij and RMSEij resulting from point cloud i for attribute j, and Dj is the sum of
MAEj and RMSEj resulting from dZ for forest attribute j. For dZ, the score will be zero. A negative
score indicates that the transformation technique resulted in model errors smaller than those resulting
from the dZ.

3. Results

3.1. ALS Metrics

The effects of the transformations on the selected ALS metrics were visualized by means of
graphical plots showing the changes in the ALS metrics against terrain slope (Figures 4–7). The changes
were calculated as the value of each metric derived from the transformed point clouds minus the value
of the corresponding metric derived from dZ. The plots also included a linear fit of terrain slope to the
change for each metric, accompanied by a significance level of the slope of the linear fit.

For PT, scatter plots of changes in the metrics derived from the FIRST dataset showed that changes
increased with increasing terrain slope (Figure 4). For the height metric from the top half of the
canopy (H8.F), the changes were positive, i.e., the dZ.p value increased relative to dZ with terrain
slope. The transformation increased H8.F by approximately 0.6 m on the steepest terrain. For the ALS
metric characterizing the lower part of the canopy (H2.F), PT had the opposite effect (p < 0.001) with
decreasing values with increasing terrain slope. The effects of PT on the mean canopy height were
moderate, with a decreased mean height of 0.2 m on the steepest slopes for pine. For spruce, there
was no significant correlation between terrain slope and changes in mean canopy height (Figure 4).
Both density metrics (D7.F and D2.F) for both species showed a negative change as the terrain
slope increased.

The effect of PT on metrics derived from the LAST dataset showed similar effects of the
transformed point heights as the metrics derived from the FIRST dataset (Figure 5). The effects
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were, however, attenuated. Only H8.L, H2.L, and D7.L from the spruce plots, and D2.L from the pine
plots showed significant changes related to terrain slope (p < 0.05).

For HM, the effect on the metrics derived from the FIRST dataset also showed changes with
terrain slope (Figure 6). Metric values were reduced with increasing slope for all metrics except for
H8.F in spruce plots. Attention can be drawn to scatter plots of the changes in Hmean.F, showing a
reduction in mean pulse height of 1.7 and 0.4 m for pine and spruce, respectively. The effects of HM on
metrics derived from the LAST dataset were similar to those from the PT.
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Figure 4. Effect of Procrustean transformation on five ALS metrics of the FIRST return category (H8.F,
Hmean.F, H2.F, D7.F, and D2.F). The change in metric value (∆) is plotted against terrain slope for the
pine stratum (a) and spruce stratum (b). Solid line = 0.0 line, dashed line = linear fit. Significance of
linear fit: *** p < 0.001, * p < 0.05.
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Figure 5. Effect of Procrustean transformation on five ALS metrics of the LAST return category (H8.L,
Hmean.L, H2.L, D7.L, and D2.L). The change in metric value (∆) is plotted against terrain slope for the
pine stratum (a) and spruce stratum (b). Solid line = 0.0 line, dashed line = linear fit. Significance of
linear fit: *** p < 0.001, * p < 0.05.
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Figure 6. Effect of histogram matching on five ALS metrics of the FIRST return category (H8.F,
Hmean.F, H2.F, D7.F, and D2.F). The change in metric value (∆) is plotted against terrain slope for the
pine stratum (a) and spruce stratum (b). Solid line = 0.0 line, dashed line = linear fit. Significance of
linear fit: *** p < 0.001, ** p < 0.01, * p < 0.05.
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Figure 7. Effect of histogram matching on five ALS metrics of the LAST return category (H8.L, Hmean.L,
H2.L, D7.L, and D2.L). The change in metric value (∆) is plotted against terrain slope for the pine
stratum (a) and spruce stratum (b). Solid line = 0.0 line, dashed line = linear fit. Significance of linear
fit: *** p < 0.001, ** p < 0.01.

3.2. Regression Models

GLM models were fitted separately for the five response variables of interest: Vt, G, Hd, Hl,
Dg, and Nt, and for the two strata based on dominant species, pine, and spruce. Furthermore,
metrics derived from the five point clouds, dZ, dZ.p, dZ.tp, dZ.h, and dZ.th, were used separately as
predictor variables.

The assessment of the forest attribute models based on the transformed point clouds using the
two evaluation criteria (MAE and RMSE) showed smaller errors than the untransformed data (Tables 1
and 2). The positive effect of transformation was most pronounced for the pine stratum (Table 2),
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for which models for all responses showed reduced MAE and RMSE values when transformed point
clouds were used. Models based on variables derived from dZ.h resulted in reduced RMSE of 9.1%,
4.9%, and 7.2% for Vt, G, and Hl, respectively (Table 2. HM with threshold also performed well for
modelling some of the forest attributes. The MAE and RMSE values of the Dg models were reduced
by 11.3% and 8.0%, respectively.

For the spruce stratum as well, the models fitted with variables derived from transformed point
clouds generally had smaller MAE and RMSE values compared to the models with variables derived
from dZ (Table 3). The reduction in MAE and RMSE was, however, smaller than the reduction found
for the pine stratum. For G and Dg, the transformations were not found to generally improve the
models. The largest effect in terms of reduced MAE and RMSE was found for Hd and Nt, for which
the transformation consistently reduced the errors (Table 3). The metrics selected as predictor variables
in the models based on transformed data were different from the dZ models for all forest attributes
(Tables 2 and 3).

Table 2. Summary of modelling results from five point clouds (dZ, dZ.p, dZ.tp, dZ.h, and dZ.th) for the
pine stratum.

Point Cloud Response Predictor Variables MAE* RMSE*

dZ G D6.F, H2.L 5.61 6.98
dZ.p G H1.F, D5.F, D4.L 5.39 7.22
dZ.tp G H1.F, D7.F, D1.L 5.49 7.32
dZ.h G D6.F, H1.L, D9.L 5.30 6.64
dZ.th G D6.F, H3.L, D9.L 5.90 7.49

dZ Dg Hcv.F, H6.F, D2.F 3.42 4.31
dZ.p Dg H6.F, D2.L, D8.L 3.38 4.21
dZ.tp Dg Hmax.F, H4.F, D1.F 3.65 4.72
dZ.h Dg H6.F, D1.L, D8.L 3.27 4.25
dZ.th Dg H6.F, D1.L, D9.L 3.04 3.96

dZ Hl H5.F, D9.F, H7.L 1.27 1.63
dZ.p Hl H4.F, D9.F 1.31 1.65
dZ.tp Hl H4.F, D9.F 1.27 1.62
dZ.h Hl H5.F, D9.F 1.19 1.52
dZ.th Hl Hcv.F, H5.F, D9.F 1.30 1.65

dZ Hd Hcv.F, H7.F, D9.F 1.28 1.67
dZ.p Hd Hcv.F, H6.F, D9.F 1.25 1.62
dZ.tp Hd Hcv.F, H8.F, D9.L 1.27 1.64
dZ.h Hd H50.F, D9.F 1.29 1.63
dZ.th Hd Hcv.F, H8.F, D9.F 1.25 1.65

dZ Nt H7.F, D1.F, D1.L 272.8 371.4
dZ.p Nt H6.F, D3.F, D4.L 272.1 364.1
dZ.tp Nt H6.F, D1.F, D3.L 276.5 363.2
dZ.h Nt H5.F, D0.F, D1.L 277.7 374.3
dZ.th Nt H5.F, D7.F, D1.L 273.9 367.7

dZ Vt H1.F, D7.F, H2.L 42.4 56.9
dZ.p Vt H2.F, D7.F, D4.L 43.9 59.0
dZ.tp Vt H3.F, D7.F, D4.L 44.2 59.8
dZ.h Vt H6.F, D7.F, H1.L 38.9 51.7
dZ.th Vt H2.F, D7.F, D9.L 42.0 54.9

G = basal area, Dg = basal area weighted mean diameter, Hl = Lorey’s mean height (Hl), Hd = dominant height,
Nt = number of stems, Vt = timber volume. MAE = mean absolute error from cross validation. RMSE = root mean
square error from cross validation. Smallest errors for each response variable highlighted in grey. * Units in m2 ha−1

for G, m for Hd and Hl, cm for Dg, n ha−1 for Nt, and m3 ha−1 for Vt).
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Table 3. Summary of modelling results from the five point clouds (dZ, dZ.p, dZ.tp, dZ.h, and dZ.th) for
the spruce stratum.

Point Cloud Response Predictor Variables MAE* RMSE*

dZ G Hmax.F, Hcv.F 10.98 14.17
dZ.p G H1.F, D0.F, D7.L 11.36 13.95
dZ.tp G Hcv.F, H9.F 11.64 14.70
dZ.h G Hmax.F, Hcv.F 11.43 14.00
dZ.th G Hmax.F, Hcv.F, D8.L 11.14 14.09

dZ Dg Hcv.F, H9.F, D9.L 2.76 3.65
dZ.p Dg H8.F, D9.F, D9.L 2.92 3.70
dZ.tp Dg H1.F, H8.L, D7.L 2.89 3.87
dZ.h Dg H8.F, D7.F, H1.L 2.79 3.75
dZ.th Dg H1.F, H9.F, D8.L 2.92 3.72

dZ Hl H9.F, D0.L 1.69 2.09
dZ.p Hl H1.F, H8.F, D8.L 1.71 2.04
dZ.tp Hl H9.F, D8.L 1.64 2.09
dZ.h Hl H8.F, D1.F, D5.F 1.78 2.15
dZ.th Hl H8.F, D0.F, D4.F 1.75 2.13

dZ Hd H6.F, D0.F, D6.F 1.86 2.33
dZ.p Hd H8.F, D8.L 1.77 2.20
dZ.tp Hd H9.F, D2.F 1.71 2.19
dZ.h Hd H8.F, D1.F, D5.F 1.80 2.25
dZ.th Hd Hmean.F, D0.F, D5.F 1.79 2.24

dZ Nt H1.F, H9.L, D9.L 340.2 447.8
dZ.p Nt H1.F, H7.L, D2.L 338.5 435.9
dZ.tp Nt H1.F, H8.L 329.5 421.3
dZ.h Nt D2.F, H9.L, D1.L 324.0 404.5
dZ.th Nt H2.F, H9.L, D3.L 340.8 427.1

dZ Vt Hmax.F, H1.F 124.7 174.4
dZ.p Vt Hmean.F, D0.F, D8.L 134.6 184.4
dZ.tp Vt Hcv.F, H9.F, D8.L 124.1 172.4
dZ.h Vt Hmax.F, H1.F, D8.L 125.9 178.1
dZ.th Vt Hmax.F, H1.F, D8.L 121.8 169.7

G = basal area, Dg = basal area weighted mean diameter, Hl = Lorey’s mean height (Hl), Hd = dominant height,
Nt = number of stems, Vt = timber volume. MAE = mean absolute error from cross validation. RMSE = root mean
square error from cross validation. Smallest errors for each response variable highlighted in grey. * Units in m2 ha−1

for G, m for Hd and Hl, cm for Dg, n ha−1 for Nt, and m3 ha−1 for Vt).

3.3. Summarizing Modeling Results

The results of modelling errors were summarized for each point cloud as an overall score (OS,
Equation (1)) for each stratum. For the pine stratum, the OS value showed that use of the dZ.h resulted
in the smallest errors (OS = −0.24). The other point clouds resulted in OS values of −0.06, −0.01, and
0.12 for dZ.th, dZ.p, and dZ.tp, respectively. For the spruce stratum, all point clouds resulted in almost
identical OS values with −0.03, −0.02, −0.02, and 0.03 for dZ.tp, dZ.h, dZ.th, and dZ.p, respectively.
In summary, the dZ.h resulted in an OS value indicating that HM transformation reduces the model
errors most relative to the other transformations we evaluated.

4. Discussion

PT and HM were applied to mitigate the distortion of ALS point heights introduced during the
height normalization process. The transformations were easy to implement and fast to perform
using common, open source statistical and data processing software [40], which is an asset in
operational implementation.

The effects of the transformations on the low point density data from western Norway were first
assessed by inspecting the ALS metrics directly. Scatterplots of the changes in metric values from
dZ to dZ.p and dZ.h showed the effects of the transformations (Figures 4–7). The plots also showed



Forests 2017, 8, 401 15 of 19

that terrain slope had varying effects on the change in metric values. Metrics derived from the FIRST
dataset were most affected by the transformations. Furthermore, except for H8.F derived from PT point
clouds, the numerical values were reduced for most of these metrics as a result of the transformation.
The metric values derived from the transformed point clouds were increasingly smaller with increased
terrain slope, compared to those derived from dZ.

For trees growing on sloped terrain, the downhill part of tree crowns constitutes the largest
portion of the total tree crown. The changes in the derived metrics indicate that the transformation
reduces the height of the downward facing part of the crown and increases the upward facing part.
Since the downward facing part is larger than the upward facing, the effect of the transformation is
greater for the downward facing part, resulting in reduced metric values. This finding concurs with
Breidenbach et al. [2], who stated that the height of ALS point clouds from trees growing on steep
slopes would be overestimated because of the imbalance of crown size on upward and downward
facing slopes. Because we applied the transformations on a plot level instead of a single tree level,
this effect is reduced to the transformation of the crown of trees along the edge of the plots, leaving the
trees in the middle of the plot less affected.

HM had a stronger effect on the mean height of the point clouds (Figure 6) compared to PT.
The change in Hmean.F was significant and negative for both strata (pine and spruce). The mean
height is often among the variables most strongly correlated to Vt and G, and this observation is
therefore of great interest as it is often used as a single variable in modelling forest attributes, such as
biomass [53]. Metrics derived from the LAST dataset were less affected by the transformations
(Figures 5 and 7), and seem to be less influenced by terrain slope than the variables from the FIRST
dataset. The cause of the difference in effect on metrics from the FIRST and LAST datasets is explained
by the fact that the FIRST points describe the surface of the canopy and the shape of tree crowns.
The LAST points generally stem from lower parts of the canopy and are therefore less affected by
the transformation.

The regression modelling generally showed improved models using metrics derived from the
transformed point clouds as predictor variables. Models for the pine stratum produced smaller errors
than for the spruce stratum. For the pine stratum, the models were improved for all response variables
when metrics derived from transformed point clouds were used. Using metrics derived from dZ.h
reduced the RMSE and MAE for Vt by 9.1% and 8.4%, respectively. For the spruce stratum, the effects
of the transformations were less pronounced. Models for G and Dg were generally better using
dZ. For the Vt-models, the RMSE and MAE values were reduced by 2.7% and 2.3%, respectively.
The largest improvement in RMSE and MAE in the spruce stratum was found for Hd, for which
transformations consistently improved the models. The stronger results of transformations in pine
compared to spruce was as expected as we anticipated larger effects of the transformations for the
wider pine crowns, coherent with the findings in Khosravipour et al. [3].

The calculated OS summarized the relative modelling error of using various transformations.
For the pine stratum, models using the dZ.h resulted in smaller errors compared to using other point
clouds. For pine, the OS was similar for all point clouds, indicating that the point clouds result
in equal model errors. Overall, the dZ.h reduced the errors for pine models and did not increase
errors for spruce models. The applied threshold in the transformation did not reduce the model
errors. This suggests that properties from the higher parts of the point clouds of tree crowns are more
important in modelling forest attributes compared to the lower parts. This is in line with previous
research. Models for several forest properties constructed by Næsset [46] showed that height variables
often are selected from the top three deciles.

Even though the proposed transformation showed positive results for ABA, it is logical to extend
the Procrustes transformation to other forestry-related applications for which the positive effects of
the transformation could be even stronger. For instance, the edge tree correction approach proposed
by Packalen et al. [54] uses tree crown identification to aid the determination of which tree crowns
belong to trees inside the field plot. This technique relies on a correct identification of tree crowns
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and their location, both of which are disrupted in sloped areas as shown in Khosravipour et al. [3].
The semi-individual tree crown (SITC) approach described by Breidenbach et al. [55] and other
ITC approaches (e.g., [11]) are affected similarly. Furthermore, the proposed transformation could
be relevant for data similar in structure to the ALS data such as image matching [56,57] or single
photon-counting laser instruments [58,59]. Under high pulse density conditions suitable for ITC
approaches, the transformations should be assessed as a means of countering crown distortions for
single trees. This should improve both the tree positioning and yield more accurate tree level metrics.

The current study is, to the very best of our knowledge, the first attempt to explore the use
of PT and HM for countering the negative effects of crown distortion caused by normalization.
The discussion in the preceding paragraph suggests that there are many modelling techniques (i.e.,
ABA, ABA with edge tree correction, ITC, SITC) and remotely sensed data (i.e., image matching, single
photon-counting lasers) for which the proposed transformations would be relevant for further research.

5. Conclusions

The normalization process of ALS point clouds from vegetated areas on sloped terrain introduces
a distortion of the point cloud heights. This distortion affects the information (i.e., the ALS metrics)
derived from the point cloud on both a tree and area level. From the present study, we conclude
that the proposed transformations are promising techniques for countering the negative effects of
working with distorted ALS point clouds in forestry-related applications. The transformations could
improve the analytical significance of ALS-derived metrics as well as the modelling of forest attributes.
Following an ABA to modelling forest attributes, models for pine from transformed point clouds
reduced the errors in three fifths of the GLM models. For spruce, there were only small effects of the
transformations. Overall, HM transformation reduced the model errors for pine forest attributes while
the model errors for spruce forest attributes did not increase. We, therefore, recommend HM for use in
modelling forest attributes under the ABA. Furthermore, it is likely that even ITC approaches based
on single tree point clouds would benefit from the proposed transformations. This should, however,
be subject to further studies.
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