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Abstract: The surface roughness of wood has a great influence on its performance and is a very
important indicator in processing and manufacturing. In this paper, we use the central composite
design experiment (CCD experiment) and artificial neural network (ANN) model to study the
changing pattern of surface roughness during the high-speed milling process of pine wood. In
the CCD experiments, the spindle speed, feed speed, and depth of cut are used as the influencing
factors, and the surface roughness is used as the index to analyze the variation law and fit the surface
roughness parameter equation. By measuring the chip size in each group in the CCD experiment, the
ANN model is used to predict the surface roughness under this machining parameter by measuring
the chip size in each test group. The experimental results showed that the mean error of the surface
roughness prediction values in the CCD experiment (12.2%) was larger than that of the ANN model
(7.8%), and the mean squared error (MSE) of the ANN model was 0.025, the mean absolute percentage
error(MAPE) was 0.01, and the coefficient of determination R2 was 0.95. Compared with the CCD
experiment, the ANN model had a higher prediction accuracy. The results of this paper can provide
some guidance for the prediction of surface roughness during wood processing.

Keywords: surface roughness; pine wood; CCD experiment; ANN model; chips size

1. Introduction

Wood is one of the most predominant biomass composites, which has received a lot of
attention from the research community due to its renewable nature and innovative applica-
tions [1,2]. In wood products, the surface quality of wood has a significant effect on gluing
and painting [3], and the basic criterion for surface quality is the surface roughness of wood,
and the quality of wood products depends to a large extent on the surface roughness [4].
Studies have shown that the bonding properties and painting of wood products are sig-
nificantly improved when the surface quality of the wood is higher, i.e., when the surface
roughness is smaller [5,6]. In practice, the measurement of surface roughness is also a
complex process due to the wood’s own properties and processing conditions [7].

The surface roughness of wood is influenced by its own properties and processing
methods [7,8], and milling is one of the most important ways of processing wood. Kilic M
et al. investigated the effect of various processing techniques on the surface roughness of
beech and aspen, and the results showed that the surface roughness of beech and aspen
wood differed under different processing methods [9]. Later, Malkoçoğlu A et al. analyzed
the effect of feed speed and front angle on the surface quality of these five kinds of wood
during planning with Oriental beech, Anatolian chestnut, Black alder, Scots pine, and
Oriental spruce grown in Turkey, and the surface roughness of Oriental spruce was the
best when the process parameters were consistent [10]. Aslan S et al. analyzed the surface
roughness in the wood-cutting process and studied the effect of cutting direction, number
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of inserts, and abrasive size on the surface roughness of golden cow shirt wood. The
experimental results showed that a smoother surface can be obtained by radial cutting
in golden cow shirt wood [11]; after that, Kamboj G et al. studied the optimum chip
parameters for wood surface roughness of thermally modified (TM) wood at different
process parameters and temperatures. The results showed that the surface quality of wood
after TM is better than that of normal wood [12].

A study by Tomak E D et al. also found that TM can improve the surface roughness of
weathered wood [13]. Many scholars have studied the surface roughness of wood because
better surface quality can reduce the time and number of profiling [14], and a smooth
wood surface is less susceptible to airborne impurities, moisture, and fungi, and is more
suitable for painting and coating treatments to make it safe from weathering, etc. [15,16].
The simplicity and speed of measurement are also sought after to obtain the best possible
surface quality of the wood. Traditionally, surface roughness is generally measured using a
profilometer. Ozdemir T et al. used the stylus method to measure the surface roughness
of pine wood for the analysis of the effect of chemical treatment on its surface quality [17].
Gündüz G et al. used the stylus method to measure the roughness of the faces of pine
wood perpendicular to the fiber direction after TM [18]. Hiziroglu S et al. used the stylus
profilometer to measure the surface roughness of pine wood used to analyze its effect
on bond strength [19]. Later researchers resorted to other methods to predict the surface
roughness of wood. CS et al. developed a laser imaging system to predict wood surface
roughness using a two-dimensional Gaussian function model [20], after which Yuan D et al.
designed a laser sensor system for online measurement of wood surface roughness [21],
and Baradit E et al. worked out an optical interferometry of wood surface roughness with
good correlation between the obtained surface roughness values and those obtained by a
mechanical roughness meter [22].

It is not difficult to find in the above-mentioned scholars’ studies that surface rough-
ness and its measurement have a very important place in wood processing, and most of
the wood processing experiments in the scholars’ studies were performed on low and
medium-speed equipment.

Based on the above, the paper will study the surface roughness of wood by high-speed
machining center, and the main research contents are: milling the test object in the high-
speed machining center, establishing the response surface model of process parameters and
surface roughness by CCD experiment, fitting the parameter equation by ANOVA, and
analyzing the change law of surface roughness. In addition, a method to predict surface
roughness by chip size using an artificial neural network (ANN) model is proposed in
the paper.

2. Materials and Methods
2.1. Materials

The experiment object was a dry pine block of 50 × 50 × 15 mm, and its material
properties when it is smooth-grained are given in Table 1.

Table 1. Pine smooth grain material properties.

Density
(kg/m3)

Compressive
Strength

(MPa)

Bending
Strength

(MPa)

Tensile
Strength

(MPa)

Shear
Strength

(MPa)

Modulus of
Elasticity

(MPa)

Poisson’s
Ratio

Coefficient
of Friction

Water
Content

420 50 87 104 10 12,000 0.65 0.35 8%

The type of milling cutter used was a 45◦ mortise and tenon cutter (Tenon Cutter,
Yueqing Fuxin Hardware Tools Co., Ltd., Dongguan, China), and its processing thickness
range was 10–17 mm. Dongguan, China), whose spindle speed range is 0–12,000 r/min and
the feed speed range is 0–40 mm/s. Figure 1 shows the experiment material and machine
tool, Figure 1a shows the experiment material, and Figure 1b shows the “Nanxing” MGK06
3-axis wood processing center.
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Figure 1. Material and machine tools. (a) Wood and knives; (b) Nanxing MGK06 3-Axis wood
processing center.

2.2. Methods
2.2.1. CCD Experimental Analysis

CCD experiments are used to analyze the response of various factor indices and are
widely used in design, formulation, and optimization [23]. The process parameters and
groups of wood cutting were determined using the RSM design CCD experiment [24], and
the literature [10,25–27] used spindle speed, feed speed, and depth of cut (or thickness)
as influencing factors in the wood surface roughness study, and the spindle speeds were
all low to medium. The wood processing machine tool used in this paper is a high-speed
machining center; the experimental design will be spindle speed Vc, feed speed Vf, and
depth of cut Cd as the influencing factors, the surface quality of wood as the evaluation
index, the design of three factors and five levels of CCD experiment, Table 2 shows the
experimental factors and levels.

Table 2. Response surface experimental level factors.

Level
Factors

Spindle Speed Vc
(r/min)

Feeding Speed
Vf (m/min) Cutting Depth Cd (mm)

+1.68 11,000 1770 15
+1 10,000 1500 13
0 8500 1100 10
−1 7000 700 7
−1.68 6000 430 5

2.2.2. Surface Roughness and Chip Measurement

The measurement of wood surface roughness was performed using a digital display
surface roughness measuring instrument (TIME3220, Beijing Times Raguang Technology
Co., Ltd., Beijing, China) with a measurement range of 0–400 µm, a sensor tip radius
of 5 µm, a resolution of 0.008 µm, a sampling length of 0.8 mm each time, and a corre-
sponding probe movement speed of 0.5 mm/s. The surface roughness of the experimental
wood block with smooth grain was measured according to the standard for measuring
the surface roughness of wood (GB-T12472-1990). The measurement area is illustrated
by the group No. 1 experiment as an example, and a schematic diagram of the surface
roughness measurement area is shown in Figure 2. Figure 2a shows the surface roughness
measurement area, and each group of experiments contains four areas, m1, m2, m3, and
m4, respectively, and the dimensional parameters of each area can be seen in the figure.
The depth of cut is the variable in the CCD experiment, so the width of the measurement
area in each group of experiments is a variable value. According to GB-T12472-1990, the
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measurement of surface roughness should avoid wood knots, surface scratches, wood
spurs, etc.; so the length of the measurement area in the text is divided longer (6 mm). The
surface roughness of the wood is measured in Figure 2b, and the final surface roughness of
each group of experiments is the average value of the four regions.

Forests 2023, 14, x FOR PEER REVIEW 4 of 15 
 

 

group No.1 experiment as an example, and a schematic diagram of the surface roughness 

measurement area is shown in Figure 2. Figure 2a shows the surface roughness measure-

ment area, and each group of experiments contains four areas, m1, m2, m3, and m4, respec-

tively, and the dimensional parameters of each area can be seen in the figure. The depth 

of cut is the variable in the CCD experiment, so the width of the measurement area in each 

group of experiments is a variable value. According to GB-T12472-1990, the measurement 

of surface roughness should avoid wood knots, surface scratches, wood spurs, etc.; so the 

length of the measurement area in the text is divided longer (6 mm). The surface rough-

ness of the wood is measured in Figure 2b, and the final surface roughness of each group 

of experiments is the average value of the four regions. 

 

Figure 2. Wood surface roughness measurement. (a) Measurement area; (b) surface roughness par-

alleling measurement. 

2.2.3. Wood Chip Size Measurement 

In the paper, a portable optical microscope (KR-W04, Chengdu Kenrei Technology 

Co., Ltd., Chengdu, China) was used to measure the wood chip size, as shown in Figure 

3, which shows the top view of the chip scattering distribution during wood cutting in the 

No.24 group of experiments. From the experiment results, it can be obtained that in the 

whole scattering area, as the distance with the wood block gradually increases, the density 

of scattered wood chips first increases and then decreases, and the wood chips also grad-

ually increase. The center of gravity position of the wood is used as the axis to establish 

the x and y coordinate system, and the chip size is measured in the experiment according 

to the divided area. La to Ld area in Figure 3a is four equally spaced areas, each area consists 

of three measurement areas, and the diameter of the contour circle of the measurement 

area is 20 mm, in which four measurement areas are on the y-axis equally spaced arc, and 

the remaining measurement areas are on the arc with the y-axis as the symmetry axis into 

±15° symmetry. Figure 3b shows the three measurement areas corresponding to each re-

gion, and the chips in the measurement areas were photographed by a 1000 times portable 

optical microscope to obtain the results. The average value of the chip size in the meas-

urement areas in each region was taken as the result value of the chip size in one region 

for each group of experiments, and the total average value was solved for each group of 

experiments in addition to the average value of the chip size in the four regions. La, Lb, Lc, 

and Ld denote the average of chip sizes in the four selected areas, and LA denotes the aver-

age of all chip sizes. 
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paralleling measurement.

2.2.3. Wood Chip Size Measurement

In the paper, a portable optical microscope (KR-W04, Chengdu Kenrei Technology
Co., Ltd., Chengdu, China) was used to measure the wood chip size, as shown in Figure 3,
which shows the top view of the chip scattering distribution during wood cutting in the No.
24 group of experiments. From the experiment results, it can be obtained that in the whole
scattering area, as the distance with the wood block gradually increases, the density of
scattered wood chips first increases and then decreases, and the wood chips also gradually
increase. The center of gravity position of the wood is used as the axis to establish the x
and y coordinate system, and the chip size is measured in the experiment according to the
divided area. La to Ld area in Figure 3a is four equally spaced areas, each area consists
of three measurement areas, and the diameter of the contour circle of the measurement
area is 20 mm, in which four measurement areas are on the y-axis equally spaced arc,
and the remaining measurement areas are on the arc with the y-axis as the symmetry
axis into ±15◦ symmetry. Figure 3b shows the three measurement areas corresponding to
each region, and the chips in the measurement areas were photographed by a 1000 times
portable optical microscope to obtain the results. The average value of the chip size in the
measurement areas in each region was taken as the result value of the chip size in one
region for each group of experiments, and the total average value was solved for each
group of experiments in addition to the average value of the chip size in the four regions.
La, Lb, Lc, and Ld denote the average of chip sizes in the four selected areas, and LA denotes
the average of all chip sizes.

2.2.4. ANN Model Analysis Method

It is well known that chip size and surface roughness are affected by process parame-
ters, and we have previously studied the effect of process parameters on chip size [28], and
some scholars have successfully predicted the surface roughness of wood processing by
establishing a wood surface roughness model under different process parameters through
neural networks [25,29]. In this paper, surface roughness is predicted by chip size in the
ANN model. The proposed ANN model is developed by using matlab neural network
toolbox. The BP network is selected for prediction in the ANN model, and the BP network
can learn and store a large number of input-output pattern mapping relationships without
the need for known mathematical equations describing such mapping relationships. The
flow chart of the ANN model prediction is shown in Figure 4. In Figure 4a, the BP network
construction process is divided into three steps: BP network construction, BP network
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training, and experiment result output. BP network construction selects the sample input
and output, determines the topology and main functions, BP network training initializes the
weight threshold of the network, calculates the fitting error according to the characteristics
of the input samples, and finally outputs the fitted and predicted values. Figure 4b shows
the BP network topology, which mainly consists of the input layer, hidden layer, and output
layer, with input samples as La, Lb, Lc, Ld, LA, and output samples as Rs.
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Considering that the relationship between surface roughness and chip size is difficult
to express by mathematical equations, the ANN model can predict the relationship between
chip size and surface roughness by training the available data. In the BP network, the
hidden layer uses tansig as the activation function, purelin as the transfer function, trainlm
as the training function, and the training method is gradient descent. The training number
of samples is set to 1000, the learning rate is 0.1, the minimum error of the training target is
0.001, and the momentum factor is 0.01. In order to speed up the data convergence, the data
need to be normalized before training, and the formula is calculated as in Equation (1) [29].

x′ =
x− xmin

xmax − xmin
(1)

where: x′ is the normalized value; x is the value of each group of the experiment; xmin is
the minimum value of the experiment; xmin is the maximum value of the experiment.

The model fitting effect and error need to be analyzed and calculated in the BP
network, and three analysis methods are used in this paper, which are experiment sample
prediction effect analysis, fitting regression analysis, and model error analysis. Model error
analysis contains mean square error (MSE), mean absolute percentage error (MAPE), and
coefficient of determination R2. These error analyses are used to assess the performance
of the model [30,31] and can reflect the prediction error and the fitting effect of the model,
and the model error is calculated as shown in Equation (2).

Error(N) = yi − yo

MSE = 1
N

N
∑

i=1
Error(N)2

MAPE = 1
N

N
∑

i=1

Error(N)
yi

(2)

where: N is the number of samples with a value of 26, yi is the true value, and yo is the
predicted value.

3. Results and Discussion
3.1. Experimental Analysis of Response Surfaces for Surface Quality

The wood milling experiment was conducted at the Forestry and Woodworking
Machinery Engineering Technology Center of Northeastern Forestry University, at a tem-
perature of 25 ◦C. The experiment results are shown in Table 3. In order to verify the
prediction accuracy of surface roughness in the CCD experiment, six sets of supplementary
verification experiments were added. In the table, Vc is the spindle speed (r/min), Vf is
the tool feed speed (m/min), Cd is the depth of cut (mm), and Rs is the surface rough-
ness of wood, which is lower for high-speed milling of wood compared with other wood
processing equipment at low and medium speeds [25,32,33].

ANOVA and response surface model analysis were used to investigate the changing
pattern of wood surface roughness during milling. The ANOVA for the surface roughness
Rs is shown in Table 4, and the F-value of the total model in the table is 52.92, implying
that the model is significant and there is only a 0.01% probability that the F-value is due to
noise. p-values less than 0.0001 indicate that the model is highly significant, model terms A,
B, C, AC, A2, B2, and A2C have p-values less than 0.05, and model terms are also highly
significant, and the order of the degree of influence of single terms on surface roughness
is A > B > C. The R2 of the model is 0.9686, the adjusted R2 is 0.9503, the predicted R2 is
0.9310, and the Adeq accuracy is 24.589, where the variability between the adjusted R2

and the predicted R2 is less than 0.2. They have consistent significance, and the Adeq
accuracy can measure the ratio of signal to noise, and when the ratio is greater than 4, the
accuracy of the model meets the design requirements, so the model accuracy is reliable.
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The parametric equations of surface roughness and influencing factors are obtained from
the above analysis and regression as shown in Equation (3):

Rs = 16.89− 0.0039Vc + 0.11Vf − 1.64Cd + 0.004VcCd + 2.27× 10−7Vc
2 − 0.0019Vf

2 − 2.59× 10−8Vc
2Cd (3)

Table 3. Experimental groups and results.

Group
Vc Vf Cd Rs

Spindle Speed
(r/min)

Feeding Speed
(m/min) Cutting Depth (mm) Surface Roughness (µm)

1 8500 30.1134 10 1.854
2 8500 17.5 10 1.564
3 7000 25 13 2.415
4 10,000 25 7 1.421
5 5977.31 17.5 10 2.103
6 8500 17.5 10 1.654
7 10,000 10 7 0.833
8 10,000 25 13 1.159
9 7000 25 7 2.215
10 8500 4.88655 10 0.713
11 10,000 10 13 0.654
12 7000 10 13 1.586
13 7000 10 7 1.485
14 8500 17.5 10 1.881
15 8500 17.5 10 1.611
16 8500 17.5 10 1.459
17 8500 17.5 4.95462 1.313
18 8500 17.5 10 1.562
19 11,022.7 17.5 10 0.642
20 8500 17.5 15.0454 1.842

21 * 10,000 17.5 10 2.029
22 * 7000 17.5 13 1.086
23 * 8500 25 13 2.612
24 * 8500 10 10 1.075
25 * 8500 10 7 1.102
26 * 8500 17.5 7 1.263

The table with ’*’ is a supplementary verification experiment.

Table 4. Surface roughness analysis of variance.

Model
Sum of Squares Df Mean Square F-Value p-Value Significant

4.67 7 0.6678 52.92 <0.0001 Yes

A-Spindle Speed 2.72 1 2.72 215.29 <0.0001 -
B-Feeding Speed 1.53 1 1.53 121.24 <0.0001 -
C-Cutting Fepth 0.1399 1 0.1399 11.09 0.006 -

AC 0.0688 1 0.0688 5.45 0.0377 -
A2 0.0771 1 0.0771 6.11 0.0294 -
B2 0.1582 1 0.1582 12.54 0.0041 -

A2C 0.1012 1 0.1012 8.02 0.0151 -
Residual 0.1514 12 0.0126 - - -

Lack of Fit 0.0497 7 0.0071 0.3486 0.8989 no
Pure Error 0.1018 5 0.0204 - - -
Cor Total 4.83 19 - - - -

‘-’ means no data.

The response surface model can visually reflect the influence law of the parameter
changes of the interaction term on the surface roughness. Figure 5 shows the response
surface model of the interaction term spindle speed Vc and cutting depth Cd. It can be
concluded in Figure 5a,b that when the feed speed Vf is 17.5 m/min, the surface roughness
of the wood gradually increases as the spindle speed Vc decreases and the depth of cut Cd
increases, and the results are consistent with the conclusions reached by the authors of the
literature [25,32]. On the contrary, if the spindle speed Vc increases and the depth of cut Cd
decreases, the surface roughness of the wood gradually decreases.

In the ANOVA, the feed speed Vf is a highly significant factor, but the interaction term
of the feed speed Vf and the interaction term of the squared term are insignificant terms,
so for the feed speed Vf the effect of a single term on the surface roughness needs to be
analyzed. As shown in Figure 6, when the spindle speed is 8500 r/min, and the depth of
cut is 10 mm, the effect of feed speed on the surface roughness, the solid black line is the
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roughness change curve. In Figure 6, it can be concluded that with the gradual increase
of the feed speed, the surface roughness increases, and the surface quality of the wood
becomes worse, which is in agreement with the results of N Škaljić’s study [32]. The surface
roughness is 1.18 µm at a feed speed of 10 m/min at point A and 1.849 µm at a feed speed
of 25 m/min at point B. The increase in surface roughness is large when the feed speed is
less than 22 m/min, and the increase in surface roughness is soothing when it is greater
than 22 m/min because the main factor affecting the surface roughness at this time is not
the feed speed Vf.
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Minimizing the surface roughness of wood has always been sought after, and the
optimal value of the surface roughness can be solved in the Design–Expert 13.0 optimization
design module. The parameter ranges of spindle speed, feed speed, and depth of cut are
7000–10,000 r/min, 10–25 m/min, and 7–13 mm, respectively. When the spindle speed is
9965 r/min, the feed speed is 10.5 m/min, and the depth of cut is 11.8 mm, the minimum
value of surface roughness is 0.649 µm.
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3.2. Neural Network Analysis of Surface Roughness and Chip Size Correlation

The number of samples for the ANN model was 26 groups, which was consistent with
the CCD experiment. Twenty-one of these data sets were used as training samples (80.77%),
and five sets were used as experiment samples (19.23%). Table 5 shows the twenty-six
sets of ANN model input and output samples, and each input sample contains five types
of data.

Table 5. Chip sizes in selected areas.

Group La (mm) Lb (mm) Lc (mm) Ld (mm) LA (mm) Surface Roughness Rs (µm)

1 0.382 0.692 1.131 1.821 1.007 1.854
2 0.284 0.541 0.871 1.376 0.768 1.564
3 0.492 0.759 1.820 1.988 1.265 2.415
4 0.319 0.462 0.948 1.310 0.760 1.421
5 0.427 0.557 0.955 1.241 0.795 2.103
6 0.306 0.549 0.888 1.455 0.800 1.654
7 0.215 0.313 0.823 1.414 0.691 0.833
8 0.301 0.439 1.793 2.528 1.265 1.159
9 0.421 0.663 1.158 2.470 1.178 2.215
10 0.245 0.388 0.942 1.445 0.755 0.713
11 0.296 0.393 0.865 1.095 0.662 0.654
12 0.464 0.671 1.347 2.354 1.209 1.586
13 0.369 0.489 0.775 1.630 0.816 1.385
14 0.423 0.668 0.889 3.110 1.273 1.881
15 0.391 0.505 0.918 1.903 0.929 1.611
16 0.324 0.484 0.914 1.417 0.785 1.459
17 0.309 0.477 0.911 1.445 0.786 1.313
18 0.312 0.514 0.727 1.368 0.730 1.562
19 0.283 0.405 0.944 1.447 0.770 0.642
20 0.414 0.687 1.475 1.909 1.121 1.842
21 0.504 0.695 0.769 1.345 0.828 2.029
22 0.321 0.518 1.018 1.964 0.955 1.086
23 0.514 0.834 1.241 2.140 1.182 2.612
24 0.315 0.439 0.725 1.314 0.698 1.075
25 0.301 0.438 1.127 2.275 1.035 1.102
26 0.326 0.494 0.809 1.391 0.755 1.263

Figure 7 gives the true and predicted values and errors of the five groups of experiment
samples derived from the training samples of the BP network. The lines in the figure give
the error between the true and predicted values, and the sample predicted values are the
results obtained after 12 training sessions. The error in the graph is below 10% for other
experiment samples except for the fifth experiment sample, which has a large error between
the actual and predicted values. Considering the limitations of the chip measurement area,
there will be a large error in the measurement of some chip sizes, which will lead to an
increase in the chance error of the true value of some samples and a worse prediction,
but the average error of all experimented samples is 5.62%, and the smaller average error
indicates a better reliability of the predicted data [25], and the ANN model can be used to
make a simple prediction of surface roughness by chip size.

Regression analysis of true and predicted values are usually used to assess the validity
and accuracy of ANN models, and it has been pointed out in the literature [33] that the
higher the correlation coefficient R is close to 1, the higher the accuracy of the model fit.
The fitting results of the true and predicted values are shown in Figure 8; the fitted straight
line in the figure can reflect the degree of fit of the sample. Figure 8a shows the fitting effect
of 21 groups of training samples with a correlation coefficient R of 0.922, and Figure 8b
shows the fitting effect of all samples trained with a correlation coefficient R of 0.92752. The
fitting coefficients of the training samples and all samples can indicate the high prediction
accuracy of the developed ANN model.
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Figure 9 shows the predicted values of the ANN model for all samples compared to
the true value results, using MSE, MAPE, and R2 to evaluate the performance of the ANN
model. Demir A et al. pointed out that MAPE is one of the important evaluation criteria,
and the performance of ANN models is high when its value is less than 0.1 [33], and Tiryaki
S, in using MSE to evaluate the model, determined the performance of the network [25].
All samples in the paper had MSE values of 0.025, MAPE values of 0.01, and coefficient of
determination R2 values of 0.95 in the predictions. These error levels are small, the ANN
model has a small fitting error, and the ANN model can be used to predict the effect of chip
size on surface roughness.
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3.3. Surface Roughness and ANN Model Prediction Value Validation

The true values of 26 sets of trials with ANN model predictions and response surface
predictions and errors are given in Figure 10. The figure shows that the error of the predicted
values of groups 21 and 22 in the response surface model is 43.6% and 78.5%, while groups
21 and 22 are supplementary experiments, it can be concluded that the prediction accuracy
of the response surface for supplementary experiments is not high, but the average error of
the predicted values of the response surface is 12.2%, which is a relatively good result. The
maximum error in the ANN model prediction was 41.9%, and this condition was caused
by the error in chip size measurement. The average error in the ANN model prediction
was 7.8%, which was smaller than the average error in the response surface prediction. The
figure also shows that overall, the line graph of the predicted values of the ANN model is
closer to the real values, which again validates that the ANN model can be used to analyze
the effect of chip size on surface roughness.
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Table 6 shows the true values and response surface predictions and ANN model
predictions and errors. The table shows the errors of each group of true values and
predictions; in the overall prediction accuracy, the ANN model is higher than the response
surface model predictions. As a result of this study, the chip size can be used to predict the
surface roughness.

Table 6. Experimental true values with response surface predictions and neural network predictions
and error results.

Group True Value Response Surface
Predicted Values

Neural Network
Predicted Values

Response Surface
Prediction Error

Neural Network
Prediction Error

1 1.854 1.924 1.789 0.038 0.035
2 1.564 1.656 1.493 0.059 0.045
3 2.415 2.337 2.328 0.032 0.036
4 1.421 1.471 1.257 0.035 0.115
5 2.103 1.656 1.952 0.213 0.072
6 1.654 1.656 1.634 0.001 0.012
7 0.833 0.802 0.853 0.038 0.023
8 1.159 1.277 1.205 0.102 0.040
9 2.215 2.168 2.067 0.021 0.067
10 0.713 0.798 0.894 0.120 0.254
11 0.654 0.608 0.653 0.071 0.001
12 1.586 1.668 1.848 0.052 0.164
13 1.385 1.499 1.711 0.082 0.235
14 1.881 1.611 1.836 0.144 0.023
15 1.611 1.656 1.612 0.028 0.001
16 1.459 1.656 1.430 0.135 0.020
17 1.313 1.372 1.315 0.045 0.002
18 1.562 1.656 1.546 0.006 0.010
19 0.642 0.711 0.911 0.107 0.419
20 1.842 1.939 1.788 0.053 0.029

21 * 2.029 1.144 1.951 0.436 0.038
22 * 1.086 1.938 1.184 0.785 0.089
23 * 2.612 2.055 2.635 0.213 0.009
24 * 1.075 1.217 1.169 0.132 0.087
25 * 1.102 1.048 1.079 0.049 0.021
26 * 1.263 1.487 1.517 0.178 0.200

The ‘*’ in the table indicates supplementary experiments.

4. Conclusions

In this study, the CCD experiment and ANN model were used to analyze the variation
pattern of surface roughness of pine wood under various high-speed milling parameters.
The response surface model in the CCD experiment responded to the influence of the
influencing factors on the indexes, and the parameter equations fitted by ANOVA were a
good fit for the experiment group and an average fit for the supplementary experiments.
In addition, the surface roughness predicted by chip size in the ANN model analysis is
more accurate than that of the response surface model in the CCD experiment. Therefore,
the ANN model can be used to predict the surface roughness, but these two methods have
a large error in the prediction of individual samples, and other experimental methods
can be used in subsequent studies, especially increasing the groups of experiments in
the ANN model can play an important role in reducing the error in the prediction of
individual samples.
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