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Abstract: Terrestrial laser scanning (TLS) can provide accurate and detailed three-dimensional (3D)
structure information of the forest understory. Segmenting individual trees from disordered, discrete,
and high-density TLS point clouds is the premise for obtaining accurate individual tree structure
parameters of forest understory, pest control and fine modeling. In this study, we propose a bottom-up
method to segment individual trees from TLS forest data based on density-based spatial clustering of
applications with noise (DBSCAN). In addition, we also improve the DBSCAN based on the distance
distribution matrix (DDM) to automatically and adaptively determine the optimal cluster number
and the corresponding input parameters. Firstly, the proposed method is based on the improved
DBSCAN to detect the trunks and obtain the initial clustering results. Then, the Hough circle fitting
method is used to modify the trunk detection results. Finally, individual tree segmentation is realized
based on regional growth layer-by-layer clustering. In this paper, we use TLS multi-station scanning
data from Chinese artificial forest and German mixed forest, and then evaluate the efficiency of
the method from three aspects: overall segmentation, trunk detection and small tree segmentation.
Furthermore, the proposed method is compared with three existing individual tree segmentation
methods. The results show that the total recall, precision, and F1-score of the proposed method are
90.84%, 95.38% and 0.93, respectively. Compared with traditional DBSCAN, recall, accuracy and
F1-score are increased by 6.96%, 4.14% and 0.06, respectively. The individual tree segmentation result
of the proposed method is comparable to those of the existing methods, and the optimal parameters
can be automatically extracted and the small trees under tall trees can be accurately segmented.

Keywords: individual tree segmentation; TLS point clouds; DBSCAN; distance distribution matrix;
region growth

1. Introduction

With the development and popularization of light detection and ranging (LiDAR)
technology in forestry, LiDAR point clouds have been widely used in the extraction of
individual tree parameters such as tree height [1], diameter at breast height (DBH) [2],
crown diameter [3], volume [4], biomass [5], and forest pest control [6]. As the key process
of extracting tree parameters and monitoring the changes of significance indicators of forest
ecosystem [7], the accuracy of individual tree segmentation is closely related to subsequent
work. However, the top-down data acquisition mode is difficult to obtain detailed under-
story information of trunks and branches [8], which limits its further fine research and
application on the individual tree scale [9]. Terrestrial laser scanning (TLS) has incompa-
rable advantages in airborne LiDAR and unmanned aerial vehicle (UAV) LiDAR, such
as simple operation, efficient, convenient, and no need to carry other equipment [10–12].
However, it is characterized by high density of TLS data and incomplete detection of upper
canopy. In addition, facing the complex forest with dense environment and different sizes
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of individual tree structures, there are still challenges in individual tree segmentation for
TLS point clouds [13,14].

At present, some studies directly apply the individual tree segmentation method for
airborne LiDAR to TLS point clouds. These methods can be divided into two categories:
based on the canopy height model (CHM) [15] and based on point clouds [16]. CHM is a
raster image obtained by interpolation of point clouds describing the top of the canopy [17].
The segmentation method based on point clouds needs to find the highest point of trees
based on K-means clustering [18] and watershed algorithm [19] to carry out the next
clustering. However, due to the shielding effect and low density of TLS point clouds
at the top of canopy, it is difficult to identify treetops and other useful canopy features.
Therefore, although there are some mature methods for individual tree segmentation of
airborne LiDAR [20], these methods for segmentation by identifying canopy height cannot
be directly translated and applied to TLS point clouds [14], due to different observation
geometry and characteristics of point clouds. There are also some studies on segmenting
urban street trees of TLS point clouds [21], but these trees are regularly distributed. This
method has low applicability to the segmentation of TLS point clouds in forest plots.
Lee et al. [22] developed an adaptive clustering method to segment individual trees in
a pine forest for the original LiDAR point clouds. This method is similar to the concept
of watershed segmentation. However, it requires sufficient training data for supervised
learning, and its performance in complex forests has not been tested. Zhong et al. [11]
proposed a top-down hierarchical segmentation method of TLS point clouds. The method
divides a large area of point clouds into local point sets through spatial clustering, and then
further divides the core area and overlapping area of the tree. Xing et al. [23] proposed
a method to segment TLS individual tree point clouds based on voxel layer by layer
clustering. The method obtained the position of individual trees by analyzing the vertical z-
value sequence and clustering layer by layer based on fuzzy C-means algorithm. However,
this method was only applied to separate individual trees of a mongolian oak (Quercus
mongolica Fischr ex Ledebour) plantation in deciduous stage. Tao et al. [14] proposed a
tree crown segmentation method based on ecological theory. The method first identifies
the trunk through density-based spatial clustering of applications with noise (DBSCAN)
algorithm or circular detection method, and then divides the tree crown based on the
shortest path algorithm, which achieved high segmentation accuracy in different test data.
Comesana-cebral et al. [24] proposed an individual tree segmentation method based on
iterative DBSCAN cylinder volume clustering analysis. However, the method is oriented
towards mobile backpack LiDAR point clouds.

It can be seen from the above research that the individual tree segmentation method
starting from the trunk is more suitable for TLS point clouds. The high accuracy of trunk
detection and the reduction in noise points such as brushes and branches play a decisive role
in the segmentation method. In traditional prototype and hierarchical clustering algorithms,
Euclidean distance, Minkowski distance and Manhattan distance are used to evaluate the
similarity between two clusters, and the final clustering structure is mostly spherical or
convex set [25]. These methods have difficulty detecting arbitrary shapes of clusters and
are insensitive to noise data. In contrast, the DBSCAN method can divide regions with
sufficient density into clusters and effectively filter out regions with low density point
to achieve clustering of arbitrary shapes in datasets containing noise [26]. However, the
DBSCAN algorithm requires manual input of neighborhood distance threshold ε and
minimum points of clustering MinPts [27]. The rationality of parameter values directly
affects the accuracy of trunk detection [28]. To sum up, there are still some challenges in
individual tree segmentation for TLS point clouds: (1) In the face of complex forest, the
robustness of individual tree segmentation method for TLS point clouds is low, and it is
easy to miss small trees under tall trees. (2) Although the DBSCAN algorithm has a strong
ability to detect trunk [13,24,29], it needs to manually determine ε and MinPts which cannot
fully automate the individual tree segmentation process.
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The objective of the study is to propose a method to segment individual trees directly
from TLS point clouds to improve the recognition rate of small trees under tall trees in the
vertical forest canopy and the segmentation accuracy of individual trees. We improved the
DBSCAN algorithm to identify and segment individual trees directly and automatically
from the TLS point clouds. This method fully considers the low efficiency of dense TLS
point clouds processing and introduces spatial index for point clouds management. With
the advantage of natural segmentation between trunks, the location of individual trees
can be accurately obtained by analyzing the result of point clouds clustering at breast
height. Then, the region growth clustering algorithm is used to cluster the point clouds
layer by layer from bottom to top with the initial cluster center. Finally, the individual tree
segmentation of point clouds is realized. We test the effectiveness of the proposed method
using Chinese scholar tree plantation and German mixed forest datasets by calculating
recall, precision, and F1-score from overall segmentation results, trunk detection results
and small tree segmentation results. We also compare the total segmentation results of
our method with the traditional DBSCAN method, the CHM method, and the method of
Zhong et al. [11].

2. Methods and Materials

The process of our method is as follows: (1) The improved DBSCAN algorithm is used
to detect trunk on slice data of point clouds and obtain initial clustering results. (2) The
Hough circle fitting method is used to modify the clustering results obtained from trunk
detection to eliminate the interference of brush and other noise data. (3) The remaining
point clouds are divided by region growth to achieve individual tree segmentation of TLS
point clouds.

Since the traditional DBSCAN algorithm needs to manually determine the neigh-
borhood distance threshold ε and the minimum number of points MinPts for clustering,
we proposed an improved DBSCAN method. The improved DBSCAN method can fully
consider the characteristics of dataset, and automatically determine the optimal cluster
number and corresponding input parameters (ε, MinPts) based on distance distribution
matrix (DDM).

2.1. Trunk Detection

There are three main steps for trunk detection: (1) Automatically generate the op-
timal parameters of DBSCAN based on DDM. (2) Initial clustering point clouds based
on improved DBSCAN. (3) Eliminate noise points in initial clustering based on Hough
circle detection.

2.1.1. Generate the Optimal Parameters Based on DDM

The automatic generating parameter method is mainly based on DDM to determine
the parameters ε and MinPts, which makes full use of the dataset’s own distribution
characteristics. The DDM represents the matrix composed of the distances between each
point in the dataset and other points [28]. The following is the introduction of parameter
adaptive generation method based on DDM:

Firstly, calculate the Euclidean distance [30] between the current point pi(i = 1, 2, . . . , N)
and other N − 1 points in the point cloud slice dataset, and establish the distance feature
vector Di [31] (Equation (1)). The Euclidean distance D

(
pi, pj

)
between two points pi and

pj is shown in Equation (2):

Di = [D(pi, p1), D(pi, p2), . . . , D(pi, pN)], (1)

D
(

pi, pj
)
=
√(

pi·x− pj·x
)2

+
(

pi·y− pj·y
)2

+
(

pi·z− pj·z
)2
(j = 1, 2, . . . , N), (2)

Secondly, N elements of distance feature vector Di corresponding to point pi are
arranged in ascending order to obtain ascending distance feature vector Ds,i of point
pi (s = 1, 2, . . . , N). The value of the kth element in the ascending distance feature vector
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Ds,i represents the distance between point pi and its kth neighbor. The point of the front
element indicates that it is closer to point pi. The point of the back element indicates
that it is farther from point pi. Then, calculate the ascending DDM Ds of all points in the
dataset [28] (Equation (3)):

Ds =


D1,1 D2,1 · · · DN,1
D1,2 D2,2 · · · DN,2

...
...

. . .
...

D1,N D2,N · · · DN,N

, (3)

Thirdly, the mean values of each column of the DDM Ds are calculated successively,
which are used as N candidate values of neighborhood parameter ε of DBSCAN algo-
rithm. Then, for each ε candidate value, calculate the sum of number of points in the ε
neighborhood of all points in the dataset. Additionally, its average value is taken as the
corresponding MinPts of the ε candidate value (Equation (4)):

MinPts = ∑N
1 |Nε(pi)|

N
, (4)

Finally, N groups of parameters ε and MinPts are successively taken as input param-
eters of DBSCAN algorithm to obtain the cluster number corresponding to each group
of parameters. With the increase in the parameter ε, the number of clustering clusters
decreases gradually. If the cluster number to the intermediate continuous multiple groups
of parameters is the same, it is considered that the cluster number has the best adaptability,
so it can be regarded as the optimal cluster number.

The automatic generating parameter method does not need manual parameter tuning,
which can avoid the interference of subjective factors in clustering results and reduce the
error of artificial parameter setting. By calculating the distance feature vector between
point pi and other points in the dataset, the ascending distance matrix Ds of all points is
established. This reflects the distribution characteristics of the dataset itself and makes the
clustering process pay more attention to the data itself.

2.1.2. Improved DBSCAN Algorithm Flow

DBSCAN is a density-based clustering algorithm. Its clustering results can be deter-
mined by the tightness of sample distribution [14]. It defines the cluster as the largest set
of points connected according to the specified density and can divide the area with high
enough density into clusters [24].

The improved DBSCAN algorithm is derived from the traditional DBSCAN algorithm
combined with the above automatic parameter generation method. The following is
detailed description of our improved DBSCAN algorithm: (1) By calculating the distance
between two points, obtain the ε neighborhood sample set of all points in the point cloud
slice whose distance is less than or equal to ε. (2) Obtain the core points set satisfying the
condition that the number of points in ε neighborhood is greater than or equal to MinPts.
(3) Initialize the cluster number to 0. (4) The points in the core point set are recursively
processed to expand the cluster until all the points in the core point set are visited. See
Appendix A for more details.

Figure 1 shows the above clustering process of our improved DBSCAN algorithm.
MinPts is set to 5 and ε is the radius of the circle in the figure. Red points are core point
objects because their ε-neighborhood contains at least five points. Black points are not core
point objects. The collection of all the points in the core object ε-neighborhood forms a
cluster. In Figure 1, all points in the circle with the blue arrow on the left form one cluster,
and all points in the circle with the blue arrow on the right form another cluster. Other
points are noise points.



Forests 2022, 13, 566 5 of 18Forests 2022, 13, x FOR PEER REVIEW 5 of 19 
 

 

 
Figure 1. Clustering process of improved density-based spatial clustering of applications with noise 
(DBSCAN) algorithm. 

2.1.3. Eliminate Noise Points Based on Hough Circle Detection 
Point cloud slice D may contain brush point clouds that meet the requirements of 

core points. The improved DBSCAN clustering algorithm cannot eliminate such points, 
which will affect the detection accuracy of trunks to some extent. Therefore, Hough circle 
detection can be performed on the results obtained by the improved DBSCAN clustering 
algorithm to exclude brush point clouds. 

Hough circle detection method uses Hough gradient method to detect circles [30]. In 
this paper, Hough circle detection was performed three times for each initial clustering 
result, namely, the point clouds with breast height above and below 10 cm. The detection 
locations were the point clouds at 10 cm above breast height, the point clouds at breast 
height and the point clouds at 10 cm below breast height. The clusters that passed Hough 
circle detection three times are considered to have successfully detected the trunks. Clus-
ters that fail Hough circle detection are considered as brush points. Finally, the clusters 
that successfully pass Hough circle detection are taken as the initial clustering results. 

2.2. Region Growth Layer-by-Layer Clustering 
Region growth layer-by-layer clustering is the process of aggregating a group of ele-

ments into a larger region [31]. In this paper, the results of trunk detection are used as the 
initial clustering center. Then, the fuzzy C-means algorithm is used to classify the remain-
ing point clouds. The cluster center obtained at layer i is used as the initial cluster center 
at layer i + 1 for layer-by-layer clustering until the points in each layer of point clouds are 
divided. 

The fuzzy C-means algorithm is shown in Equation (5), where m is the fuzziness, N 
is the number of points in this layer, C is the number of clusters, and 𝑥௜ represents the ith 
sample with 3D attribute. In addition, 𝑢௜௝ represents the membership degree of sample 𝑥௜ belonging to cluster 𝑗 (Equation (6)). And 𝑐௝ is the center of cluster 𝑗 (Equation (7)) 
with 3D attribute. ฮ𝑥௜ − 𝑐௝ฮ is a measure of Euclidean distance. 𝐽௠ = ∑ ∑ 𝑢௜௝௠ ቚห𝑥௜ − 𝑐௝หቚଶ஼௝ୀଵே௜ୀଵ , (5) 

𝑢௜௝ = ଵ∑ (||ೣ೔ష೎ೕ||||ೣ೔ష೎ೖ||) మ೘షభ೎ೖసభ , (6) 

𝑐௝ = ∑ ௨೔ೕ೘·௫೔೔ಿసభ∑ ௨೔ೕ೘೔ಿసభ , (7) 
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2.1.3. Eliminate Noise Points Based on Hough Circle Detection

Point cloud slice D may contain brush point clouds that meet the requirements of
core points. The improved DBSCAN clustering algorithm cannot eliminate such points,
which will affect the detection accuracy of trunks to some extent. Therefore, Hough circle
detection can be performed on the results obtained by the improved DBSCAN clustering
algorithm to exclude brush point clouds.

Hough circle detection method uses Hough gradient method to detect circles [30]. In
this paper, Hough circle detection was performed three times for each initial clustering
result, namely, the point clouds with breast height above and below 10 cm. The detection
locations were the point clouds at 10 cm above breast height, the point clouds at breast
height and the point clouds at 10 cm below breast height. The clusters that passed Hough
circle detection three times are considered to have successfully detected the trunks. Clusters
that fail Hough circle detection are considered as brush points. Finally, the clusters that
successfully pass Hough circle detection are taken as the initial clustering results.

2.2. Region Growth Layer-by-Layer Clustering

Region growth layer-by-layer clustering is the process of aggregating a group of
elements into a larger region [31]. In this paper, the results of trunk detection are used
as the initial clustering center. Then, the fuzzy C-means algorithm is used to classify the
remaining point clouds. The cluster center obtained at layer i is used as the initial cluster
center at layer i + 1 for layer-by-layer clustering until the points in each layer of point
clouds are divided.

The fuzzy C-means algorithm is shown in Equation (5), where m is the fuzziness, N
is the number of points in this layer, C is the number of clusters, and xi represents the ith
sample with 3D attribute. In addition, uij represents the membership degree of sample xi
belonging to cluster j (Equation (6)). And cj is the center of cluster j (Equation (7)) with 3D
attribute. ‖ xi − cj ‖ is a measure of Euclidean distance.

Jm = ∑N
i=1 ∑C

j=1 um
ij ‖ xi − cj ‖ 2, (5)

uij =
1

∑c
k=1

( ‖xi−cj‖
‖xi−ck‖

) 2
m−1

, (6)

cj =
∑N

i=1 um
ij ·xi

∑N
i=1 um

ij
, (7)
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Fuzzy C-means algorithm is a process of iteratively calculating the membership degree
uij and cluster center cj until they reach the optimum. For a single sample xi, the sum of its
membership degree for each cluster is one, as shown in Equation (8).

∑c
i=1 uij = 1, (8)

The termination condition of iteration is shown in Equation (9):

maxij

{∣∣∣u(k+1)
ij − uk

ij

∣∣∣} < ε, (9)

where k is the number of iteration steps and ε is the error threshold. The above formula
means that the degree of membership will not change greatly if the iteration continues.
That is, the local optimal is achieved.

In the process of clustering with fuzzy C-means method, the initial membership matrix
U0 is calculated by the initial clustering center C0, and the Vt corresponding to the minimum
of the objective function Jm is obtained iteratively. Then, the fuzzy membership matrix Ut is
calculated by the clustering center Vt. Set the fuzziness m = 2, the number of iterations is 30,
and the critical value of iteration ε is 0.0001. Divide each sample data into the corresponding
category with the largest membership degree. Set to one layer every 0.5 m. Cluster center
obtained at layer i is the initial cluster center of layer i + 1 for layer-by-layer clustering,
until the points in each layer of point clouds are divided.

2.3. Materials
2.3.1. Mixed Forests of TLS Point Clouds in Germany

To test the accuracy of individual tree segmentation based on the improved DBSCAN
algorithm, we use the TLS point clouds provided by Weiser et al. [32] in the research in 2021
(https://doi.org/10.1594/PANGAEA.933426 (accessed on 1 January 2022)). The datasets
are covering some species typical for central European forests. The data collection site is
located in the mixed forests of Bretten and Karlsruhe in Baden-Württemberg, southwest
Germany. TLS point clouds were captured with a RIEGL VZ-400 (RIEGL LMS GmbH 2017)
mounted on a tripod from five to eight static positions per survey, distributed around a
selected group of trees. Its accuracy is 5 mm at 100 m scanning range and point density
is 7000 points/m3. The pulse repetition rate of the sensor is 300 kHz, the vertical angular
step width is 0.017◦ and the horizontal angular step width is 0.017◦. At some positions, an
additional scan was performed using a tilt mount, to capture the top of the trees at proximity.
Figure 2a shows the TLS point clouds of Plot BR04 collected in July 2019. Figure 2b shows
the TLS point clouds of Plot KA09 collected in August 2019.
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2.3.2. Artificial Forest of TLS Point Clouds in China

The other experimental data are point clouds of Chinese scholar trees (Sophora japonica)
collected by FARO FOCUS150 TLS (FARO Technologies, Inc., www.faro.com (accessed on

https://doi.org/10.1594/PANGAEA.933426
www.faro.com
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1 January 2022)) in the spring of 2018 [33]. The sensor has a horizontal field of view of 360◦

and a vertical field of view of 300◦, with a minimum horizontal and vertical step width of
0.009◦. Point density is 4600 points/m3. We adopted the multi-scanning method to obtain
a circular block with a radius of 20 m with good vegetation coverage. The circular plot
with a radius of 20 m was cut into 4 fan-shaped plots on average (Figure 3). The measured
number of trees in each plot was 47, 52, 46 and 33, respectively.
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2.4. Evaluation Methods

We compared the segmented trees with the reference trees from overall segmentation,
trunk detection and small tree segmentation. There are three types in the segmentation
results. If a tree is correctly segmented from the TLS data, it is called true positive (TP). If a
tree is not split from the TLS data but is assigned to nearby trees, it is called false negative
(FN). If a tree does not actually exist but is separated from the point clouds, it is called
false positive (FP). TP, FN, and FP represent correct segmentation, under-segmentation,
and over-segmentation, respectively. The higher TP value, the lower FN and FP value, the
higher accuracy. To evaluate the segmentation method, recall, precision, and F1-score were
calculated using the following Equation [28].

recall =
TP

TP + FN
× 100%, (10)

precision =
TP

TP + FP
× 100%, (11)

F1-score =
2 ∗ recall ∗ precision

recall + precision
, (12)

Recall represents the percentage of correct segmentation in the actual number. Precision
represents the percentage of correct segmentation in the detected number. F1-score compre-
hensively considers the overall accuracy of under-segmentation and over-segmentation
errors. Recall and precision range from 0 to 100%. F1-score ranges from 0 to 1. The higher
recall and precision are, the higher F1-score is. If all trees are correctly divided, then recall
and precision are equal to 100% and F1-score is equal to 1.

3. Results and Analysis

This section explains the results of our individual tree segmentation method from three
aspects of overall segmentation results, trunk detection results, and small tree detection
results. In addition, we also compared our method with individual tree segmentation
methods based on CHM, traditional DBSCAN and Zhong’s method [11]. The segmentation
results of the four methods are shown in Figure 4.
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3.1. Results of Individual Tree Segmentation
3.1.1. Overall Segmentation Result

Figure 5 shows the individual tree detection results and accuracy of six plots. The total
recall, precision, and F1-score of our method in the six plots are 90.84%, 95.38% and 0.93,
respectively. The number of trees in Plot 1, Plot 2, Plot 3, and Plot BR04 is similar, while
Plot 4 and Plot KA09 have fewer trees. The TP and FN values are added to the number of
trees in the actual plot. The recall of individual tree segmentation of the six plots ranges
from 87.18% to 95.74%, with a total value of 90.84%. The value of precision varies from
91.89% to 97.83%, with a total value of 95.38%. The value of F1-score varies from 0.89 to
0.97, with a total value of 0.93. Compared with Plot 2 and Plot 4, Plot 1 and Plot 3 have
better recall, precision, and F1-score. Compared with the complex forest plot, the recall,
precision, and F1-score of the simple forest plot are better. The number of FP in the six plots
is lower than that of FN. The number of FN in complex Plot BR04 is seven which is the
most. The number of FP in complex Plot BR04 is four, which is the most.
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3.1.2. Trunk Detection Results

Figure 6 shows the individual tree segmentation results obtained by using the proposed
method, in which the yellow box is the part of the trunk detected after the initial clustering.
In order to present the tree detection results of the six plots more vividly, we located the
position of each tree by calculating the centroid of the point clouds at the bottom of the tree.
TP indicates that the trunk is correctly detected. FP indicates that there is no trunk, but a
trunk is detected. FN indicates that there are multiple trunks but only one trunk is detected.
The location distribution of the segmentation results of the six plots is shown in Figure 7. A
total of 45 trunks are correctly detected in Plot 1. There is a place where the two trunks are
identified as one (FP is one). A total of 46 trunks are correctly detected in Plot 2. There are
three places where two trunks are identified as one (FP is three). A total of 44 trunks are
correctly detected in Plot 3. There is a place where the two trunks are identified as one (FP
is one). In Plot 4, 30 trunks are correctly detected. There is a place where three trunks are
identified as a single trunk (FP is two). A total of 49 trunks were correctly detected in Plot
BR04. There are three places where the multiple trunks are identified as one (FP is four). A
total of 34 trunks are correctly detected in Plot KA09. There are two places where the multiple
trunks are identified as one (FP is three). As can be seen from the position distribution map,
when the distance between the trunks is very close, these trees will be divided into one
tree. Additionally, the minimum spacing between segmentation trees is determined by the
parameter ε. In conclusion, more than 88% of the trunks could be correctly detected in the six
plots, although the trunks are near or far apart from each other.
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3.1.3. Small Tree Detection Results

In the segmentation results based on the improved DBSCAN algorithm, there are
altogether seven over-segmentation cases, with an error rate of 4.4%. A total of 19, 20 and
22 trees are over-segmented by the other three methods, with an error rate of 7.0%, 7.3%
and 8.1%, respectively. There are 25 under-segmentation errors in the segmentation results
obtained by our method, with an error rate of 9.2%. There are 273 trees and 93 small trees
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in the six plots. A total of 77 small trees are correctly identified and segmented, and the
correct segmentation rate of small trees reached 82.8%. Figure 8a shows the small light blue
tree detected from the TLS point clouds composed of 15 trees, and Figure 8b shows the
small purple tree detected.
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3.2. Comparison with Traditional DBSCAN Method

In the segmentation method based on the traditional DBSCAN, the value of recall
varies from 80.36% to 89.36%, with a total value of 83.88% (Table 1). The value of precision
varies from 87.10% to 95.45%, with a total value of 91.24%. The value of F1-score varies
from 0.84 to 0.92, with a total value of 0.87. The recall, precision and F1-score values of Plot
1 are the highest. In this paper, the results of individual tree segmentation based on the
improved DBSCAN method is compared with the traditional DBSCAN method. As shown
in Figure 4, individual tree segmentation of TLS based on the improved DBSCAN method
improves the recall, precision, and F1-score. Compared with the traditional DBSCAN
method, the recall, precision, and F1-score in Plot 1 are improved by 6.38%, 2.38% and
0.05, respectively. The recall, precision and F1-score in Plot 2 were improved by 5.77%,
2.39% and 0.04, respectively. In Plot 3, recall, precision, and F1-score are improved by
8.69%, 6.87% and 0.08, respectively. In Plot 4, recall, precision, and F1-score are improved
by 9.09%, 4.36% and 0.08, respectively. Compared with the traditional DBSCAN method,
the total recall, precision and F1-score of our method are increased by 6.96%, 4.14% and
0.06, respectively.

Table 1. Segmentation results based on the traditional DBSCAN segmentation method.

Plot Actual Tree Number TP FP FN Recall (%) Precision (%) F1-Score

Plot 1 47 42 2 5 89.36 95.45 0.92
Plot 2 52 43 4 9 82.69 91.49 0.87
Plot 3 46 40 4 6 86.96 90.91 0.89
Plot 4 33 27 4 6 81.82 87.10 0.84

Total artificial forest 178 152 14 26 85.39 91.57 0.88
BR04 56 45 5 11 80.36 90.00 0.85
KA09 39 32 3 7 82.05 91.43 0.86

Total mixed forest 95 77 8 18 81.05 90.59 0.86
Total 273 229 22 44 83.88 91.24 0.87
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3.3. Comparison with CHM Method

In the CHM-based segmentation method, the value of recall varies from 76.92% to
86.96%, with a total value of 81.32% (Table 2). The value of precision varies from 90.70% to
93.10%, with a total value of 91.74%. The value of F1-score changes from 0.83 to 0.90, with
a total value of 0.86. The recall, precision and F1-score values of Plot 3 are the highest. In
this paper, the results of individual tree segmentation based on the improved DBSCAN
method are compared with the CHM-based method. Individual tree segmentation of TLS
based on the improved DBSCAN method improves the results of recall, precision, and F1-
score (Figure 4). Compared with the segmentation method based on CHM, the total recall,
precision, and F1-score of our method improved by 9.52%, 3.64% and 0.07, respectively. The
individual tree segmentation method based on CHM has difficultly detecting small trees
under tall tree crowns, especially when small trees are completely blocked. The distance
between the breast height of small tree and tall tree in the red box in Figure 9 is 1.09 m,
which is much larger than the ε value of the proposed method in Plot 4 of 0.78 m. However,
the small tree in the red box is not correctly detected by the CHM-based segmentation
(Figure 9).

Table 2. Segmentation results based on the CHM segmentation method.

Plot Actual Tree Number TP FP FN Recall (%) Precision (%) F1-Score

Plot 1 47 39 4 8 82.98 90.70 0.87
Plot 2 52 42 4 10 80.77 91.30 0.86
Plot 3 46 40 3 6 86.96 93.02 0.90
Plot 4 33 27 2 6 81.82 93.10 0.87

Total artificial forest 178 148 13 30 83.15 91.93 0.87
BR04 56 44 4 12 78.57 91.67 0.85
KA09 39 30 3 9 76.92 90.91 0.83

Total mixed forest 95 74 7 21 77.89 91.36 0.84
Total 273 222 20 51 81.32 91.74 0.86
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Figure 9. Small tree in the red box is not detected based on CHM segmentation method (the distance
between the breast height of the two trees in the red box is 1.09 m).

3.4. Comparison with Zhong’s Method

In the individual tree segmentation method of Zhong et al. [11], the value of recall
varies from 80.36% to 89.13%, with a total value of 83.52% (Table 3). The value of precision
varies from 88.64% to 95.35%, with a total value of 92.31%. The value of F1-score changes
from 0.86 to 0.92, with a total value of 0.88. In this paper, the results of individual tree
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segmentation based on the improved DBSCAN method are compared with the segmen-
tation method of Zhong et al. [11]. As shown in Figure 4, individual tree segmentation
of TLS based on the improved DBSCAN method improves the results of recall, precision,
and F1-score. Compared with Zhong’s method, the total recall, precision, and F1-score of
our method are improved by 7.32%, 3.07% and 0.05, respectively. Like the individual tree
segmentation method based on CHM, the detection effect of small trees under tall trees is
poor. The segmentation errors of small trees account for 77.8% of under segmentation.

Table 3. Segmentation results based on Zhong’s segmentation method.

Plot Actual Tree Number TP FP FN Recall (%) Precision (%) F1-Score

Plot 1 47 39 5 8 82.98 88.64 0.86
Plot 2 52 42 4 10 80.77 91.30 0.86
Plot 3 46 41 2 5 89.13 95.35 0.92
Plot 4 33 28 2 5 84.85 93.33 0.89

Total artificial forest 178 150 13 28 84.27 92.02 0.88
BR04 56 45 3 11 80.36 93.75 0.87
KA09 39 33 3 6 84.62 91.67 0.88

Total mixed forest 95 78 6 17 82.11 92.86 0.87
Total 273 228 19 45 83.52 92.31 0.88

4. Discussion
4.1. Optimization Verification of Parameters Automatically Obtained

Comesana-cebral et al. [24] proposed an individual tree segmentation method based
on iterative DBSCAN cylinder volume clustering analysis, requiring manual input of two
parameters ε and MinPts. If the value of ε is set very small, a large portion of the data
set will not be clustered into meaningful clusters but will be treated as outliers because it
does not satisfy the number of points within a particular region to define a dense region.
If the ε value is set too high, most of the valuable and meaningless data will be merged
into the same cluster. If the number of points in the cluster is greater than or equal to
MinPts, then these points are considered part of the cluster. If the number of points in the
cluster is less than MinPts, then these points are considered noise points or outliers. Our
improved DBSCAN method can automatically obtain the optimal parameters ε and MinPts.
The choice of these two parameters will affect the result of the trunk detection. The result
of trunk detection is related to the number of trees. During the experiment, N groups of
parameters ε and MinPts are successively taken as the input parameters of the DBSCAN
algorithm to obtain the cluster number corresponding to each group of parameters. If
there is no change in the number of clusters obtained by continuous multiple groups of
parameters, the group of parameters is considered to have the best adaptability.

The automatically obtained ε is 0.72 and MinPts is 9 in Plot 1. When ε is in the range
of 0.2 to 0.75, the cluster number does not change (Figure 10a). Therefore, the obtained
parameters are the optimal values in Plot 1. The automatically obtained ε is 0.76 and MinPts
is 15 in Plot KA09. When ε is in the range of 0.25 to 0.76, the cluster number does not change
(Figure 10b). Therefore, the obtained parameters are the optimal values in Plot KA09. When
ε is small, the cluster number is large, and there will be more over-segmentation errors in
the segmentation results (Figure 11). In the layer-by-layer clustering process of regional
growth, the wrong trunks are assigned the remaining point clouds, which is meaningless
to the wrong trees. When ε is large, the cluster number is small, and there will be more
under-segmentation errors in the segmentation results (Figure 12). Because the value of
ε is set too large, the trunk detection method considers that these point clouds belong to
the same trunk and fails to segment them correctly. Finally, the result of individual tree
segmentation is to allocate the point clouds of multiple trees to one tree. So when the
cluster number does not change, the over-segmentation and under-segmentation errors in
the segmentation result are the least.
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The results show that the parameters obtained automatically by the proposed method
are optimal in artificial forest and mixed forest. In future research, we will automatically
generate the corresponding ε of the tree according to the different distances between
adjacent trees in the sample plot to further improve the segmentation accuracy.
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Figure 10. The relationship between ε and cluster number. Plot 1: The optimal ε is 0.72, MinPts is 9
according to Equation (4). KA09: The optimal ε is 0.76, MinPts is 15. (a) When ε is in the range of
0.2 to 0.75, the cluster number does not change. (b) When ε is in the range of 0.25 to 0.76, the cluster
number does not change.
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4.2. Analysis of Small Tree Detection Results

There are 273 trees in the six plots, including 93 small trees. Among the segmentation
results based on our method, 25 trees are over-segmented, with an error rate of 9.2%. In
the other three methods, 51, 44 and 45 trees are over-segmented, with error rates of 18.7%,
16.1% and 16.5%, respectively. The number of under-segmented trees in method proposed
by Zhong et al. [11] is 45, among which 35 small trees are unsegmented. The results show
that these three comparison methods are easy to miss small trees under tall trees, while
our method can greatly improve the detection ability of small trees. Our method has a
great improvement in reducing the errors of over-segmentation and under-segmentation.
Especially for the reduction in under-segmentation errors, the improvement is more than
doubled. This is because our method can greatly improve the identification of small trees
under tall tree crowns.

4.3. Individual Tree Segmentation Analysis of Complex Forest

In the mixed forest, the recall, precision, and F1-score of segmentation are 87.37%,
94.32% and 0.91, respectively. While in the artificial forest, the recall, precision, and F1-score
of segmentation are 92.70%, 95.93% and 0.94, respectively. The segmentation effect is better
for simple forest types, and relatively poor for individual tree segmentation of forked trees,
multi-trunk trees and other complex trees. Because in the result of segmentation, the trunk
that belongs to one tree may be mistaken for multiple trees, resulting in the phenomenon
of false segmentation. In the case of more complex trunks, the choice of parameters ε and
MinPts is more important. However, the appropriate parameter ε can still bring the point
clouds at the trunk together. When the distance between multiple trunks belonging to the
same tree is much smaller than the distance between different trees, the improved DBSCAN
algorithm will obtain the appropriate value of the parameter ε, so our method can achieve
good segmentation effect in this case. However, the total segmentation effect is not as good
as the simple case of individual trunk. Figure 13 shows an example of partially complex
tree segmentation.
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5. Conclusions

We proposed an improved DBSCAN which can automatically determine the optimal
cluster number and corresponding input parameters based on DDM and applied the
method to segment individual tree from TLS point cloud. This method makes full use of
the characteristic of natural separation between trunks and achieves good results in tree
segmentation. In addition, we use TLS data of Chinese artificial forest and German mixed
forest to evaluate the efficiency of the method. The results show that the method improves
the detection of small trees under tall trees and reduces the error of under-segmentation
and over-segmentation. By comparing three existing methods, the proposed method can
achieve high segmentation accuracy and segment the trunk from the point cloud without
missing the details of the crown. This study lays a foundation for the calculation and fine
modeling of tree height, DBH, biomass and other parameters based on TLS point clouds.
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Appendix A

Firstly, obtain the point cloud slice D = {p1, p2, . . . , pm} at the top and bottom 10 cm
of the breast height after point clouds preprocessing, and initialize the core point object
Ω = ∅. Then, starting from any point pj(j = 1, 2, . . . , m) in point cloud slice D, find the
set of points q in point cloud slice (including point pj itself). Satisfy that the Euclidean
distance between point pj and any other point q in point cloud slice D is less than or equal
to ε. Record the set of points q as Nε

(
pj
)
, that is, the ε neighborhood sample set of point pj

(Equation (A1)):
Nε

(
pj
)
=
{

q ∈ D
∣∣dist

(
pj, q

)
≤ ε
}

, (A1)
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Secondly, if there are enough points in the ε neighborhood sample set of point pj, and
the number is greater than or equal to MinPts (Equation (A2)). Then, point pj is marked as
the core point and add the point pj to the core point object set Ω = Ω ∪

{
pj
}

. Repeat the
above steps for the remaining points in point cloud slice D, and constantly update the core
point object set Ω until all the core points in point cloud slice D are found.∣∣Nε

(
pj
)∣∣ ≥ MinPts, (A2)

Thirdly, initialize the cluster number k = 0 and the unvisited sample set τ. Record the
current visited sample set τold = τ.

Fourth, select a core point object o from the core point object set Ω randomly, and
initialize the queue Q = {o}. (1) Take the first sample q in queue Q. If the number of points
in the ε neighborhood of sample q is greater than or equal to MinPts, then set ∆ = Nε(q)∩ τ,
and add the sample in ∆ to queue Q, then set τ = τ − ∆. (2) Next, take the next sample
q from the queue Q, repeat process (1) in step 4 to calculate the number of points in the
ε neighborhood of sample q and subsequent operations, until all samples in queue Q are
calculated. When queue Q is empty, that is, all the samples in queue Q are calculated,
then set k = k + 1 and a new cluster is formed. Record the new cluster as Ck = τold − τ,
update the core point object set Ω = Ω− Ck at the same time. (3) Finally, repeat the whole
process of (1) and (2) in step 4 until the core point object set Ω is empty. The final clusters
C = {C1, C2, . . . , Ck} represent the initial clustering results of trunk detection.
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