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Abstract: Due to the lack of forest resources in China and the low detection efficiency of wood
surface defects, the output of solid wood panels is not high. Therefore, this paper proposes a
method for detecting surface defects of solid wood panels based on a Single Shot MultiBox Detector
algorithm (SSD) to detect typical wood surface defects. The wood panel images are acquired by an
independently designed image acquisition system. The SSD model included the first five layers of the
VGG16 network, the SSD feature mapping layer, the feature detection layer, and the Non-Maximum
Suppression (NMS) module. We used TensorFlow to train the network and further improved it on the
basis of the SSD network structure. As the basic network part of the improved SSD model, the deep
residual network (ResNet) replaced the VGG network part of the original SSD network to optimize
the input features of the regression and classification tasks of the predicted bounding box. The solid
wood panels selected in this paper are Chinese fir and pine. The defects include live knots, dead
knots, decay, mildew, cracks, and pinholes. A total of more than 5000 samples were collected, and
the data set was expanded to 100,000 through data enhancement methods. After using the improved
SSD model, the average detection accuracy of the defects we obtained was 89.7%, and the average
detection time was 90 ms. Both the detection accuracy and the detection speed were improved.

Keywords: solid wood panel; machine vision; defects recognition; SSD

1. Introduction

Wood products are environmentally friendly. The appearance and performance of the
wood are good, and the economic value and artistic value are high. As of December 2019,
the Chinese total forest area reached 220 million hectares, with a forest coverage rate of
22.96%. However, Chinese per capita forest is less than 1/6 of the world’s average, so it is
of great importance to increase the wood output rate and reduce waste. This requires us to
efficiently locate and classify wood defects and retain valuable wood [1].

Defects in wood affect the strength and texture of the wood and must be removed
during processing. Traditional detection of solid wood panels adopts the method of manual
marking identification and later processing. Since the 21st century, the wood industry has
also been actively exploring intelligent processing technology. As one of the emerging
technologies, image processing technology has been widely used in wood detection [2,3].
The image processing procedure is roughly as follows: (1) obtaining the raw data (usually
by scanning) from the sensor [4,5]; (2) extracting features and patterns from the data [6,7];
(3) making a decision after analyzing the information [8,9]. Digital image processing
technology can identify wood defects, but the actual detection process is complex. Image
segmentation [10,11] and the feature extraction process are usually very difficult, since the
natural texture of wood products is complex, and defect types are quite different. Therefore,
it is difficult to ensure the detection speed and accuracy. The application of deep learning
methods [12–14] can improve the detection precision of surface defects of solid wood
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panels and achieve better detection performance on the premise of reducing the time of
image processing.

Zhang [15] combined PCA with compression sensing methods for wood defect de-
tection and used the least square method to classify the characteristics of different types
of defects. Xie [16] took dead knots, pole and live knots of wood as research subjects and
conducted in-depth studies on wood image segmentation and pattern recognition methods.
Peng [17] proposed a wood defect detection for a tree species identification method based
on 3D laser scanning. The measurement error of defect surface area and volume was less
than 5%. Wang [18] used a fuzzy pattern recognition method to detect the surface defect
level of particleboards in motion and calculated the number of defects, defect area and
damage degree. Pahlberg [19] used thermal cameras to detect cracks in parquet floors, with
an average classification accuracy of 0.8. Yang [20] used a 3D laser sensor system to classify
and identify surface defects of lumber and agri-crop straw-based panels by selecting insect
holes and dents as detection objects and obtained the final classification accuracy of 94.67%
after applying SVM. Badrinarayanan [21] proposed a full convolution neural network
for pixel segmentation with good segmentation performance, while Guo [22] proposed a
multi-focus image fusion method based on a full convolution network. In recent years,
algorithms related to extreme learning machines and other methods have been constantly
improved and widely applied in practice [23–25].

In this paper, the SSD model is improved with the deep residual network. The
performance of the improved model is compared with the single SSD model. The results
show that the network structure used in this paper can improve the detection accuracy of
surface defects of solid wood panels on the premise of reducing image processing time.

2. Materials and Methods
2.1. Image Acquisition and Environment Configuration

In this paper, the research object is the solid wood panel mainly made of Chinese fir
and pine wood. We mainly detect the most representative defects such as knots, pinhole,
crackle and decay on the surface of the solid wood panels. These defects will not only
affect the appearance of the wood product but also cause the decrease in its physical and
mechanical properties. The impact of several kinds of defects also varies with the type and
the size of the defect. Worm holes with a diameter of less than 3 mm have a small effect
on the performance of the wood and can be retained, but worm holes with a diameter of
more than 5 mm need to be removed. The crack areas of the wood all need to be removed.
Therefore, the judgment and treatment of the above defects are of great significance to the
utilization of wood.

The image acquisition device for surface defects of solid wood panels set up in this
paper is shown in Figure 1, which mainly includes a conveyor belt and linear CCD camera
(LA-GC-02K05B, with a frequency of 1280 rows). Bar line light source (LCOL-300-25) is
selected to provide a uniform light source. The transmission belt drives the solid wood
panel to reach the illumination area at a uniform speed. The CCD industrial camera collects
the surface image of the solid wood panel under the uniform illumination condition,
and transmits the collected information to a PC for image processing. Table 1 shows the
hardware and software environment configuration adopted in this paper.
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Figure 1. Image acquisition device for solid wood surface defects.

Table 1. Software and hardware environment configuration table.

Hardware and Software Name

System Windows 10
CPU Intel Xeon W-2155@3.30 GHz

Main panel Dell 0X8DXD Core i7
Graphics card Nvidia GeForce GTX 1080 Ti

Environment language Python3.6/C++
Environment configuration PyCharm + Visual Studio 2015
Deep learning framework TensorFlow1.8.0

2.2. Establishment of Database

Using the image acquisition system in Figure 1, we have obtained more than 5000 pieces
of 300 × 300 pictures of solid wood panels with defects. These defects mainly include
six characteristic defects such as dead-knot, live-knot, decay, mildew, crackle, and pinhole.
Parts of the sample images collected are shown in Figure 2.
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In order to enrich the sample data, data enhancement has been carried out on the
sample pictures, which have been obtained to meet the requirements of network training
and avoid overfitting. According to the characteristics of solid wood panel images, the
data enhancement process is implemented in the following three ways: (1) on the basis
of ensuring the invariability of rotation and tilt of defect images, rotate defect images
by different angles, and mirror the image based on horizontal and vertical directions;
(2) adjust the brightness and saturation of defect images to simulate images taken under
different lighting conditions; (3) randomly scale the defect image, 0.8 and 1.2 scales were
selected. Through data enhancement, the original data set is expanded by 20 times so that
the training sample data reaches more than 100,000 pieces. As shown in Figure 3, the defect
image data of a solid wood panel is expanded. Then the obtained sample pictures are
manually labeled. Parts of the labeled pictures are shown in Figure 4.
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2.3. SSD Model

Liu [26] proposed an SSD network algorithm. The basic network of the SSD network
model is VGGNet (Visual Geometry Group) [27]. The SSD model constructed in this paper
includes the first five layers of the VGG16 network, an SSD feature mapping layer, a feature
detection layer and NMS (non-maximum suppression) module, as shown in Figure 5. The
first five layers of the VGG16 network are used for feature extraction. The SSD feature
mapping layers are composed of a multi-layer convolutional neural network. The SSD
feature mapping layers are used to map the default border score and the default border
bias information. The feature detection layer can map all prediction results. The NMS
module can process all the predicted results and finally output the prediction results of
the detection.
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Figure 4. Partially annotated sample images. Different colored boxes indicate different defects, green
colored boxes indicate live knots, blue colored boxes indicate dead knots, and red colored boxes
indicate mildew, etc.
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2.4. General Procedure of SSD Algorithm

Given an input image and its truth value label, the processing flow of the SSD algo-
rithm is as follows: (1) the input image is convolved in a series of CNN layers to obtain a
certain number of feature graphs with different sizes (for example, 10 × 10, 6 × 6, 3 × 3);
(2) The convolution filter of 3 × 3 is used to evaluate the default bounding box of target lo-
cation in each feature graph. These default bounding boxes refer to the anchor mechanism
of the Faster R-CNN algorithm. (3) Forecast the position offset and classification accuracy
of each bounding box; (4) network training; (5) NMS algorithm is used to match the correct
bounding box; (6) output classification results and bounding boxes.

The NMS algorithm process is as follows: Firstly, calculate the area of all bounding
boxes, sort and score them according to the order from large to small. Then, the size of the
intersection region of the bounding box with the highest ranking and the second highest
ranking in the current sorting is cyclically calculated, as well as the proportion of the
intersection region in the total region of the two bounding boxes (IoU). Then, the threshold
set beforehand is compared with the IoU. If the former is larger, the bounding box of the
second highest one is removed; otherwise, the second highest bounding box is retained.
Finally, the remaining bounding boxes are processed in turn as described above.

The SSD algorithm uses a multi-scale method to obtain multiple feature maps of
different scales. In this paper, it is assumed that m-layer feature maps are used for model
detection. Then the formula for calculating the default frame ratio of the first k feature map
is as follows:

Sk = Smin +
Smax − Smin

m− 1
(k− 1), k ∈ (1, 2, · · · , m) (1)
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where Smin is the minimum ratio of the default bounding box to the input image, Smax
is the maximum ratio of the default bounding box to the input image. Under normal
circumstances, Smin is set to 0.2 and Smax is set to 0.95.

The SSD algorithm references many anchors of the Box mechanism of the Faster
R-CNN algorithm and sets multiple aspect ratios for the default border of the same feature.
Generally, these aspect ratios r are in the range of

{
1, 2, 3, 1

2 , 1
3

}
. Then the width of

the bounding box wα
k = Sk

√
αr, and the length of the bounding box hα

k = Sk/
√

αr can
be calculated. Among them, when the aspect ratio r = 1, an additional bounding box
S′k =

√
SkSk+1 is added. Six default bounding boxes are set with different aspect ratios. At

the same time, the center position of the default bounding box is expressed as:(
a + 0.5
| fk|

,
b + 0.5
| fk|

)
(2)

where | fk| is the size of the first k feature map, a, b ∈ {0, 1, · · · , | fk − 1|}, and the coordi-
nates of the default bounding box are set in the range [0,1].

Mapping the default bounding box of the feature layer to the original image coordi-
nates, there are:

xmin =
cx − wb

2
w f eature

wimg =

(
a + 0.5
| fk|

− wb
2

)
wimg (3)

ymin =
cx − hb

2
h f eature

himg =

(
a + 0.5
| fk|

− hb
2

)
himg (4)

xmax =
cx +

wb
2

w f eature
wimg =

(
a + 0.5
| fk|

+
wb
2

)
wimg (5)

ymax =
cx +

hb
2

h f eature
himg =

(
a + 0.5
| fk|

+
hb
2

)
himg (6)

where cx and cy represent the center coordinate values of the default bounding box of the
feature layer, wb and hb represent the width and height values of the default bounding box
of the feature layer, w f eature and h f eature represent the mapping of the original image width
and height values on the feature map, wimg and himg represent the width and height values
of the original image, (xmin, ymax, xmin, ymax) is the coordinate of the four vertices of the
default bounding box mapped on the original image.

2.5. Loss Function

In the SSD algorithm network, the default bounding box is trained to find the most
consistent detection box. The target loss function is usually established to achieve the
regression of the actual detection box position and target type. The target loss function is
calculated by the weighted sum of confidence loss and position loss. The specific form of
the target loss function is as follows:

L(z, c, l, g) =
1
N

(
Lcon f (z, c) + αLloc(z, l, g)

)
(7)

where N is the number of default bounding boxes that match the actual detection box,
Lcon f (z, c) and Lloc(z, l, g) are the confidence loss and position loss, respectively, z is the
matching result of the actual detection box and the default bounding box, c and l are the
confidence and position confidence of the predicted target bounding box, respectively, g is
the position information of the predicted target bounding box, α is the weight between the
confidence loss and the position loss, which is set to 1 in this paper.
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In this paper, Lcon f (z, c) and Lloc(z, l, g) are calculated using Smooth L1 Loss [28].
The calculation formula is as follows:

Lcon f (z, c) = −∑
i,j,p

xp
ij log

(
cp

i

)
−∑

i,p

(
1− ∑

j,q=p
xp

ij

)
log
(

1− cp
i

)
(8)

Lloc(z, l, g) =
1
2 ∑

i,j
xp

ij||li − gp
j ||

2
2 (9)

where xp
ij is the first j actual detection frame matched by the first i default bounding box

of category p to which the target belongs.
The SSD algorithm combines the fast detection speed of the YOLO algorithm and the

high detection accuracy of the Faster-CNN algorithm. It eliminates the full connection
layer that consumes a lot of computing resources in the YOLO algorithm. Meanwhile,
multi-scale feature maps are mapped on the detections layer to cover target categories of
different sizes in the input images.

2.6. Deep Residual Network

With the deepening of the network, there is a phenomenon that the accuracy of the
training set decreases due to non-overfitting [29]. He [30] put forward a new kind of
network structure for this problem, namely the Deep Residual Network, also known as
ResNet. ResNet allows the network to be deepened as much as possible. The Shortcut
Connection structure is introduced to transform the direct mapping of the original deep
network into a residual mapping. When the parameter is passed, some layers will be
skipped and directly enter the subsequent network layer, thereby reducing the complexity
of the model.

The Shortcut Connection of ResNet is shown in Figure 6a. There are two types of map-
ping: Identity Mapping and Residual Mapping. Identity Mapping refers to the part x that is
directly connected by skipping two weight layers in the above figure, and the other Residual
Mapping refers to the part F(x) that passes through two weight layers, so the final output
is y = F(x) + x. Generally, each Shortcut Connection structure is called a building block. If
the network has reached the optimal level, continuing to deepen the network, Residual
Mapping will be ignored and only Identity Mapping is left. In theory, the network is kept in
an optimal state, and the performance of the network will gradually improve as the depth
increases. Figure 6b,c are two designs of Shortcut Connection with similar time complexity.
We chose ResNet101 (structure (b) shown in Figure 6), using the first 1 × 1 convolution to
reduce the dimension of the current feature map to 64 dimensions, and finally restored it
to the original dimension through 1 × 1 convolution. The number of parameters used to-
tally is: 1 × 1 × 256 × 64 + 3 × 3 × 64 × 64 + 1 × 1 × 64 × 256 = 69,632, and without the
Bottleneck structure, the parameters needed would be two convolutions of 3 × 3 × 256,
and the number of parameters at this time would be: 3 × 3 × 256 × 256 × 2 = 1,179,648.
By using ResNet, we reduce the calculation of parameters by nearly 17 times.

The application of a deep residual network can avoid the network degradation and
precision decline caused by the increase in depth of the VGG network. It can also optimize
the performance of the SSD algorithm and improve the detection speed and accuracy of
the SSD model. After selecting the ResNet101 network to replace the VGG16 network, the
original SSD network framework becomes the structure shown in Figure 7.
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3. Results

First, we use the SSD network structure shown in Figure 5 to develop an SSD algorithm
program based on the TensorFlow deep learning framework and input the newly collected
300 × 300 RGB solid wood board images into the SSD program. The number of training
iterations is set to 20,000, the accuracy of the recognition is judged by the confidence of
the predicted rectangular frame to obtain the position of the predicted rectangular frame
(center coordinates, length and width) as the positioning information to identify the target,
and the recognition results are shown in Table 2.

Table 2. Detection results of the detection model.

Wood Defect
ResNet + SSD Algorithm SSD Algorithm

Accuracy of Training Set Accuracy of Test Set Accuracy of Training Set Accuracy of Test Set

Live knot 0.984 0.970 0.962 0.917
Dead knot 0.962 0.924 0.936 0.884

Decay 0.922 0.875 0.884 0.804
Mildew 0.912 0.860 0.801 0.700
Crackle 0.992 0.967 0.995 0.956
Pinhole 0.838 0.786 0.625 0.455

Average accuracy 0.935 0.897 0.867 0.786
Average detection time 90 ms 116 ms
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As shown in Table 2, the average recognition rate of the surface defects of a solid
wood panel using the general SSD algorithm is 0.867. The detection accuracy is not enough,
which cannot meet the requirements of industrial applications. Not only does it miss the
detection, but it also deviates from the envelope of the target bounding box, especially
the recognition rate of small targets, such as holes, is lower than 0.5, so the algorithm still
needs to be improved. Therefore, the traditional SSD algorithm is optimized in this paper.

The ResNet network is used to replace the VGG network part on the basis of the
SSD network. The improved network structure is shown in Figure 7. During training, the
original SSD model parameters are used as the initialization parameters of the improved
model for adjustment, and the maximum number of training iterations is set to 20,000. The
recognition results are shown in Table 2. The ResNet + SSD model has good detection
performance on defects such as live knots and dead knots compared with the traditional
SSD model. For the same samples, the total recognition accuracy of the ResNet + SSD
algorithm reached over 92%. Table 2 shows a comparison of the results of the two models.

In this paper, the ResNet + SSD algorithm is designed to detect the surface defects
of the solid wood panel. The SSD algorithm involves the predicted box mechanism.
After the solid wood panel image passes through the network, the specific recognition
comparisons of the above-mentioned SSD algorithm and the improved algorithm are
shown in Figures 8 and 9. Figure 8 is the recognition result based on the SSD algorithm.
Figure 9 is the recognition result based on the ResNet + SSD algorithm. Compared with
Figures 8 and 9, the ResNet + SSD algorithm can detect the defects that the SSD algorithm
can detect while detecting smaller defects and obtaining higher accuracy.
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4. Discussion and Conclusions

In order to improve the performance of the traditional image processing method
to detect solid wood defects, this paper proposes an improved SSD solid wood defects
detection model improved with ResNet to target and identify major defects such as knots,
decay, mildew, crackle and pinhole. The detection results show that the performance of the
proposed model meets the needs of industrial production. The average detection accuracy
of surface defects detected by the SSD algorithm is 0.8666, and the average detection time
is 116 ms. Although the SSD structure has good recognition performance on knots and
cracks, it has poor recognition performance on small defects. Therefore, ResNet is used
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to replace the VGG-16 network in the original SSD algorithm. The original SSD model
parameters are used as the initialization parameters of the improved model to adjust
the network structure. This avoids network degradation while increasing the number of
network layers to improve detection accuracy. By comparing and analyzing the SSD and
the ResNet + SSD algorithms, it is concluded that the detection accuracy and detection time
of the SSD algorithm optimized by ResNet are improved by 0.141 and 0.2241 compared
to the SSD algorithm, respectively, which can more accurately and quickly identify and
locate defects.

In this paper, the detection of the surface defects of solid wood panels only stays at
the stage of single-sided detection, and the double-sided detection of solid wood panels
needs to be realized in the future. At the same time, we optimized the SSD algorithm and
improved the detection accuracy and detection time, but the envelope deviation of the
target bounding box still exists. The algorithm should be further improved at a later time
to improve the detection performance.
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