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Abstract: Very high resolution satellite imageries provide an excellent foundation for precise mapping
of plant communities and even single plants. We aim to perform individual tree recognition on the
basis of very high resolution RGB (red, green, blue) satellite images using deep learning approaches
for northern temperate mixed forests in the Primorsky Region of the Russian Far East. We used a
pansharpened satellite RGB image by GeoEye-1 with a spatial resolution of 0.46 m/pixel, obtained
in late April 2019. We parametrized the standard U-Net convolutional neural network (CNN) and
trained it in manually delineated satellite images to solve the satellite image segmentation problem.
For comparison purposes, we also applied standard pixel-based classification algorithms, such as
random forest, k-nearest neighbor classifier, naive Bayes classifier, and quadratic discrimination.
Pattern-specific features based on grey level co-occurrence matrices (GLCM) were computed to
improve the recognition ability of standard machine learning methods. The U-Net-like CNN allowed
us to obtain precise recognition of Mongolian poplar (Populus suaveolens Fisch. ex Loudon s.l.) and
evergreen coniferous trees (Abies holophylla Maxim., Pinus koraiensis Siebold & Zucc.). We were able
to distinguish species belonging to either poplar or coniferous groups but were unable to separate
species within the same group (i.e. A. holophylla and P. koraiensis were not distinguishable). The
accuracy of recognition was estimated by several metrics and exceeded values obtained for standard
machine learning approaches. In contrast to pixel-based recognition algorithms, the U-Net-like
CNN does not lead to an increase in false-positive decisions when facing green-colored objects that
are similar to trees. By means of U-Net-like CNN, we obtained a mean accuracy score of up to
0.96 in our computational experiments. The U-Net-like CNN recognizes tree crowns not as a set of
pixels with known RGB intensities but as spatial objects with a specific geometry and pattern. This
CNN’s specific feature excludes misclassifications related to objects of similar colors as objects of
interest. We highlight that utilization of satellite images obtained within the suitable phenological
season is of high importance for successful tree recognition. The suitability of the phenological
season is conceptualized as a group of conditions providing highlighting objects of interest over
other components of vegetation cover. In our case, the use of satellite images captured in mid-spring
allowed us to recognize evergreen fir and pine trees as the first class of objects (“conifers”) and
poplars as the second class, which were in a leafless state among other deciduous tree species.

Keywords: tree recognition; machine learning; convolutional neural network

1. Introduction

Fast and precise recognition of tree species in forest stands is a challenging perspective
direction for the application of remote sensing methods. Ground-based research yields
accurate results, but it is costly and often difficult to carry out. Satellite systems are
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increasingly used in forest science and provide a better understanding of forests’ spatial
structures. In the past decades, satellite and airborne imageries of very high resolution
(VHR) (<1 m/pixel) were extensively used for vegetation objects recognition [1].

To date, a large number of free VHR RGB (red, green, blue) satellite images are
available. Moreover, VHR images taken from unmanned aerial vehicles (UAVs) of various
vegetation types have been collected and used in vegetation studies. These include, but
are not limited to, vegetation mapping [2–4] or recognition of damaged forest sites [4–8].
VHR space- and airborne images make it possible to recognize individual plants with
relatively large linear sizes, e.g., tree crowns [9–17]. Recognition accuracy in such studies
significantly depends on the test images used for metrics computation. In general, it is
possible to achieve accuracy values up to 0.93 [5] and 0.94 [8] in the case of detecting
damaged forest areas, and at least 0.84 in the case of species mapping [3].

The rapid development of deep learning (DL) methods, such as convolutional neural
networks (CNNs), opens up wide opportunities for using RGB (red, green, blue) imagery
in ecology [18–20]. Traditional machine learning (ML) methods and object recognition
approaches, relying on the colors and brightness of single pixels belonging to the objects
of interest (which falls not only in the visible spectrum), are widely used when analyzing
multispectral space- and airborne images obtained from different sources of remote sensing
data [21–24]. Exploiting near-red channels provides enough information to separate trees
from other ground-based patterns/objects. However, it is not always possible to use
multispectral imagery, and in this instance, the deep learning approach becomes efficient
because deep neural networks are able to recognize specific patterns in RGB images and
learn the context surrounding the object of interest.

Internally, CNNs process images by mapping a pixel and its neighbors into a relatively
small set of features. These features are further processed into a class label or a probability-
like value, which can be interpreted as a measure for the pixel to belong to the area of
interest. The ability to account neighborhood pixel values, and thus correlations between
pixels and even groups of pixels (which could be called patterns), is the main advantage
of a deep learning approach over pixel-based algorithms. All these methods are able to
process an arbitrary number of spectral bands at a time, but CNNs could learn patterns
and context [3]. Along with incredible learning capacity, this feature of neural networks
significantly enriches image processing methodology and is a major contributor to modern
computer vision approaches in general. In addition to the usefulness of CNNs in forest
science, several methodological issues still need to be addressed.

Comparison of DL and standard ML methods followed by applying specific feature
engineering techniques, such as grey level co-occurrence matrices (GLCM), is not new [25].
There are many applied problems that can be solved by traditional ML algorithms, which
have accuracy scores comparable to those obtained by DL approaches [26]. However,
there are gaps in research related to the problem of tree species recognition, especially
cases connected to employing pansharpened RGB satellite imagery. To fill this gap, we
conducted a comparison study of the DL approach and shallow ML methods [27] with
an extended set of pattern-specific features obtained by means of a GLCM-approach. We
also investigate new possible uses for CNNs and describe a methodology that can be easily
extended to other temperate or boreal forests.

In this paper, we aimed to demonstrate how the problem of precise recognition of
a group of two coniferous evergreen species (Abies holophylla Maxim., Pinus koraiensis
Siebold & Zucc.) and one deciduous broadleaf species (Populus suaveolens Fisch. ex Loudon
s.l.) could be handled by means of CNN trained in RGB pansharpened satellite imagery
acquired during the spring period before full leaf flushing.

2. Materials and Methods
2.1. Study Site and Objects

The study area is located in the vicinity of Vladivostok (44.17◦ N 131.99◦ E), the north
temperate mixed forest zone (Figure 1) [28]. Two evergreen coniferous trees, Manchurian
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fir (Abies holophylla) and Korean pine (Pinus korainesis), are key species forming a tree
canopy in the primary forest along with deciduous broadleaf tree species (Betula costata
Trautv., Fraxinus mandshurica Rupr., Juglans mandshurica Maxim., Kalopanax septemlobus
(Thunb.) Koidz., Phellodendron amurense Rupr., Tilia amurensis Rupr., and Quercus mongolica
Fisch. ex Ledeb.). These forests can usually be stratified into three layers. The tree layer
normally includes three sublayers, formed by species of different growth forms and life
strategies. Their usual height is 25–35 m, but on rich sites, P. koraiensis and A. holophylla
can reach 45 m, exceeding the height of all other canopy trees and forming a sparse cover
above the canopy. The development of this middle tree layer is determined mainly by
the gap structure of the canopy and by site parameters such as soil nutrient and moisture
regimes, slope aspect and steepness, etc. [28]. Mongolian poplar (Populus suaveolens s.l.)
is a common tree species in the local primary forest. Single poplars and groups of trees
usually grow on mountain slope habitats and prefer moist soil areas with groundwater
flows but more often form riparian forests across their distribution range [29,30]. Important
structural features of this community are (1) that the assimilation organs of different species
are located vertically throughout the entire forest profile and (2) that trees of some species
form clumps of different sizes, caused by both gap dynamics and competition for light [28].
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Figure 1. The study area, urbanized territories highlighted in black and the area of interest indicated
by a red polygon.

In the past, this type of forests occupied the southern part of the Primorsky re-
gion [31,32]. Due to intensive logging and fires, forests with Abies holophylla and Pinus
korainesis remain undamaged in negligible areas only. Frequent fires alter site conditions
and lead to the formation of secondary forests dominated by Quercus mongolica and Betula
dahurica Pall. with a shrub layer of Lespedeza bicolor Turcz. [33].

2.2. Remote Data

We used pansharpened VHR satellite RGB images obtained from the GeoEye-1 satellite
system (https://earth.esa.int/web/eoportal/satellite-missions/g/geoeye-1, accessed on
1 December 2020). These images had a resolution of 0.46 m/pixel and were captured on
28 April 2019 (ID number 1050010015D4FE00). The satellite snapshot covered the vicinity
of Vladivostok city (parts of the Muravyov-Amursky Peninsula and Russky Island) and

https://earth.esa.int/web/eoportal/satellite-missions/g/geoeye-1
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had a land surface area of 243 km2 in total, including a forested area of approximately
175 km2 (Figure 1).

The resolution of satellite imagery does not provide enough information to tell trees of
Abies holophylla and Pinus koraiensis apart. Thus, we coupled these two species into one group
called “coniferous trees”. Late April 2019, the season in which the snapshot we used was
taken, was appropriate for the recognition of these two evergreen species since deciduous
trees had not developed leaves, with the exception of Populus suaveolens (Table A1). This
allowed us to perform recognition of P. suaveolens. In the second half of April, a few shrub
and undergrowth species along with small trees like Prunus padus L. and Sambucus racemosa L.
may have green leaves. However, when grown under a forest canopy and therefore covered
with the leafless branches of larger trees, they could not be identified by the satellite data we
had. The same applies to an undergrowth of coniferous species. In this work, we deliberately
limited ourselves to forested areas, because in urbanized areas there could be non-native
ornamental evergreen trees and shrubs that started early leaf flushing.

2.3. Image Preparation

Originally, pansharpened satellite images were provided without special atmospheric
corrections and encoded in RGB-colorspace. For training purposes, we used five cropped
images of different sizes with a resolution of up to 2560 × 2560 pixels (approx. 1 × 1 km on
the Earth’s surface). Thus, RGB images had shape (w, h, 3), where w and h are the number
of pixels per width and height, respectively, and 3 is the number of image channels.

These images were manually delineated to distinguish pixels belonging to poplars
and coniferous tree classes. Results of such delineation were saved as two separate binary
(mask) images. Mask images differed only in the number of channels (which was equal
to 1). Each segmentation class had its own mask image; in the CNN training step, these
images were stacked into the 2-channel image, i.e., the mask used in the training process
had the shape (w, h, 2).

Training data were generated in batches of size (10, 256, 256, 3) for RGB images and
(10, 256, 256, 2) for corresponding mask images. The batches consisted of sub-images
of 256 × 256 pixels that were randomly cropped out from the original satellite images
chosen for the algorithm training (Table A2). Internally, we used a Python generator, which
produces a stream of cropped images: in the case of the training stage, these images were
allowed to overlap, and in the case of validation and testing stages, images included in the
same batch were guaranteed not to overlap. Source satellite snapshots used for training,
validation and testing are presented in Table A2.

Each image within the batch was subjected to augmentation. Augmentation is an
important part of the training process that deals with the problem of overfitting [34]. The
original satellite image was obtained in different atmospheric conditions and has slightly
different values of saturation, so we decided to use a specific augmentation technique
to expand the number of training images and thereby improve network performance.
As an augmentation transformation, we chose random changes to the RGB channels of
the original images and random vertical and horizontal flips. Random changes for each
RGB channel did not exceed 0.1 by absolute value and were applied simultaneously to
all channels, as they are implemented in the utility function “apply_channel_shift” from
the Keras package [35]. Random flips provided additional variability to images used
for training and reduced overfitting. We also considered using small, random rotations
in the augmentation pipeline. However, adding rotations did not improve the network
performance and we excluded such transformations from the augmentation. It should
be noted that we did not use random shifts in the augmentation procedure at all. Such
transformations would be redundant, since sub-images were cropped from a fixed set of
satellite images and often intersected with each other. Therefore, overlapped images could
be considered as they were spatially shifted.

Using a batch size of 10 and typically performing up to 1500 iterations for training the
network, we exploited almost 15,000 different augmented images of 256 × 256 pixels. The
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number of poplar and conifers patterns used for training were 34 and 401, respectively;
for validation, we had 18 poplar and 171 conifers patterns, and for test, we used 8 and
53 patterns for poplars and conifers, respectively.

2.4. CNN Design

To date, a lot of deep neural network architectures have been proposed to handle image
segmentation problems [36]. Among them, we chose the U-Net-like deep convolutional
network architecture proposed [37]. Based on the results of the search for the best DCNN
architecture conducted in previous studies [3,8,15], we started our investigations with the U-
Net-like CNN architecture presented in Figure 2. The best one was selected among possible
variants of the neural network architecture that were determined by two parameters:
dropout ratio and batchnorm. The dropout ratio was selected from (0.1, 0.25, 0.5) and the
batchnorm parameter was either “True” or “False”. Finally, based on a grid-search study,
we concluded that the best U-Net-like architecture is characterized by a dropout ratio of
0.25 and includes batch normalization layers in their blocks.

Forests 2021, 12, x FOR PEER REVIEW 5 of 17 
 

 

and reduced overfitting. We also considered using small, random rotations in the aug-
mentation pipeline. However, adding rotations did not improve the network performance 
and we excluded such transformations from the augmentation. It should be noted that we 
did not use random shifts in the augmentation procedure at all. Such transformations 
would be redundant, since sub-images were cropped from a fixed set of satellite images 
and often intersected with each other. Therefore, they could not be considered as they 
were spatially shifted. 

Using a batch size of 10 and typically performing up to 1500 iterations for training 
the network, we exploited almost 15,000 different augmented images of 256 × 256 pixels. 
The number of poplar and conifers patterns used for training were 34 and 401, respec-
tively; for validation, we had 18 poplar and 171 conifers patterns, and for test, we used 8 
and 53 patterns for poplars and conifers, respectively. 

2.4. CNN Design 
To date, a lot of deep neural network architectures have been proposed to handle 

image segmentation problems [36]. Among them, we chose the U-Net-like deep convolu-
tional network architecture proposed [37]. Based on the results of the search for the best 
DCNN architecture conducted in previous studies [3,8,15], we started our investigations 
with the U-Net-like CNN architecture presented in Figure 2. The best one was selected 
among possible variants of the neural network architecture that were determined by two 
parameters: dropout ratio and batchnorm. The dropout ratio was selected from (0.1, 0.25, 
0.5) and the batchnorm parameter was either “True” or “False”. Finally, based on a grid-
search study, we concluded that the best U-Net-like architecture is characterized by a 
dropout ratio of 0.25 and includes batch normalization layers in their blocks. 

 
Figure 2. The U-Net-like convolutional neural network (CNN) architecture. Figure 2. The U-Net-like convolutional neural network (CNN) architecture.

In the context of CNN architecture (Figure 2), central blocks are presented by con-
volutional (Conv2D) and deconvolutional (Deconv2D) operations. Convolution involves
the multiplication of a set of weights with the input presented by RGB intensities: a win-
dow of specified size, called the kernel, slides over the input image, and multiplication
is performed between an array of input data within the window and a two-dimensional
array of weights. Finally, values obtained for each sliding window position are stored
as two-dimensional output arrays. Therefore, the output two-dimensional arrays have
smaller sizes (width and height) than the original image. Deconvolution is the reverse
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operation: it is applied in almost the same way but increases the sizes of the input arrays.
Detailed information about the blocks used for building deep CNNs is given in [38].

2.5. Comparison with Standard ML Methods

To assess the performance of the U-Net-like CNN, we conducted a comparative study
with several traditional ML methods. Such methods do not take into account neighboring
pixels relative to the pixel being classified at a given moment. Thus, as we might expect,
these methods should perform less well than those that take into account correlations
between pixels.

In this respect, we considered the following algorithms that have been widely used to
solve various supervised learning problems: (1) Naive Bayes classifier, GaussianNB [39];
(2) quadratic discriminant analysis, QDA [40]; (3) k-nearest neighbors classifier, KNN [41];
(4) adaptive boosting classifier, Adaboost [42]; and (5) random forest classifier, Random-
Forest [43]. We used the default implementation of these algorithms as expressed in the
Scikit-learn package [44].

Since tree crowns have a specific pattern, we considered the case of appending grey
level co-occurrence matrices (GLCM)-based features [45] to standard RGB ones to take
into account pattern-specific features. GLCM features were computed with different
sets of angles and distances; standard cumulative properties, such as “dissimilarity”,
“correlation”, “homogeneity”, “contrast”, and “energy”, were used [46]. We performed
accuracy estimations for standard ML methods applied to an extended set of features
obtained via the GLCM approach. We considered the following parameters for GLCM
features computation: angles = (0◦, 30◦, 60◦), distances = (3, 5, 7), and different values of
the window surrounding the pixel where GLCM features are computed: patch size = (3, 5,
10, 30). Distances and patch size are given in pixels. All possible combinations of angles
and distances were investigated for different values of the patch size parameter.

To evaluate the segmentation accuracy, we used three score metrics that were com-
puted on a pixel-wise basis. These are the mean balanced accuracy score, denoted as BA;
mean F1 score, denoted as F1 score [44]; and mean intersection over union score, denoted
as Mean IoU [47]. The term “mean” for each score metric means that the final value was
computed as a weighted average of the score metric values evaluated for each class. There
were three classes of pixels: (1) pixels belonging to poplar trees, (2) pixels belonging to
coniferous trees (2), and (3) pixels belonging to the background. The latter does not belong
to either (1) or (2). Thus, if we denote the score metric function as F

(
ytrue, ypred

)
, then its

“mean” value will be computed as follows:

MeanF =
N1

N
× F

(
ytrue1 , ypred1

)
+

N2

N
× F

(
ytrue2 , ypred2

)
+

N3

N
× F

(
ytrue3 , ypred3

)
(1)

where Ni—the number of pixels belonging to the i-th class respectively; y_truei, y_predi—
exact values and predicted values for a pixel to belong to the i-th class; and N—the number
of pixels in the image.

Corresponding formulae for the score metrics were defined as follows:
BA:

F
(
ytrue, ypred

)
=

TP + TN
TP + TN + FP + FN

,

F1:
F
(
ytrue, ypred

)
=

2 × P × R
P + R

, P =
TP

TP + FP
, R =

TP
TP + FN

,

IoU:
F
(
ytrue, ypred

)
=

TP
TP + FP + FN

,

where TP, TN, FP, FN are the numbers of true positive, true negative, false positive and
false negative cases computed on

(
ytrue, ypred

)
, respectively.
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The two edge cases are possible for the value of Mean F in Formula (1) if Mean F is
equal to 1, which means the prediction is completely correct, and when Mean F is equal to
0, which means the prediction is completely incorrect (not one of the pixels belonging to
the image was correctly classified by the algorithm).

It is possible to interpret outputs of most image segmentation algorithms as proba-
bilities of a pixel belonging to the segmented area. This approach provides a common
strategy for turning a map of probabilities into a binary mask by specifying a threshold
value. If the probability value in the current pixel is greater than the threshold, the pixel is
assumed to belong to the area of interest; otherwise, it is not. Thus, the problem of finding
the optimal value of the threshold can be formulated for each combination of a particular
algorithm and score metric. Such optimal threshold values we will referred to as the best
threshold values. In the case of two classes of interest, conifers and poplars, there are two
corresponding optimal threshold values for each algorithm and score metric.

3. Results

The U-Net-like CNN has proven efficacy in recognizing coniferous and poplar trees. It
shows higher accuracy metrics than traditional pixel-based supervised learning algorithms
(Table 1). Even though pixel-based algorithms (e.g., KNN) have shown satisfactory results,
they are influenced by false positive decisions. Nevertheless, the KNN algorithm was able
to the handle poplar recognition, although pixels belonging to the peripheral parts of tree
crowns were incorrectly classified as if they belonged to the coniferous tree class. The use
of the U-Net-like CNN does not lead to such artifacts (Figure 3).

Table 1. Comparison of traditional machine learning (ML) methods and the U-Net-like convolutional neural network
(CNN).

Classifier Mean BA 1
Best Threshold Values

Mean F1 2
Best Threshold Values

Mean IoU 3
Best Threshold Values

Conifers Poplars Conifers Poplars Conifers Poplars

U-Net-like
CNN 0.96 0.61 0.61 0.97 0.76 0.81 0.94 0.76 0.81

AdaBoost 0.69 0.31 0.36 0.84 0.41 0.36 0.79 0.41 0.36
GaussianNB 0.75 0.01 0.61 0.85 0.06 0.86 0.80 0.60 0.91
KNN (k = 3) 0.88 0.01 0.01 0.93 0.36 0.36 0.88 0.36 0.36

RandomForest 0.87 0.01 0.21 0.90 0.16 0.61 0.84 0.21 0.36
QDA 0.87 0.01 0.06 0.91 0.76 0.21 0.86 0.76 0.26
1 BA—balanced accuracy; 2 F1—F1 score; 3 IoU—intersection over union (Jaccard similarity); CNN—U-Net-like CNN; —adaptive
boosting classifier; GaussianNB—naive Bayes classifier; RandomForest—random forest classifier; KNN—k-nearest neighbors classifier;
QDA—quadratic discriminant analysis.

Results of the algorithm performance assessment shown in Table 1 are given for the
test data (Table A1, test images: test1, test2). An interesting case is illustrated in Figure 4.
The image includes the water surfaces of two ponds with the same RGB composition as
the coniferous and poplars crowns. In this case, the U-Net-like CNN does not lead to a
reduction in performance due to an increase in false positive decisions, as pixel-based
algorithms do.
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Figure 3. Comparison of pixel-based and U-Net-like CNN algorithm recognition results for
256 × 256-pixel images. The red color patches in the left images (Image and mask group) indi-
cate masks for poplars, and the blue color patches indicate masks for coniferous trees. Segmentation
algorithms: CNN—U-Net-like CNN; AdaBoost—adaptive boosting classifier; GaussianNB—naive
Bayes classifier; RandomForest—random forest classifier; KNN—k-nearest neighbors classifier;
QDA—quadratic discriminant analysis.

It is worth noting that a significant difference between score metric values obtained for
pixel-based and deep-learning approaches is observed when test data include the image
with two ponds or other objects with patterns similar in color to the tree crowns. Such
cases allow U-Net-like CNN to demonstrate pattern-specific sensitivity, which pixel-based
methods do not have. To train the CNN for a specific pattern, it is important to show
network patterns similar to the objects/areas of interest but not belonging to them. This
allows the network to catch the specificity of the pattern of interest, and this is why we
included the image with green roofs in the training data (Table A2, train3).

If we compared U-Net-like CNN and pixel-based methods in relatively simple images
where poplar and coniferous trees could be easily recognized by color, we would obtain
comparable score metrics for shallow ML and deep learning approaches. Therefore, the
main advantage of U-Net-like CNN over shallow ML pixel-based methods is the ability
to reduce the number of false-positive cases that can occur from objects having a similar
color composition to the objects of interest. Figure 4 demonstrates this phenomenon
well: U-Net-like CNN does not highlight areas that were highlighted in error by other
approaches.
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The results of binary prediction in the training and validation satellite image areas
are shown in Figure 5. It should be noted that groups of trees with overlapping crowns
are not properly recognized as separate objects. Since the latter is due to the specificity
of the problem statement, we considered only image segmentation problems and did not
distinguish objects on corresponding masks. In general, Figure 5 demonstrates that trained
CNN yielded good results on both train and test datasets and is therefore well-fitted.
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Figure 5. Results of applying the U-Net-like CNN recognition algorithm: (a)—Train image; (b)—Test image. Light green
patches in the left images belong to poplars, and dark green patches belong to coniferous trees.

The best results of ML methods with feature engineering are presented in Table 2. The
values presented in Table 2 correspond to the best GLCM feature set among all possible
combinations of features described in Section 2.2. So, if KNN shows that Mean BA = 0.89,
it means that it is the best achievable metric value among all the combinations of GLCM
features stated above.

Table 2. Comparison of ML methods with grey level co-occurrence matrices (GLCM) feature engineering.

Classifier Mean BA 1
Best Threshold Values

Mean F1 2
Best Threshold Values

Mean IoU 3
Best Threshold Values

Conifers Poplars Conifers Poplars Conifers Poplars

AdaBoost 0.69 0.40 0.36 0.84 0.41 0.36 0.79 0.41 0.36
GaussianNB 0.75 0.96 0.95 0.85 0.96 0.96 0.80 0.95 0.96
KNN (k = 3) 0.89 0.71 0.71 0.93 0.71 0.71 0.88 0.36 0.36

RandomForest 0.87 0.16 0.41 0.90 0.16 0.41 0.84 0.16 0.41
QDA 0.95 0.96 0.96 0.96 0.96 0.96 0.93 0.96 0.96
1 BA—balanced accuracy; 2 F1—F1 score; 3 IoU—intersection over union (Jaccard similarity); CNN—U-Net-like CNN; AdaBoost—adaptive
boosting classifier; GaussianNB—naive Bayes classifier; RandomForest—random forest classifier; KNN—k-nearest neighbors classifier;
QDA—quadratic discriminant analysis.

Therefore, appending GLCM features to a standard set of RGB intensities can slightly
improve final accuracies; however, these improvements are very minor. In comparison
with the DL approach, GLCM-based methods still lose to the latter not only in accuracy
but also because GLCM requires feature engineering steps to be conducted.

4. Discussion

Our study was initially focused on the use of free-for-all RGB satellite high resolution
images only. Optical RGB channels of VHR satellite images carry enough information
to solve problems related to the study of plants’ spatial distribution. Gaining access to
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VHR multispectral images usually requires significant financial payments. Therefore, the
availability of a large number of VHR satellite images of the visual spectrum that are freely
accessible for non-commercial use becomes another crucial point in conducting studies
based on RGB images only.

The use of U-Net-like CNN for tree recognition with VHR satellite imagery has proven
its efficacy and significantly surpassed traditional pixel-based recognition techniques. The
images taken in the spring have shown that evergreen conifers and deciduous poplars
differ from each other and are easily recognizable on contrasting backgrounds and partially
leafless canopies. Knowledge of the local terrain and the peculiarities of plant phenology
provide a better basis for solving recognition problems similar to the considered one [22].
Parameters such as the beginning of the growing season, flowering and leaf color change
before defoliation can be used to solve problems of tree species recognition. In most
cases, knowledge of local vegetation can be a crucial point for the accuracy of results and
interpretations.

The problem associated with processing satellite imagery for trees recognition is not
only a technical one. The development of successful approaches for its solution depends
on further information about objects to be recognized. For instance, we have previously
documented that delayed leaf flowering in the mountains could confuse windthrow detec-
tion algorithms because subalpine forest sites composed of birch trees in the leafless state
look similar to windthrow patches [8]. Such sources of false-positive cases could be ruled
out by including additional information in the recognition process, such as data obtained
during field surveys. We conclude that remote sensing data will also be widely used in
environmental sciences, but the technical aspect of these studies should not hide issues
associated with interpretations of specific problems. Such botany-specific issues require the
attraction of experienced botanists in the study process, which could significantly correct
training and validation datasets and outline the limitations of the recognition algorithm.

Using RGB imagery and DCNNs, we showed the successful separation of poplars and
conifers. This approach is performant and forthcoming in a variety of applied problems in
forest science and management. Wagner et al. [15] estimated disturbance levels in Brazilian
Atlantic rainforests from satellite images by recognition of Cecropia hololeuca trees using
U-Net. Cecropia trees can be used to accurately date disturbances in secondary forests and
its abundance is related to disturbance intensity. A similar approach to estimate the forest
cover degradation level is also possible by recognizing and counting species of primary
forests. For the forests of our study area, such tree-markers are coniferous species Abies
holophylla and Pinus koraiensis. Similar marker species of pioneer and secondary forests
that are easily recognizable on very-high resolution satellite images can be found for other
forest regions. Altman [48] wrote that the combination of growth-release detection (the
abrupt radial growth increase in trees as a reaction to improved light conditions after the
disturbed canopy) and high-resolution data from remote sensing has large potential in
the calibration of methods of growth-release detection. Such knowledge will bring new
and improve existing information to the understanding of forest structure, ecology, and
dynamics.

Brodrick et al. [19] pointed out that CNNs demonstrate high efficacy in the recognition
of the biophysical components of satellite imagery of a high resolution: “CNN accuracy is
similar to human-level classification accuracy, but is consistent and fast, enabling rapid
application over very large areas and/or through time.” Kattenborn et al. [3] considered
U-Net for recognition species in UAV-based high-resolution RGB imagery and obtained
accuracy exceeding 0.84 for Pinus radiata and 0.87 for Ulex europaeus in computational
experiments. Wagner et al. [15] showed promising recognition accuracy of 0.80 for Cecropia
hololeuca. In our computational experiments, we achieved much greater accuracy scores.
This difference in accuracies was caused by the specificity of the problem: we had green
and light-green tree crowns and a relatively simple background on our satellite images. The
main sources of false positive decisions were roofs and ponds. Our study is in accordance
with other research and confirms that properly trained DCNN models work at the same
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level of accuracy as expert-based techniques do. Nevertheless, it is worth noting that
obtained score metric values significantly depend on test images. Improperly chosen test
images can lead to very promising results that, in turn, tend to decrease if images include
patterns similar to those that the objects of interest have.

Braga et al. [16] considered recognition of tree crowns using deep learning as an
instance segmentation problem. The instance segmentation problem allows the coordi-
nates of all recognized objects on the image to be obtained. It differs from the semantic
segmentation considered in our study. However, in the case of non-overlapped tree crowns,
semantic segmentation can easily be expanded to instance segmentation by finding all
separated islands based on pixels connectivity.

The proposed U-Net-like CNN model is essentially one of the many DCNN models
that prove their efficacy in image segmentation. It could be useful for object/area segmen-
tation in various fields of environmental science. However, the problem of extending the
model to other regions and different segmentation tasks requires building a set of training
images covering most of the peculiarities that have occurred in the region being studied.

The growing number of studies focusing on the use of CNN for the recognition of
vegetation, object-plant communities and individual plants suggests that CNN will likely
become one of the most effective methods of vegetation recognition. In this respect, it
seems very important consider to idea concerning the creation of digital databases with air-
and spaceborne images of different plant species or entire plant communities (e.g., forest
types) obtained by different remote sensing methods [4]. These databases may include
CNN architectures and their weights. It is expected that using ready-made neural networks
(i.e., exploiting transfer learning methodology) to separate various objects and solve image
segmentation problems will be much easier than training the model from scratch. For
the general purpose of image segmentation, such databases, including pre-built neural
network architectures, already exist. These are usually provided as parts of deep-learning
frameworks e.g., PyTorch [49].

5. Conclusions

In this study, we have demonstrated an example of the use of the DL algorithm,
relying on the proposed U-Net-like CNN architecture for the recognition of particular tree
species in high-resolution RGB satellite images. We showed that traditional pixel-based
ML approaches are influenced by false-positive decisions when objects captured in satellite
images have the same color composition as tree crowns. Appending GLCM-based features
to standard RGB data requires an additional feature engineering study to be conducted
and does not lead to significant improvements in accuracy. Nevertheless, the U-Net-like
CNN, which can learn from patterns, is free of such flaws. The proposed methodology,
based on the use of the U-Net-like CNN architecture and satellite imagery captured in a
specific vegetation season, is therefore (1) an effective approach for tree crown recognition
in pansharpened VHR satellite images; (2) outperforms pixel-based and GLCM-based ML
approaches; and (3) may still be affected by false-positive errors, especially in the case of
objects that have similar patterns to the objects of recognition.
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Appendix A

Table A1. Common dates of emergence of leaves (full leaf) on main deciduous tree species*.

Species Date 1

Betula costata Trautv. 18 May
Fraxinus mandshurica Rupr. 21 May
Juglans mandshurica Maxim. 17 May

Kalopanax septemlobus (Thunb.) Koidz. 20 May
Phellodendron amurense Rupr. 26 May

Populus suaveolens Fisch. ex Loudon 5 May
Tilia amurensis Rupr. 16 May

Quercus mongolica Fisch. ex Ledeb. 14 May
1 According to monograph: Tsymek, A.A. Hardwoods of the Far East, ways of their use and reproduction. Khabarovskoe
knizhnoe izdatelstvo: Khabarovsk, USSR, 1956. (Russian). It should be noted, that climate change lead to more
early leafing compared to mid-20th century.

Appendix B

Table A2. Images used for the U-Net-like CNN train, test and validation.

Image Name; Image Size (Pixels); Main Objects Image Preview

train 1;
1280 × 1280;

conifers, poplars, and deciduous leafless trees
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Table A2. Cont.
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