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Abstract: Rubber trees in southern China are often impacted by natural disturbances that can result 
in a tilted tree body. Accurate crown segmentation for individual rubber trees from scanned point 
clouds is an essential prerequisite for accurate tree parameter retrieval. In this paper, three plots of 
different rubber tree clones, PR107, CATAS 7-20-59, and CATAS 8-7-9, were taken as the study 
subjects. Through data collection using ground-based mobile light detection and ranging (LiDAR), 
a voxelisation method based on the scanned tree trunk data was proposed, and deep images (i.e., 
images normally used for deep learning) were generated through frontal and lateral projection 
transform of point clouds in each voxel with a length of 8 m and a width of 3 m. These images 
provided the training and testing samples for the faster region-based convolutional neural network 
(Faster R-CNN) of deep learning. Consequently, the Faster R-CNN combined with the generated 
training samples comprising 802 deep images with pre-marked trunk locations was trained to 
automatically recognize the trunk locations in the testing samples, which comprised 359 deep 
images. Finally, the point clouds for the lower parts of each trunk were extracted through back-
projection transform from the recognized trunk locations in the testing samples and used as the seed 
points for the region’s growing algorithm to accomplish individual rubber tree crown segmentation. 
Compared with the visual inspection results, the recognition rate of our method reached 100% for 
the deep images of the testing samples when the images contained one or two trunks or the trunk 
information was slightly occluded by leaves. For the complicated cases, i.e., multiple trunks or 
overlapping trunks in one deep image or a trunk appearing in two adjacent deep images, the 
recognition accuracy of our method was greater than 90%. Our work represents a new method that 
combines a deep learning framework with point cloud processing for individual rubber tree crown 
segmentation based on ground-based mobile LiDAR scanned data. 

Keywords: deep learning; tree crown segmentation; ground-based mobile LiDAR; rubber tree; 
Faster R-CNN 

 

1. Introduction 
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Rubber (Hevea brasiliensis Muell. Arg.) trees, which are a widely planted hardwood genus in 
tropical areas, are important sources of natural rubber and wood. Hainan, as China’s largest rubber 
production base, has nearly 8 million acres of rubber forest, forming the largest artificial ecosystem 
[1]. Due to its geographical location, Hainan Island’s trees are frequently disturbed by typhoons and 
chilling injuries [2]. Typhoons that occur over a short period can cause serious damage, such as trunk 
and branch breakage and uprooting. Chilling damage is usually accompanied by long-term 
secondary damage of the rubber plantation, such as tree dieback, bark splitting, and bleeding [2]. To 
determine the wind resistance performance index of rubber trees and cultivate strong, resistant 
varieties, an accurate algorithm for individual rubber tree segmentation is indispensable for 
obtaining the structural parameters and dynamic change information of rubber trees of different 
clones [3]. 

The traditional acquisition of the structural parameters of rubber trees was executed via field 
measurements, but this process is very time consuming and labour-intensive and is useful only at the 
plot level as wells as being limited by small sample sizes and accessible areas. The rapid development 
of light detection and ranging (LiDAR) sensing methods provides a promising avenue for obtaining 
three-dimensional (3D) phenotype traits of plants with the ability to record accurate 3D laser points 
[4]. In terms of the carrying platform, laser scanning systems can be classified into five categories: 
satellite-based laser scanning (SLS), airborne laser scanning (ALS, namely, airborne LiDAR), mobile 
laser scanning (MLS), vehicle-borne laser scanning (VLS), and terrestrial laser scanning (TLS) [5]. Of 
these, SLS and ALS adopt a top-down scanning method, and MLS, VLS and TLS adopt a bottom-up 
scanning method. The method of top-down scanning can clearly scan the vegetation canopy, and it 
has great potential and advantages in recording the vertical structure characteristics of the forest and 
extracting the parameters of the canopy structure. The bottom-up scanning method can clearly record 
the lower part of the canopy (such as trunk and foliage), which is more suitable for ground forest 
survey work. 

Based on the data obtained by the different scanning patterns mentioned above, a series of 
individual tree segmentation methods have been proposed and these methods can be divided into 
two categories according to the different scanning patterns: individual tree segmentation based on 
(1) ALS data and (2) TLS or MLS data. Based on ALS data, some efforts have been made to extract 
individual trees by extracting the characteristics of the tree organs in the upper tree parts (e.g., tree 
crown top or tree crown shape) through the calculation of the local maxima from either the canopy 
height model (CHM) [6] or scattered point clouds [7]. Image processing algorithms have been 
extensively used to segment individual tree crowns and locate local maxima to define the locations 
of tree tops, such as the mean-shift algorithm [8], K-means clustering [9], region growing algorithm 
[10], and watershed algorithm [11]. In addition, other concepts derived from computer science, such 
as voxelisation [12], the graph cut algorithm [13], adaptive size window filtering [14], the multilevel 
morphological active contour method [15], wavelet transform regarding time-frequency 
decomposition [16] and the topological relationship analysis method [17], have also been extended 
to delineate tree crowns from ALS data. For other methods based on TLS and MLS data, tree organs 
in the lower tree part (e.g., trunk) are taken as the basic elements to accomplish individual tree 
segmentation. For example, the random sample consensus (RANSAC) algorithm and Hough 
transform of circle detection have been adopted to recognize the horizontal cross section of a trunk 
and determine the trunk location [18,19]. The topological method (e.g., comparative shortest-path 
algorithm [20] or marked neighbourhood searching at voxel-scale from root points [21]) has been 
used to depict the structures of the non-photosynthetic components of trees, while least square fitting 
based on point clouds of trunks has been used to retrieve tree growth directions and the centres of 
tree crowns [22]. Finally, the revolving door schematic mode of the morphological method [23] has 
been used to automatically recognize tree crowns from MLS data while simultaneously precluding 
the interference from poles and buildings. 

Although scholars have proposed many methods for individual tree segmentation, accurate 
individual tree crown segmentation based on ALS and MLS data is still needed for further 
improvement, especially for ecological forests in which tree crowns can be extremely irregular and 
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are often heavily intersected. Meanwhile, two separate issues have arisen concerning (1) the 
deformation of the wood structure of the studied trees induced by exposure to perennial hurricane 
disasters and (2) the general circles detected by existing methods (i.e., Hough transform) are not 
suitable for some trunks with elliptical or irregular shapes of horizontal cross sections or 
complications stemming from wild-grown twigs or leaflets originating from the trunk. Hence, the 
robustness, generality and ability of existing models to provide accurate individual tree segmentation 
from ground-based mobile LiDAR data need further study. 

Deep learning is a new area of machine learning that originates from artificial neural networks. 
Different from machine learning methods, such as support vector machines [24] or neural networks 
[25], deep learning has a more complex network structure and utilises multiple sizes of convolution 
temples to perform the task of intrinsic image decomposition and accomplish the iterative backward 
or forward propagation for adjusting the weights of neurons. Meanwhile, deep learning designs 
prediction bounding boxes (anchors) and compares these boxes with ground truth data derived from 
numerous training samples, and various gradients of the loss function are evaluated to automatically 
recognize target locations. With a special network model structure, deep learning methods learn the 
internal features of massive images, which can enhance the image recognition and classification 
accuracy and stability, compared with the extraction of single features in artificially designed 
programs [26]. The convolutional neural network (CNN) [27], as the most commonly method applied 
to analyse visual imagery in the deep learning framework, uses relatively little pre-processing 
compared to other image classification algorithms and learns the internal features of massive images 
rather than single artificially designed features. Thus, CNNs achieve state-of-the-art performance in 
some image-based phenotypic recognition tasks, such as classifying vegetables [28], recognizing the 
maturity levels of tomatoes [29], segmenting individual maize plants [30], and detecting plant disease 
[31].  

In this paper, a novel individual tree segmentation method combined with the deep learning 
method of Faster R-CNN is proposed. The research objectives of this paper mainly include (1) data 
collection for three rubber tree forest plots of different clones using ground-based mobile LiDAR; (2) 
application of a voxelisation method and projection strategy to transform the 3D scanned points of 
the trunks of the rubber trees to deep images (namely, the images generated by the projection strategy 
for Faster R-CNN of deep learning); (3) location of rubber tree trunks on many deep images generated 
from voxelisation of scanned points of many rubber trees by training and testing the Faster R-CNN; 
and (4) segmentation of individual trees based on detected scanned trunk points and the region 
growing algorithm. Our approach uses the concept of deep learning, which provides a strong 
identification ability through large training sample analysis to automatically recognize the trunk 
information without being affected by a tilted tree trunk or wild-grown twigs or leaves. The workflow 
of our method is shown in Figure 1. 
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Figure 1. An overview of the workflow for the individual tree segmentation method based on deep 
learning. 

2. Materials and Methods 

2.1. Study Area 

The study area is located in the experimental station of the Rubber Research Institute of the 
Chinese Academy of the Tropical Agricultural Sciences (19°32′47.89″ N, 109°28′29.33″ E) in Danzhou 
city, Hainan Province (Figure 2). As China’s largest rubber production base, Hainan Island has a 
tropical monsoon climate with a rainy season that lasts from May to October and a dry season that 
lasts from November to April. The average annual precipitation is 1815 millimetres, and the annual 
mean temperature is approximately 23.2 °C. This climate is favourable for agricultural development, 
and the cultivation of rubber trees is continuously increasing in this area. The plantation has 
reclaimed over 5000 ha of cultivated land and tropical rainforest since it was established in 1957. Over 
the past sixty years, more than 100 hurricanes have hit Hainan Island, and though a hurricane occurs 
over a short period, these storms cause serious primary damage, such as trunk and branch breakage 
and uprooting. As shown in Figure 2, three tree clones, including rubber tree PR107 (rubber forest 
plot 1), rubber tree CATAS 7-20-59 (rubber forest plot 2) and rubber tree CATAS 8-7-9 (rubber forest 
plot 3), in the rubber tree plantation were chosen as typical trees for our experiments. 

Three subsets from the three rubber forest plots were created and used as the training sites in 
the follow-up experiment. Each subset consisted of an approximately 0.6 × 0.6 km area that was 
representative of the corresponding rubber forest plot, and the tree height measurements within the 
three subsets were conducted on 11 February 2016 using a Vertex IV hypsometer (Haglöf, Långsele, 
Sweden). In addition, we selected another three subsets from the three forest plots (which did not 
intersect with the subset used as the training sites), and each subset was composed of an area of 
approximately 0.3 × 0.6 km, which were used as the testing sites. 



Forests 2019, 10, 793 5 of 20 

 

 
Figure 2. General situations of the study area. Left: The location of the study area and the three forest 
plots of rubber trees within the experimental farm, Danzhou, Hainan Island, China. Middle: The 
remote sensing image acquired from Google Earth, where the different coloured rectangles mark the 
edges of the different rubber forest plots, and blue dashed lines represent the survey routes using 
ground-based light detection and ranging (LiDAR). Right: The photos show our scanning process in 
the rubber forest plots using man-portable mobile LiDAR. 

2.2. Laser Data Acquisition 

The LiDAR data were measured on 10 October 2016, using a Velodyne HDL-32E laser scanner 
(Table 1). The Velodyne HDL-32E scanning system was deployed by an experimenter, and the 
scanner was set to “continuous shooting mode” to collect data. The survey route was programmed 
to follow a predetermined rectangular parallel plan designed to cover the three study sites, and the 
experimenter traced the survey lines (dashed blue lines in Figure 1) at a speed of approximately 0.5 
m/s due to the complex terrain of the rubber tree plantation and because the experimenter was 
required to carry a heavy scanning instrument. As the Velodyne HDL-32E sensor continued to emit 
laser beams in work mode, while the experimenter traced the survey lines, more scanning perspective 
views are obtained and the density of the scanned data are higher when the platform runs slower 
while loading the laser scanner. The Velodyne uses LiDAR technology, and together with the real-
time referencing of laser returns provided by the GPS, this system automatically generates point 
clouds with spatial coordinates. The Velodyne LiDAR system integrates laser scanning with SLAM 
(simultaneous localization & mapping) technologies [32] to rapidly complete the registration of each 
scan and generate a high-density point cloud for each target rubber forest plot. 

Table 1. Specification of Velodyne HDL-32E. 

Device Technical Parameters Technical Specification 

Velodyne HDL-32E 

Scanner weight ＜2 kg 
Operating temperature −10 °C to +60 °C 

Field of view Horizontal: 0° to 360° 
Vertical: −30.67° to +10.67° 

Scanning accuracy <2 cm 
Points per second Up to 700,000 
Laser wavelength 905 nm 

Scanning frequency 10 Hz 

2.3. Data Pre-Processing 

The point cloud data from the experimental plots scanned by the laser scanner were first 
classified as aboveground points and ground points using a cloth simulation filtering (CSF) [33] 
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ground filtering method. The rubber tree canopy often intersected, which seriously affected the 
region’s growth results. Therefore, in this study, the wood-leaf separation operation [34] was 
performed on the aboveground points of experimental plots, which aimed to classify LiDAR points 
into wood and leaf components. Figure 3 shows the magnified wood-leaf separation results of several 
typical trees belonging to the three rubber tree clone types, where the classified leaf points are shown 
in green and the classified wood points are shown in crimson. 

The artificial rubber forests studied in this paper have similar tree age, plant spacing and stand 
structure. Therefore, it is relatively easy to calculate the crown base height. To generate the two-
dimensional images of the trunks, a voxelisation operation is carried out on the point cloud of the 
trunks of these three training sites. The planting spacing of artificial rubber forests was generally 
approximately 6–8 m and 2.8–3 m in rows and lines, respectively. Therefore, during voxelisation, we 
define voxels with a length of 8 m and a width of 3 m. Meanwhile, different heights of voxels were 
set for the three training sites according to the crown base height of the three rubber tree clones. 

After voxelization, all the laser points of the three training sites were assigned to the 
corresponding voxelsV . As shown in Figure 3, for each voxel, ( )vi vi V∈ , two corresponding deep 
images were generated by projecting from the Y-axis positive direction and the X-axis positive 
direction. The number of generated deep images for the scanned points from the three training sites 
were 233, 268 and 301 (Table 2). All of these images were used to construct the training set for training 
the Faster R-CNN [35] model to learn the rubber tree trunk locations in deep images. 

 

(a) 

(b) 

 

(c) 
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Figure 3. Data pre-processing and multi-angle projecting results for the three rubber forest plots: (a) 
clone PR107, (b) CATAS 7-20-59 and (c) CATAS 8-7-9. Left: Wood-leaf classification results of scanned 
data of the typical trees belonging to the three forest plots, where the classified leaf points shown in 
green and the classified wood points shown in crimson. Middle: Voxelisation of the typical trees from 
three forest plots, where the length and width of the voxel are set according to the actual plant spacing 
and the height of the voxel is set according to the crown base height of the three rubber tree clones. 
Right: Deep images generated using frontal and lateral projection from the scanned points of lower 
part of the trees in three forest plots. 

Table 2. Detailed description of the collected data and algorithm-related parameters. 

 
Rubber Tree Plot 1 

(PR107) 
Rubber Tree Plot 
2 (CATAS7-20-59) 

Rubber Tree Plot 
3 (CATAS8-7-9) 

Number of scanned points/number 
of trees 5,387,676/180 7,097,159/256 8,820,133/276 

Average tree height (m) 15.97 17.11 16.05 

Training 
sites 

Number of scanned 
points/trees number 

3,711,510/124 4,879,297/176 6,039,974/189 

Length/width/height 
of voxels (m) 

8/3/5.62 8/3/8.40 8/3/9.35 

Number of generated 
deep images 

233 268 301 

Testing 
sites 

Number of scanned 
points/trees number 

1,676,166/56 2,217,862/80 2,780,159/87 

Number of generated 
deep images 

90 126 143 

2.4. Faster R-CNN 

Faster R-CNN is adopted to recognise the location of tree trunks from every deep image and is 
composed of two CNNs, i.e., a region proposal network (RPN) that proposes regions and a fast 
region-based CNN (Fast R-CNN) detection network that uses the proposed regions. The RPN 
samples the information from a random region in the image as the proposal regions and trains them 
to determine the areas that may contain the target [36]. The Fast R-CNN detection network further 
processes the area information collected by the RPN network, determines the target category in the 
area, and precisely adjusts the size of this area to locate the specific location of the target in the image 
[26]. Figure 4 illustrates the architecture of the automatic rubber tree trunk detection and recognition 
model, which is based on the Faster R-CNN model. 
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Figure 4. The flow chart of the Faster R-CNN (faster region-based convolutional neural network) used 
to detect the rubber tree trunk in deep images. The deep images for the training samples generated 
from the subsets of three rubber tree plots were fed into the Faster R-CNN to classify and regress the 
anchor (bounding box) of the trunk in deep images. The deep images of the testing samples generated 
from other subsets of three rubber tree plots were tested to obtain the anchor of the trunk by the 
trained Faster R-CNN. 

The training process mainly consists of four steps. First, the parameters of the whole Faster R-
CNN network were initialised with the pre-trained model, and then the RPN network was trained 
with our training set. Second, the proposed region generated by the trained RPN was used to train 
the Fast R-CNN detection network. Finally, the RPN and the Fast R-CNN constituted a joint network, 
and the weight of the joint network was tuned by repeating the above process until the training loss 
reached a threshold [26]. 

Based on the pre-trained CNN, the deep images including the rubber tree trunks were 
constructed as a training set to optimise the parameters of the Faster R-CNN. As described in section 
2.3, the training samples were projected from the voxels, and according to the number and state of 
the rubber tree trunks in the images, the images were divided into 6 cases for analysis: (a) the images 
that contained only one complete tree trunk; (b) the images that contained two complete tree trunks; 
(c) the images that contained multiple trunks with branches that appeared in a voxel; (d) the images 
in which the information of the trunk was occluded by leaves or branches; (e) the images in which 
the information of trunks belonging to multiple trees overlapped in one voxel; (f) the images in which 
the trunk of a tree appears in two adjacent images generated by the projection of two adjacent voxels. 
To prepare for the follow-up training processes, the training sample must be considered. Note that 
the marking methods for the six cases were discussed separately: (a) mark the whole tree trunk; (b) 
mark the trunks of the two trees in one image; (c) mark the trunks of the two trees in one image, 
including the branches of the trees; (d) mark only the tree trunks, do not mark the leaves; (e) mark all 
the overlapping trees; (f) mark only trunks in the voxel and do not mark the upper part of the trunk 
and branches that appear in the adjacent voxel. Figure 5 shows the typical results of the training 
images, where the blue rectangular bounding boxes marked by us that tightly surround the target 
were used as the ground truth in the follow-up training. 
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Figure 5. Six examples of the training samples comprising generated deep images: (a) the images 
contain only one complete tree trunk; (b) the images contain two complete tree trunks; (c) the images 
that contain multiple trunks with branches that appear in a voxel; (d) the images in which the 
information of the trunk is occluded by leaves or branches; (e) the images in which the information 
of the trunks belonging to multiple trees overlap in one voxel; (f) the images in which the trunk of a 
tree appears in two adjacent images generated by the projection of two adjacent voxels. Different 
trunk identification methods for these six complicated cases form the training sample: (a) mark the 
whole tree trunk; (b) mark the trunks of two trees in one image; (c) mark the trunks of two trees in 
one image, including the branches of the trees; (d) mark only the tree, do not mark the leaves; (e) mark 
all the overlapping trees; (f) mark only trunks in the voxel, do not mark the upper part of the trunk 
and branches that appear in the adjacent voxel. All the blue rectangular bounding boxes tightly 
surround the target trunks, which is called the ground truth in the follow-up training. 

2.4.1. The Pre-Training CNN Model 

As shown in Table 2, the total number of deep images generated to construct the training set 
was 802, but a large number of samples is required for high-precision training [26]. Therefore, the 
transfer learning method was used to solve this problem [37]. The transfer learning method can use 
common data to obtain a pre-trained model to construct an RPN network and detection network. In 
this paper, the training set (approximately 100,000 images, 1000 classes) in ImageNet (first published 
at the Computer Vision and Pattern Recognition (CVPR) conference (2009)) [38] was used to pre-train 
the VGG16 network model [39]. The VGG16 network was the feature extraction network used to 
extract the image features. 

2.4.2. Training Process of the RPN Network 

As an important part of the Faster R-CNN, the RPN neural network takes an image as input and 
generates a set of rectangular proposal regions. Its special network structure can promote the region 
extraction speed. 

With the convolution layer of the feature extraction network, the feature map of the input image 
was generated. Then, for each position of the feature map, a convolution operation was performed 
via a 3 × 3 sliding window to obtain the multidimensional feature vector corresponding to the same 
position, which reflected the deep features in the small positioning window. This feature vector was 
fed into two related and fully connected layers: a classification (cls) layer and a regression (reg) layer. 
Anchors [35] (i.e., multiple bounding boxes with different sizes and aspect ratios centred on each 
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pixel used to predict the ideal location, shape and size of target trunks through calculation of the 
degree of overlap with the ground truth data) were centred in the 3 × 3 sliding window. In this paper, 
each sliding window had k = 9 anchors with a combination of three scales (1282, 2562, 5122) and three 
aspect ratios (1:1, 1:2, 2:1) (see Figure 4). If an anchor had an overlap area higher than 0.7 with any 
ground truth, we assigned a positive label to this anchor (i.e., positive anchor). In some rare cases, 
the above condition found no positive anchor; at this time, we specified the anchor that had the 
highest overlap area with a ground truth as a positive anchor. We assigned a negative label to a non-
positive anchor if its overlap area was lower than 0.3 with all ground truths. Then, the probability 
value was used to determine whether each anchor belonged to the foreground (i.e., the information 
in the anchor was recognised as the target) or the background (i.e., the information in the anchor was 
recognised as the non-target), and the position deviation of the anchor relative to the ground truth 
was correspondingly generated. When the information in the anchor was recognised as the target, 
the anchor was reserved as the proposal region and used for subsequent training. Before training the 
Faster R-CNN detection network, the proposed regions generated by the RPN network were mapped 
to the feature map, and a series of regions of interest (ROIs) with random size were generated on the 
feature map (see the black patch in Figure 4). 

2.4.3. The Training of the Fast R-CNN Detection Network 

The ROI with random size was chosen as input for the ROI pooling layer (see Figure 4), and 
through the ROI pooling, the ROI was normalised into a fixed size. The ROI with fixed size was used 
to calculate each proposal specific category through the two full connection layers. One full 
connection layer was used to realise classification for the target in the ROI. The other full connection 
layer was used to justify the position of the corresponding proposal region by the regional regression. 
After adaptive correction by Fast R-CNN, the position of the proposal regions was adjusted to the 
ground truth. 

2.4.4. The Loss Function of the Training Process 

In the training process, the parameters of the neural network were adjusted by the loss function 
[35], which is defined as follows: 

* * *1 1({ },{ }) ( , ) ( , )i i cls i i i reg i ii i
cls reg

L e t L e e e L t t
N N

λ= +  , (1)

where i  is the index of an anchor. The classification loss *( , )cls i iL e e  is the log loss function for 
two classes (foreground or background). 

* * *( , ) log[ (1 )(1 )]cls i i i i i iL e e e e e e= − + − − , (2)

where ie  is the probability that anchor i  belongs to the foreground and *
ie  is the ground truth 

label. If the anchor i  is positive (i.e., an overlap area in the anchor with ground truth higher than 

0.7), the ground truth label *
ie  is assigned to 1. If the anchor i  is negative (i.e., an overlap area in 

the non-positive anchor with ground truth lower than 0.3), the *
ie  is assigned to 0. 

The regression loss function is 
* *( , ) ( )reg i i i iL t t R t t= − , (3)

For anchor i , if the 0ie = , the regression loss function is disabled; if the * 1ie = , the regression 

loss function is activated. { , , , }i x y w ht t t t t= is a vector that represents the coordinates of the anchor 

whose size and position are constantly changing during iterative training. * * * * *{ , , , }i x y w ht t t t t=
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represents the coordinates of the ground truth associated with anchor i  (see Figure 4). In this 
experiment, smooth 1L  is used here to substitute the function R  for loss function regL . 

( ) ( ) ( ) ( )2

1

0.5 1
,

0.5
i i i i

reg i i i i L

i i

t t if t t
L t t R t t smooth x

t t otherwise

∗ ∗
∗ ∗

∗

 − − <= − = = 
− −

, (4)

The outputs of the cls  and reg  layers (see Figure 4) are composed of { }ie  and { }it , 

respectively. clsN  is the size of the feature map (approximately 1750, 50 × 35), and regN  is the batch 
size (in the RPN network, 256regN = ; in the Fast R-CNN detection network, 128regN = ). The 

parameter λ  is used to balance the clsL  and regL , so that the total loss function L  can be considered 
as two kinds of loss. 

Using the marked rubber tree trunks as references, the difference between the predicted region 
information and the ground truth was generated. Then, the backpropagation algorithm was used to 
tune the weight and offset of the network. With enough training, the Faster R-CNN can detect the 
accurate position and identification of the rubber tree trunks from the deep images. 

2.4.5. The Testing Process for Using Faster R-CNN to Recognise Trunks 

The testing process included four main steps. For each testing site, the point clouds were 
assigned to different voxels by voxelization. Second, the voxels were used to generate deep images 
through frontal and lateral projection transform. Third, the 359 generated deep images belonging to 
the testing samples were analysed by the trained network model to predict the locations of the trunks, 
and only the predicted results with more than 90% prediction confidence were retained. Finally, the 
location of the voxel and the four coordinates of the predicted bounding box of the trunks in each 
image were recorded and used to perform a back-projection transform to extract the corresponding 
scanned trunk points. These extracted trunk points for each rubber tree were taken as the seed points 
for region growing [40] to extract individual tree skeletons. Based on the extracted tree skeleton of 
each rubber tree, the unsegmented leaf points were classified into the corresponding rubber tree 
skeletons by using the clustering algorithm. 

The individual tree crown segmentation results were evaluated versus the visual inspection 
results for all three rubber forest plots. TP (true positive) was the number of correctly detected trees, 
FN (false negative) was the number of trees that were not detected (omission error), and the FP (false 
positive) was the number of extra trees that did not exist in the field (commission error). We expected 
high TP, low FN, and low FP values to result in high accuracy. Moreover, the tree detection rate r 
(recall), the correctness of the detected trees P (precision), and the overall accuracy of the detected 
trees F (F-score) for each site were calculated using the following equations [41]. 

TPr
TP FN

=
+

, (5) 

TPP
TP FP

=
+

, (6) 

2 r PF
r P

∗= ∗
+

, (7) 

3. Results 

3.1. Testing the Faster R-CNN Model 

The “end-to-end” CNN was built based on the TensorFlow [42] of deep learning framework, 
and the experiments were performed on a PC with an Intel i7-8550U CPU, 16 GB RAM and a NIVIDA 
GTX 1070 GPU. 
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The Faster R-CNN training is carried out using the momentum method. We use a weight decay 
of 0.0001 and a momentum of 0.9. The learning rate is 0.001, and the number of iterations is 70,000. 
The training loss is plotted in Figure 6, and the total training time is approximately 2 h. 

 
Figure 6. The curve of training loss value of Faster R-CNN for trunk detection from the deep images. 
Local fluctuations of the curve were caused by repeatedly confirming the sizes of the bounding boxes 
to accurately delineate the tree trunks from the deep images, but the overall downward trend of the 
curve indicates a better convergence result of training. 

Although the training loss was not sufficiently smooth, the overall declining trend was obvious 
(see Figure 6). The loss declined mainly in the first 100 iterations. The final loss was approximately 
0.002, which represents the small error between the predicted results and the corresponding ground 
truths. Meanwhile, the strong loss fluctuation during training was due to the instability in the process 
of accurately seeking the locations of anchors (i.e., bounding boxes seen in Figure 4) based on gradient 
descent. During the training process, the network encountered some inaccurate bounding boxes from 
which it could not learn effective features of rubber tree trunks, resulting in the strong fluctuations 
in the value of the regression loss function. Despite this phenomenon, the loss function value and the 
intensity of the fluctuation in the regression loss function gradually decreased as the number of 
iteration increased, which resulted in better convergence of the training results. 

Figure 7 shows the typical correctly labelled, missing labelled and incorrectly labelled results 
from Faster R-CNN for the rubber tree trunks on the deep images belonging to the testing samples 
for the six cases mentioned in section 2.4. 
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Figure 7. Recognition of tree trunks in deep images belonging to the testing samples and analysis of 
the results corresponding to the six cases: (a) shows the accurate labelling of the tree trunks using our 
algorithm for the images containing only one complete tree trunk; (b) shows that our algorithm labels 
the multi-trunk parts in one image, instead of the leaves; (c) shows that our algorithm labels the multi-
trunk part and the intersection of the branches in one image; (d) shows the accurate labelling of the 
tree trunks using our algorithm, instead of the upper branch of the trunks and leaves; (e) shows the 
labelling of tree trunks using our algorithm for images containing overlapping tree trunks, where the 
trunks closer to us are successfully labelled, and those farther away are not labelled by the algorithm; 
and (f) shows the labelling of tree trunks using our algorithm for a single tree trunk appearing in two 
adjacent deep images, where a small amount of the lower part of the trunk is missing labelled and a 
small amount of the upper part of the trunk is incorrectly labelled. 

3.2. Realising Individual Tree Segmentation 

After recognising the locations of the tree trunks in each testing image, a back-projection 
transform from the trunk locations in the deep images to spatial scanned trunk points was adopted, 
and the extracted trunk points of each rubber tree were taken as the seed points to extract individual 
tree skeletons using the region growing method [40]. The specific operation based on the region 
growing principle was to first search the skeleton points that were related to the seed points and then 
calculate the distances between the skeleton points and the seed points. If the shortest point-to-point 
distance was smaller than a threshold and the skeleton points satisfied the continuity condition with 
the seed points, the skeleton point was added to the linked list of the seed points. The iterative process 
repeated until no new points were added. Based on the extracted tree skeleton points of each rubber 
tree, the un-segmented leaf points were classified into the corresponding rubber tree skeleton by 
using the nearest neighbour clustering algorithm [43] to complete individual tree segmentation. The 
individual rubber tree trunk positioning results for the three rubber forest plots are shown in Figure 
8. The individual rubber tree trunks are represented by different colours, which serve as seed points 
to further segment the point cloud (represented in crimson). The region growing results are shown 
in Figure 9, and the results of individual tree crown segmentation using the nearest neighbour 
clustering algorithm are shown in Figure 10. 
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(a)                          (b)                            (c) 

Figure 8. Program diagrams showing the results of the scanned trunk point detection using back 
projection transform from the detected tree trunk location in each deep image using Faster R-CNN, 
where the detected lower parts of each trunk are indicated by different colours. (a), (b) and (c) show 
the detected results for the subset from rubber tree plot 1 (PR 107), rubber tree plot 2 (CATAS 7-20-
59) and rubber tree plot 3 (CATAS 8-7-9). 

 

(a)                          (b)                            (c) 

Figure 9. Taking the scanned points of the detected lower parts of each trunk as the seed points, 
program diagrams showing the results of the regional growing, the extracted skeletons of each tree 
related to the corresponding seed points are indicated by different colours. (a), (b) and (c) show the 
regional growing results for the subset from rubber tree plot 1 (PR 107), rubber tree plot 2 (CATAS 7-
20-59) and rubber tree plot 3 (CATAS 8-7-9). 

 

(a)                          (b)                            (c) 

Figure 10. Program diagrams showing the results of the leaf point cloud clustering based on every 
extracted tree skeleton to complete individual tree crown segmentation, where different colours 
indicate the segmentation results for each rubber tree. (a), (b) and (c) show the segmentation results 
for the subset from rubber tree plot 1 (PR 107), rubber tree plot 2 (CATAS 7-20-59) and rubber tree 
plot 3 (CATAS 8-7-9). 

Sound performance was achieved in the tree segmentation results for the three rubber forest 
plots using our method (Figure 10). The overall values of r, P, and F were all 0.99. For forest plot 1 
(PR 107), the values of r, P, and F were 1, 0.98, and 0.99, respectively. For forest plot 2 (CATAS 7-20-
59), the values of r, P, and F were 0.99, 0.99, and 0.99, respectively. For forest plot 3 (CATAS 8-7-9), 
the values of r, P, and F were 0.98, 0.99, and 0.98, respectively (Table 3). These segmented accuracies 
were almost the same, indicating that our method based on deep learning was not susceptible to 
variation in the rubber tree clones. 

Table 3. Accuracy assessments of the individual rubber tree segmentation on the three rubber forest 
plots with different rubber tree clones. 

 
Number of 

Trees/Images 

Number of 
Segmented 

Trees 
TP FP FN r 1 P 2 F 3 



Forests 2019, 10, 793 15 of 20 

 

Forest plot 1 
(PR 107) 56/90 56 56 1 0 1 0.98 0.99 

Forest plot 2 

(CATAS 7-20-59) 
80/126 78 78 1 2 0.98 0.99 0.98 

Forest plot 3 

(CATAS 8-7-9) 
87/143 85 85 1 2 0.98 0.99 0.98 

Overall 223/359 219 219 3 4 0.98 0.99 0.98 

1 r (recall): tree crown detection rate. 2 P (precision): the correctness of the detected tree. 3 F (F-score): 
the overall accuracy of detected tree. 

To detail the location errors in the segmentation results, the testing set was divided into six cases 
mentioned in Figure 5 according to the number and state of the rubber tree trunks contained in each 
deep image, and the number of the deep images in the six cases were 228, 22, 48, 18, 14, and 29, and 
the accuracy of rubber tree trunk detection in these six cases was calculated. For each case mentioned 
in Figure 5, we computed the mean recall r, mean precision P, mean F-score for the comparison of 
the results. As shown in Table 4, for cases a, c, and d, the values of F reached 100%. For cases b, d, 
and e, although the FP and FN obtain small value, the value of F is higher than 90%. 

Certain factors may lead to the detection errors in the above three cases (b, d and e). First, as 
shown in Table 4, there are relatively few deep images used to train the three cases (b, d and e), which 
may lead to under-fitting problems (i.e., deficiently irrelevant deep images were used for training, 
resulting in low testing result accuracy). In addition, for case e, multiple trunks may have a high 
degree of overlap after projection, which may cause serious interference with trunk detection. For 
case f, the crooked rubber tree trunks caused by long-term hurricane disturbances may have been 
voxelised into two voxels. When marking the corresponding training samples, only the lower part of 
these trunks was marked in the deep images. However, due to the similar shape characteristic of 
trunks, the upper parts of the trunks detected by the trained network were considered incorrect. 

Table 4. Accuracy assessment of individual rubber tree segmentation of rubber trees in different 
cases. 

 

Training Sites Testing Sites 

Number of 
Trees/Images 

Number of 
Trees/Images 

Number of 
Detected 

Trees 
TP FP FN r 1 P 2 F 3 

a: The images contains only one 
complete tree trunk 

237/474 114/228 114 114 0 0 1 1 1 

b: The images contains two 
complete tree trunks 62/60 22/22 21 21 0 1 0.95 1 0.97 

c: Multiple trunks with branches 
appear in a voxel 69/94 39/48 39 39 0 0 1 1 1 

d: The information of the trunk is 
occluded by leaves or branches 36/56 14/18 14 14 0 0 1 1 1 

e: The information of the trunks 
belonging to multiple trees overlap 

in one voxel 
31/31 14/14 12 12 0 2 0.86 1 0.92 
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f: The trunk of a tree appears in two 
adjacent voxels. 54/87 20/29 19 19 3 1 0.95 0.86 0.90 

Overall 489/802 223/359 219 219 3 4 0.98 0.99 0.98 

1 r (recall): tree detection rate. 2 P (precision): the correctness of the detected tree. 3 F (F-score): the 
overall accuracy of detected tree. 

4. Discussion 

4.1. The Advantages of Our Approach 

Individual tree segmentation is still an essential part of tree property retrieval from remote 
sensing forest data. Previous studies [44–47] relied on single tree detection from monochromatic 
wavelength ALS and focused on the use of the geometric spatial information of the point clouds. 
However, these methods [6,46] struggled to extract clumped tree crowns of similar heights and 
density distributions because clumped trees do not meet the assumption of geometric constraint 
characteristics. For example, clumped tree crowns with similar heights and density distributions may 
be mistakenly detected as a single treetop [46]. Additionally, the non-treetop local maxima stemming 
from wild-grown branches may be falsely detected as treetops [46]. For the segmentation of 
individual trees based on TLS and MLS data, bottom-up or alongside scanning patterns present the 
phenotypic information that is mainly distributed in the lower part or along the side of a tree body 
because the laser sensors are mounted on a tripod or car roof that is lower than the tree crown height. 
Hence, primitive elements (i.e., trunks or tree crowns of lower heights) are usually taken as distinct 
marks to segment individual trees based on MLS and TLS data. However, the lower parts of a tree 
crown with many pendulous branches caused by self-weighting will disrupt the uniform shape. 
Trunk knots or twigs originating from a trunk will result in horizontal cross sections of trunks 
without well-defined circle shapes, which will complicate the location of trunks based on circle-
detection algorithms such as Hough transform [48] or cylinder fitting [49]. Meanwhile, the accuracy 
of trunk detection algorithms based on MLS and TLS data would markedly decrease when 
understory vegetation is present in the forest plot, which results in the generation of much more 
occlusion. 

Under the background of universal interferences, existing in the domains of image processing 
and machine vision, deep learning emerged and provided machines a greater ability to identify 
targets through the efficient extraction of features from vast samples and repeatedly improving the 
neural network performance. In reality, deep learning has been widely used in different fields to 
study artificial intelligence and to build intelligent systems to assist humans in various applications, 
such as speech recognition, image retrieval and computer predictions. Here, a projection strategy for 
human-portable LiDAR data combined with Faster R-CNN of deep learning was proposed to 
improve the segmentation of individual trees. Due to the frequent occurrence of typhoons, the rubber 
trees are seriously tilted, and the morphological structure of the canopy is not obvious. Therefore, 
individual rubber tree segmentation based on the characteristics of the canopy is difficult to achieve, 
and the precision of the segmentation results is susceptible to the inclination angle of rubber tree 
bodies and the degree of mutually occluded tree canopies.  

Different from the traditional methods based on computer graphics or image processing 
techniques [49,50], Faster R-CNN utilises a large number of data samples to extract the semantic 
features of the detection target and automatically recognise the tree trunk in the deep images. As the 
number of training samples of tree trunks increases and the capacity of the deep learning network 
continues to improve, a deep learning-based algorithm with robustness, generality and scalability 
will appear for detecting tree trunks of different tree species and under different plot site conditions 
according to the framework of our algorithm concept. 

4.2. Potential Improvement 
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The high accuracy obtained by our method for rubber tree trunk recognition from deep images 
is mainly due to the strong capacity of soil nutrient and water absorption by rubber trees. This 
biological property results in the absence of shrubs in the lower parts of the forest plots, which allows 
for the lower wood components of each rubber tree to be fully captured with minor occlusion effects. 
For the ecology forest plots with mixed tree plantations, due to the intricate growth of various tree 
species, the vigorous growth of shrubs in the lower parts of the forest plots obstructs laser scanning 
views and produces deficient scanned points on the target tree trunk, resulting in an increase in the 
complexity and noise in the generated deep images, which complicates recognition of the trunk 
locations. To address this issue, our follow-up work will focus on generating more training samples 
to strengthen the machine learning [51] and identification capacities for accurate recognition of trunks 
from a complex background. 

The scanned point data of 3D rubber trees has multiple popular representations, leading to 
various approaches for learning. Pioneering studies [52–54] apply 3D convolutional neural networks 
on voxelised shapes and recognise the shapes of 3D objects. However, volumetric representation is 
constrained by its resolution due to data sparsity and the computation cost of 3D convolution. It is 
challenging for 3D convolutional neural networks to process very large point clouds and this 
approach is constrained by the representation power of the feature extraction of 3D target objects. 
Hence, the strategy of multi-view CNNS [55] was adopted here to render the 3D point clouds of trees 
into 2D images and then apply 2D convolution nets to classify them. The 2D CNN method is 
relatively mature and has achieved state-of-the-art performance in some image-based phenotyping 
tasks, with successful application in tasks such as face recognition [56], crop attribute identification 
[31] and video-based target tracking [57]. Practice shows that 2D CNN has more powerful 
performance and error-checking capacities in the current stage of deep learning development. With 
advances in computer hardware and target code optimisation, in the future, we will explore 
individual tree segmentation for different types of forest plots using collected 3D scanned points 
based on 3D CNN. 

5. Conclusions 

For crooked rubber trees caused by long-term hurricane disturbances, a deep-learning method 
based on the scanned point clouds collected by man-portable LiDAR was designed to detect the 
location of rubber tree trunks and accomplish individual rubber tree crown segmentation. Through 
the voxelisation of the scanned trunk points and projection transform from the scanned points, a total 
of 802 deep images providing the trunk information for three rubber tree plots of different clones was 
generated, which are used as the training samples for optimisation of the convolutional networks 
and related parameter selection. Other subsets of scanned data in three rubber tree plots were used 
to generate the testing samples of 359 deep images to verify the effectiveness of the convolutional 
neural network. The results show that our algorithm based on deep learning achieves high accuracy 
(> 90%) in tree trunk recognition from a large number of testing samples. Although the voxelisation 
with the fixed size produces multi-trunks or incomplete trunk representations in some deep images, 
which complicates computer understanding of trunk location in deep images, the overall accuracy of 
tree trunk detection still reaches 90% for all of the tested samples. Through a combination of the 
regional growing method and the extraction of the tree skeleton from detected tree trunks, individual 
tree crown segmentation for three rubber tree plots has been completed. Our work provides new 
guidance for forest management using artificial intelligence concepts to achieve sound performance 
on individual tree crown segmentation. 

6. Patents 

Author Contributions: Conceptualization, J.W. and X.C.; Data curation, J.W. and X.C.; Investigation, F.A., B.C. 
and T.Y.; Methodology, J.W., X.C. and T.Y.; Project administration, T.Y.; Resources, L.C., F.A., B.C. and L.X.; 
Validation, J.W. and X.C.; Writing—original draft, J.W. and X.C.; Writing—review & editing, L.C. and T.Y. 

Funding: This work was partly supported by the National Key R&D Program of China via grant 
2017YFD0600904, the National Natural Science Foundation of China via grant 31770591 and 41701510, the 



Forests 2019, 10, 793 18 of 20 

 

National Key Research and Development Program of China via grant 2017YFD0600905-1, and the Priority 
Academic Program Development of Jiangsu Higher Education Institutions (PAPD) via grant 1111. 

Conflicts of Interest: The authors declare no conflict of interest. 

References 

1. Lan, G.; Li, Y.; Lesueur, D.; Wu, Z.; Xie, G. Seasonal changes impact soil bacterial communities in a rubber 
plantation on Hainan Island, China. Sci. Total Environ. 2018, 626, 826–834, 
doi:10.1016/j.scitotenv.2018.01.147. 

2. Chen, B.; Cao, J.; Wang, J.; Wu, Z.; Tao, Z.; Chen, J.; Yang, C.; Xie, G. Estimation of rubber stand age in 
typhoon and chilling injury afflicted area with Landsat TM data: A case study in Hainan Island, China. For. 
Ecol. Manag. 2012, 274, 222–230, doi:10.1016/j.foreco.2012.01.033. 

3. Guo, P.-T.; Shi, Z.; Li, M.-F.; Luo, W.; Cha, Z.-Z. A robust method to estimate foliar phosphorus of rubber 
trees with hyperspectral reflectance. Ind. Crop. Prod. 2018, 126, 1–12, doi:10.1016/j.indcrop.2018.09.055. 

4. Hu, C.; Pan, Z.; Li, P. A 3D Point Cloud Filtering Method for Leaves Based on Manifold Distance and 
Normal Estimation. Remote Sens. 2019, 11, 198. 

5. Yun, T.; Cao, L.; An, F.; Chen, B.; Xue, L.; Li, W.; Pincebourde, S.; Smith, M.J.; Eichhorn, M.P. Simulation of 
multi-platform LiDAR for assessing total leaf area in tree crowns. Agric. For. Meteorol. 2019, 276, 
doi:10.1016/j.agrformet.2019.06.009. 

6. Hyyppä, J.; Kelle, O.; Lehikoinen, M.; Inkinen, M. A segmentation-based method to retrieve stem volume 
estimates from 3-D tree height models produced by laser scanners. IEEE Trans. Geosci. Remote Sens. 2001, 
39, 969–975. 

7. Li, W.; Guo, Q.; Jakubowski, M.K.; Kelly, M. A new method for segmenting individual trees from the lidar 
point cloud. Photogramm. Eng. Remote Sens. 2012, 78, 75–84. 

8. Hu, X.; Wei, C.; Xu, W. Adaptive Mean Shift-Based Identification of Individual Trees Using Airborne 
LiDAR Data. Remote Sens. 2017, 9, 148. 

9. Jung, S.E.; Kwak, D.A.; Park, T.; Lee, W.K.; Yoo, S. Estimating Crown Variables of Individual Trees Using 
Airborne and Terrestrial Laser Scanners. Remote Sens. 2011, 3, 2346–2363. 

10. Ke, Y.; Quackenbush, L.J. A review of methods for automatic individual tree-crown detection and 
delineation from passive remote sensing. Int. J. Remote Sens. 2011, 32, 4725–4747, 
doi:10.1080/01431161.2010.494184. 

11. Duncanson, L.; Cook, B.; Hurtt, G.; Dubayah, R. An efficient, multi-layered crown delineation algorithm 
for mapping individual tree structure across multiple ecosystems. Remote Sens. Environ. 2014, 154, 378–386. 

12. Weinmann, M.; Mallet, C.; Brédif, M. Detection, segmentation and localization of individual trees from 
MMS point cloud data. In Proceedings of the Geobia 2016: Synergies & Solutions Conference, Enschede, 
The Netherlands, 14–16 September 2016. 

13. Mongus, D.; Žalik, B. An efficient approach to 3D single tree-crown delineation in LiDAR data. Isprs J. 
Photogram. Remote Sens. 2015, 108, 219–233. 

14. Pitkänen, J.; Maltamo, M.; Hyyppä, J.; Yu, X. Adaptive methods for individual tree detection on airborne 
laser based canopy height model. Int. Arch. Photogram. Remote Sens. Spat. Inf. Sci. 2004, 36, 187–191. 

15. Lin, C.; Thomson, G.; Lo, C.S.; Yang, M.S.J.P.E.; Sensing, R. A Multi-level Morphological Active Contour 
Algorithm for Delineating Tree Crowns in Mountainous Forest. Photogramm. Eng. Remote Sens. 2011, 77, 
241–249. 

16. Jing, L.; Hu, B.; Noland, T.; Li, J. An individual tree crown delineation method based on multi-scale 
segmentation of imagery. ISPRS J. Photogramm. Remote Sens. 2012, 70, 88–98, 
doi:10.1016/j.isprsjprs.2012.04.003. 

17. Lu, X.; Guo, Q.; Li, W.; Flanagan, J. A bottom-up approach to segment individual deciduous trees using 
leaf-off lidar point cloud data. ISPRS J. Photogramm. Remote Sens. 2014, 94, 1–12, 
doi:10.1016/j.isprsjprs.2014.03.014. 

18. Olofsson, K.; Holmgren, J.; Olsson, H. Tree Stem and Height Measurements using Terrestrial Laser 
Scanning and the RANSAC Algorithm. Remote Sens. 2014, 6, 4323–4344. 

19. Lindberg, E.; Olofsson, K.; Olsson, H. Estimation of stem attributes using a combination of terrestrial and 
airborne laser scanning. Eur. J. For. Res. 2012, 131, 1917–1931. 

20. Zhong, L.; Cheng, L.; Xu, H.; Wu, Y.; Chen, Y.; Li, M. Segmentation of Individual Trees From TLS and MLS 
Data. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 774–787, doi:10.1109/jstars.2016.2565519. 



Forests 2019, 10, 793 19 of 20 

 

21. Wu, B.; Yu, B.; Yue, W.; Shu, S.; Tan, W.; Hu, C.; Huang, Y.; Wu, J.; Liu, H. A Voxel-Based Method for 
Automated Identification and Morphological Parameters Estimation of Individual Street Trees from 
Mobile Laser Scanning Data. Remote Sens. 2013, 5, 584, doi:10.3390/rs5020584. 

22. Yun, T.; Jiang, K.; Hou, H.; An, F.; Chen, B.; Jiang, A.; Li, W.; Xue, L. Rubber Tree Crown Segmentation and 
Property Retrieval using Ground-Based Mobile LiDAR after Natural Disturbances. Remote Sens. 2019, 11, 
903, doi:10.3390/rs11080903. 

23. Lin, Y.; Hyyppä, J.; Jaakkola, A.; Yu, X. Three-level frame and RD-schematic algorithm for automatic 
detection of individual trees from MLS point clouds. Int. J. Remote Sens. 2011, 33, 1701–1716, 
doi:10.1080/01431161.2011.599349. 

24. Yang, X.; Yang, H.X.; Zhang, F.; Zhang, L.; Fu, L. Piecewise Linear Regression Based on Plane Clustering. 
IEEE Access 2019, 7, 29845–29855. 

25. Yang, X.; Chen, S.; Chen, B. Plane-Gaussian artificial neural network. Neural Comput. Appl. 2011, 21, 305–
317, doi:10.1007/s00521-011-0546-1. 

26. Lei, X.; Sui, Z. Intelligent fault detection of high voltage line based on the Faster R-CNN. Measurement 2019, 
138, 379–385, doi:10.1016/j.measurement.2019.01.072. 

27. Pound, M.P.; Atkinson, J.A.; Townsend, A.J.; Wilson, M.H.; Griffiths, M.; Jackson, A.S.; Bulat, A.; 
Tzimiropoulos, G.; Wells, D.M.; Murchie, E.H.; et al. Deep machine learning provides state-of-the-art 
performance in image-based plant phenotyping. Gigascience 2017, 6, 1–10, doi:10.1093/gigascience/gix083. 

28. Sakai, Y.; Oda, T.; Ikeda, M.; Barolli, L. A Vegetable Category Recognition System Using Deep Neural 
Network. In Proceedings of the 2016 10th International Conference on Innovative Mobile and Internet 
Services in Ubiquitous Computing (IMIS), Fukuoka, Japan, 6–8 July 2016; pp. 189–192. 

29. Zhang, L.; Jia, J.; Gui, G.; Hao, X.; Gao, W.; Wang, M. Deep Learning Based Improved Classification System 
for Designing Tomato Harvesting Robot. IEEE Access 2018, 6, 67940–67950, 
doi:10.1109/access.2018.2879324. 

30. Jin, S.; Su, Y.; Gao, S.; Wu, F.; Hu, T.; Liu, J.; Li, W.; Wang, D.; Chen, S.; Jiang, Y.; et al. Deep Learning: 
Individual Maize Segmentation From Terrestrial Lidar Data Using Faster R-CNN and Regional Growth 
Algorithms. Front. Plant Sci. 2018, 9, 866, doi:10.3389/fpls.2018.00866. 

31. Mohanty, S.P.; Hughes, D.P.; Salathe, M. Using Deep Learning for Image-Based Plant Disease Detection. 
Front. Plant Sci. 2016, 7, 1419, doi:10.3389/fpls.2016.01419. 

32. Pierzchała, M.; Giguère, P.; Astrup, R. Mapping forests using an unmanned ground vehicle with 3D LiDAR 
and graph-SLAM. Comput. Electron. Agric. 2018, 145, 217–225, doi:10.1016/j.compag.2017.12.034. 

33. Zhang, W.; Qi, J.; Wan, P.; Wang, H.; Xie, D.; Wang, X.; Yan, G. An Easy-to-Use Airborne LiDAR Data 
Filtering Method Based on Cloth Simulation. Remote Sens. 2016, 8, 501, doi:10.3390/rs8060501. 

34. Yun, T.; An, F.; Li, W.; Sun, Y.; Cao, L.; Xue, L. A Novel Approach for Retrieving Tree Leaf Area from 
Ground-Based LiDAR. Remote Sens. 2016, 8, 962, doi:10.3390/rs8110942. 

35. Ren, S.; He, K.; Girshick, R.; Sun, J. Faster R-CNN: Towards Real-Time Object Detection with Region 
Proposal Networks. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 39, 1137–1149, 
doi:10.1109/TPAMI.2016.2577031. 

36. Yu, S.; Wu, Y.; Li, W.; Song, Z.; Zeng, W. A model for fine-grained vehicle classification based on deep 
learning. Neurocomputing 2017, 257, 97–103, doi:10.1016/j.neucom.2016.09.116. 

37. Weiss, K.; Khoshgoftaar, T.M.; Wang, D. A survey of transfer learning. J. Big Data 2016, 3, 
doi:10.1186/s40537-016-0043-6. 

38. Deng, J.; Dong, W.; Socher, R.; Li, L.; Kai, L.; Li, F.-F. ImageNet: A large-scale hierarchical image database. 
In Proceedings of the 2009 IEEE Conference on Computer Vision and Pattern Recognition, Miami, FL, USA, 
20–25 June 2009; pp. 248–255. 

39. Simonyan, K.; Zisserman, A. Very Deep Convolutional Networks for Large-Scale Image Recognition. arXiv 
2014, arXiv:1409.1556. 

40. Vo, A.-V.; Truong-Hong, L.; Laefer, D.F.; Bertolotto, M. Octree-based region growing for point cloud 
segmentation. ISPRS J. Photogramm. Remote Sens. 2015, 104, 88–100, doi:10.1016/j.isprsjprs.2015.01.011. 

41. Goutte, C.; Gaussier, E. A Probabilistic Interpretation of Precision, Recall and F-Score, with Implication for 
Evaluation. In Advances in Information Retrieval; Springer: Berlin, Heidelberg, 2005; pp. 345–359, 
doi:10.1007/978-3-540-31865-1_25. 

42. Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Zheng, X. TensorFlow: Large-Scale Machine Learning on 
Heterogeneous Distributed Systems. arXiv 2016, arXiv:1603.04467. 



Forests 2019, 10, 793 20 of 20 

 

43. Xu, Q.; Cao, L.; Xue, L.; Chen, B.; An, F.; Yun, T. Extraction of Leaf Biophysical Attributes Based on a 
Computer Graphic-based Algorithm Using Terrestrial Laser Scanning Data. Remote Sens. 2018, 11, 15, 
doi:10.3390/rs11010015. 

44. Wu, B.; Yu, B.; Wu, Q.; Huang, Y.; Chen, Z.; Wu, J. Individual tree crown delineation using localized 
contour tree method and airborne LiDAR data in coniferous forests. Int. J. Appl. Earth Obs. Geoinf. 2016, 52, 
82–94, doi:10.1016/j.jag.2016.06.003. 

45. Hu, S.; Li, Z.; Zhang, Z.; He, D.; Wimmer, M. Efficient tree modeling from airborne LiDAR point clouds. 
Comput. Graph. 2017, 67, 1–13, doi:10.1016/j.cag.2017.04.004. 

46. Dai, W.; Yang, B.; Dong, Z.; Shaker, A. A new method for 3D individual tree extraction using multispectral 
airborne LiDAR point clouds. ISPRS J. Photogramm. Remote Sens. 2018, 144, 400–411, 
doi:10.1016/j.isprsjprs.2018.08.010. 

47. Ramiya, A.M.; Nidamanuri, R.R.; Krishnan, R. Individual tree detection from airborne laser scanning data 
based on supervoxels and local convexity. Remote Sens. Appl. Soc. Environ. 2019, 15, 
doi:10.1016/j.rsase.2019.100242. 

48. Liu, T.-H.; Ehsani, R.; Toudeshki, A.; Zou, X.-J.; Wang, H.-J. Detection of citrus fruit and tree trunks in 
natural environments using a multi-elliptical boundary model. Comput. Ind. 2018, 99, 9–16, 
doi:10.1016/j.compind.2018.03.007. 

49. Chen, S.; Liu, H.; Feng, Z.; Shen, C.; Chen, P. Applicability of personal laser scanning in forestry inventory. 
PLoS ONE 2019, 14, e0211392, doi:10.1371/journal.pone.0211392. 

50. Ting, Y.; Zhang, Y.; Wang, J.; Hu, C.; Chen, B.; Xue, L.; Chen, F. Quantitative Inversion for Wind Injury 
Assessment of Rubber Trees by Using Mobile Laser Scanning. Spectrosc. Spectr. Anal. 2018, 38, 3452–3463. 

51. Yang, H.; Yang, X.; Zhang, F.; Ye, Q.; Fan, X. Infinite norm large margin classifier. Int. J. Mach. Learn. Cybern. 
2018, 10, 2449–2457, doi:10.1007/s13042-018-0881-y. 

52. Zou, X.; Cheng, M.; Wang, C.; Xia, Y.; Li, J. Tree Classification in Complex Forest Point Clouds Based on 
Deep Learning. IEEE Geosci. Remote Sens. Lett. 2017, 14, 2360–2364, doi:10.1109/lgrs.2017.2764938. 

53. Wang, L.; Meng, W.; Xi, R.; Zhang, Y.; Ma, C.; Lu, L.; Zhang, X. 3D Point Cloud Analysis and Classification 
in Large-Scale Scene Based on Deep Learning. IEEE Access 2019, 7, 55649–55658, 
doi:10.1109/access.2019.2909742. 

54. Wang, Z.; Zhang, L.; Zhang, L.; Li, R.; Zheng, Y.; Zhu, Z. A Deep Neural Network With Spatial Pooling 
(DNNSP) for 3-D Point Cloud Classification. IEEE Trans. Geosci. Remote Sens. 2018, 56, 4594–4604, 
doi:10.1109/tgrs.2018.2829625. 

55. Ma, C.; Guo, Y.; Yang, J.; An, W. Learning Multi-View Representation With LSTM for 3-D Shape 
Recognition and Retrieval. IEEE Trans. Multimed. 2019, 21, 1169–1182, doi:10.1109/tmm.2018.2875512. 

56. Qu, X.; Wei, T.; Peng, C.; Du, P. A Fast Face Recognition System Based on Deep Learning. In Proceedings 
of the 2018 11th International Symposium on Computational Intelligence and Design (ISCID), Hangzhou, 
China, 8–9 December 2018; pp. 289–292. 

57. Kim, S.; Kwak, S.; Ko, B.C. Fast Pedestrian Detection in Surveillance Video Based on Soft Target Training 
of Shallow Random Forest. IEEE Access 2019, 7, 12415–12426, doi:10.1109/access.2019.2892425. 

 

 

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access 
article distributed under the terms and conditions of the Creative Commons Attribution 
(CC BY) license (http://creativecommons.org/licenses/by/4.0/). 

 


