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#### Abstract

Grey wolf optimization (GWO) is one of the recently proposed heuristic algorithms imitating the leadership hierarchy and hunting mechanism of grey wolves in nature. The aim of these algorithms is to perform global optimization. This paper presents a modified GWO algorithm based on complex-valued encoding; namely the complex-valued encoding grey wolf optimization (CGWO). We use CGWO to test 16 unconstrained benchmark functions with seven different scales and infinite impulse response (IIR) model identification. Compared to the real-valued GWO algorithm and other optimization algorithms; the CGWO performs significantly better in terms of accuracy; robustness; and convergence speed.
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## 1. Introduction

Over the last few decades, various heuristic optimizations have been developed to solve complex computational problems. Some of the most popular are: particle swarm optimization (PSO) [1], genetic algorithm (GA) [2], differential evolution (DE) [3,4], simulated annealing (SA) [5], ant colony optimization (ACO) [6], artificial bee colony optimization (ABC) [7], gravitational search algorithm (GSA) [8,9], charged system search (CSS) [10], magnetic optimization algorithm (MOA) [11], biogeography-based optimization algorithm (BBO) [12,13], and teaching learning-based optimization (TLBO) [14]. The swarm intelligence optimization algorithm can flexibly and effectively deal with different problems that conventional optimization techniques cannot solve. For this reason, optimization techniques have been widely used in many domains of study. In addition, it has been demonstrated that there is no heuristic optimization that can solve all optimization problems [15]. In other words, existing algorithms give satisfactory results in solving some problems, but not all problems. Therefore, several new heuristic algorithms are proposed every year, and research in this field is active.

The real-value grey wolf optimization (GWO) is a new population-based meta-heuristic approach initially proposed by Mirjalili et al. (2014) [16]. Due to the fact that the GWO algorithm is simple, flexible and efficient, it can be successfully applied to practical applications [17-19]. There are many modified versions of the GWO algorithm. For example, some people study the parameters of the GWO algorithm or combine the GWO algorithm with other heuristic optimization algorithms. However, these methods all use binary or decimal encoders to position the grey wolf, the individual gene contains information to be limited.

The complex-valued encoding method has been applied in expressing neural network weights [20] and representing individual genes for evolutionary algorithms [21]. It uses a diploid to express genes and greatly expand the information capacity of the individual. Starting from the individual encoding method, this article studies the improvement of the performance of the grey wolf with the complex-valued method. The value of the independent variables for an objective function is determined by modules and the signthe independent variables is determined by angles. For the GWO algorithm, the grey wolf individual is divided into two parts, namely: a real part gene and an imaginary gene. Additionally, the two parts represent a variable being able to enhance the information of a grey wolf individual and a diverse population, avoiding the local optimum. Based on the above advantages, we provide a new method for the GWO algorithm to solve practical problems.

The rest of the paper is organized as follows: Section 2 presents a brief introduction to GWO. Section 3 discusses the basic principles of a complex-valued version of GWO. The experimental results of test functions and infinite impulse response (IIR) system identification problem are shown in Sections 4 and 5 respectively. Finally, Section 6 concludes the work and suggests some directions for future study.

## 2. Grey Wolf Optimization (GWO)

The GWO algorithm simulates the hunting and social leadership of grey wolves in nature [16]. The algorithm is simple, robust, and has been used in various complex problems. In the GWO algorithm, the colony of grey wolves is divided into four groups: alpha $(\alpha)$, beta $(\beta)$, delta $(\delta)$, and omega $(\omega)$. In every iteration, the first three best candidate solutions are named $\alpha, \beta$, and $\delta$. The rest of the grey wolves are considered as $\omega$, and are guided by $\alpha, \beta$, and $\delta$ to find the better solutions. The mathematical model of the $\omega$ wolves' encircling process is as follows [16]:

$$
\begin{gather*}
\vec{D}=\left|\vec{C} \cdot \vec{X}_{p}(t)-\vec{X}(t)\right|  \tag{1}\\
\vec{X}(t+1)=\vec{X}_{p}(t)-\vec{A} \cdot \vec{D} \tag{2}
\end{gather*}
$$

where $t$ indicates the current iteration, $\vec{C}=2 \cdot \vec{r}_{2}, \vec{A}=2 \vec{a} \cdot \vec{r}_{1}-\vec{a}, \vec{X}_{p}$ is the position vector of the prey, $\vec{X}$ indicates the position vector of a grey wolf, $\vec{\alpha}$ is gradually decreased from 2 to 0 , and $r_{1}, r_{2}$ are random numbers over range $[0,1]$.

It should be noted here that, during optimization, the $\omega$ wolves update their positions around $\alpha, \beta$, and $\delta$. Therefore, $\omega$ wolves are able to reposition with respect to $\alpha, \beta$, and $\delta$. The mathematical model of $\omega$ wolves readjusting the positions is as follows [16]:

$$
\begin{gather*}
\vec{D}_{\alpha}=\left|\vec{C}_{1} \cdot \vec{X}_{\alpha}-\vec{X}\right|, \vec{D}_{\beta}=\left|\vec{C}_{2} \cdot \vec{X}_{\beta}-\vec{X}\right|, \vec{D}_{\delta}=\left|\vec{C}_{3} \cdot \vec{X}_{\delta}-\vec{X}\right|  \tag{3}\\
\vec{X}_{1}=\vec{X}_{\alpha}-\vec{A}_{1} \cdot\left(\vec{D}_{\alpha}\right), \vec{X}_{2}=\vec{X}_{\beta}-\vec{A}_{2} \cdot\left(\vec{D}_{\beta}\right), \vec{X}_{3}=\vec{X}_{\delta}-\vec{A}_{3} \cdot\left(\vec{D}_{\delta}\right)  \tag{4}\\
\vec{X}(t+1)=\frac{\vec{X}_{1}+\vec{X}_{2}+\vec{X}_{3}}{3} \tag{5}
\end{gather*}
$$

where $\vec{X}_{\alpha}$ is the position of the alpha, $\vec{X}_{\beta}$ is the position of the beta, $\vec{X}_{\delta}$ is the position of the delta, $\vec{C}_{1}$, $\vec{C}_{2}, \vec{C}_{3}$ and $\vec{A}_{1}, \vec{A}_{2}, \vec{A}_{3}$ are all random vectors, $\vec{X}$ is the position of the current solution, and $t$ indicates the number of iterations.

As mentioned before, $\omega$ wolves update their positions based on positions of $\alpha, \beta$, and $\delta$. There are two vectors: $\vec{A}$ and $\vec{C}$ that are random and adaptive vectors which help the algorithm to escape from local optima. When $|A>1|$, half of the iterations are devoted to exploration. The range of $C$ is $2 \leqslant C \leqslant 0$. The vector $C$ also improves exploration when $C>1$. In contrast, the other half of
the iterations are dedicated to exploitation when $|A|<1$, and the exploitation is also emphasized when $C<1$. Note here that $A$ decreases linearly over the course of iterations in order to emphasize exploitation, and $C$ is provided with a random value at all times to emphasize exploration not only during initial iterations but also during final iterations. The pseudo code of GWO (Algorithm 1) is presented as follows:

```
Algorithm 1. GWO algorithm
    Initialize the grey wolf population \(X_{i}=(i=1,2, \ldots, n)\)
    Initialize \(a, A\), and \(C\)
    For all \(X_{i}\) do
        Calculate fitness \(F\left(X_{i}\right)\)
    End for
    Get the first three best wolves as \(X_{\alpha}, X_{\beta}\), and \(X_{\delta}\)
    While ( \(t<\) Max number of iterations)
        For each search agent
            Update the position of the current search agent by Equation (5)
        End for
        Update \(a, A\), and \(C\)
        For all \(X_{i}\) do
            Calculate fitness \(F\left(X_{i}\right)\)
        End for
        Update \(X_{\alpha}, X_{\beta}\), and \(X_{\delta}\)
        \(t=t+1\)
    End while
    Return \(X_{\alpha}\)
```


## 3. Complex-Valued Encoding Grey Wolf Optimization Algorithm (CGWO)

### 3.1. The Complex-Valued Encoding Method

In order to contain the $M$ - variable function optimization problem within the $M$ complex, corresponding to the $M$ complex, the grey wolf location is recorded as follows:

$$
\begin{equation*}
x_{p}=R_{p}+i I_{p} \quad p=1,2, \ldots, M \tag{6}
\end{equation*}
$$

The genes of grey wolves can be expressed as a diploid, which is recorded as ( $R_{p}, I_{p}$ ). Where $R_{p}$ indicates the real part of the variable, $I_{p}$ indicates the imaginary part of the variable. Therefore, the $i$ th grey wolf can be seen in Table 1.

Table 1. Grey wolf chromosome model.

| Gene $_{\mathbf{1}}$ | Gene $_{\mathbf{2}}$ | Gene $_{\mathbf{i}}$ | Gene $_{\mathbf{M}}$ |
| :---: | :---: | :---: | :---: |
| $\left(R_{p 1}, I_{p 1}\right)$ | $\left(R_{p 2}, I_{p 2}\right)$ | $\ldots$ | $\left(R_{p M}, I_{p M}\right)$ |

### 3.1.1. Initializing the Complex-Valued Encoding Population

The variable interval of the function is set to $\left[A_{L}, B_{L}\right], L=1,2, \ldots, M$. Generate $M$ modulus and $M$ phase angle randomly, and they form a complex-valued $M$. The relationship of the modulus and the phase is provided as follows:

$$
\begin{gather*}
\rho_{L}=\left[0, \frac{B_{L}-A_{L}}{2}\right], \theta_{L}=[-2 \pi, 2 \pi], L=1,2, \ldots ., M  \tag{7}\\
R_{L}+i I_{L}=\rho_{L}\left(\cos \theta_{L}+i \sin \theta_{L}\right), \quad L=1,2, \ldots, M \tag{8}
\end{gather*}
$$

So, we obtain $M$ real and imaginary parts. The real and imaginary parts are updated according to Section 3.1.2.

### 3.1.2. The Updating Method of CGWO

Update the Real Parts

$$
\begin{gather*}
\vec{D}_{R \alpha}=\left|\vec{C}_{1} \cdot \vec{X}_{R \alpha}-\vec{X}_{R}\right|, \vec{D}_{R \beta}=\left|\vec{C}_{2} \cdot \vec{X}_{R \beta}-\vec{X}_{R}\right|, \vec{D}_{R \delta}=\left|\vec{C}_{3} \cdot \vec{X}_{R \delta}-\vec{X}_{R}\right|  \tag{9}\\
\vec{X}_{R 1}=\vec{X}_{R \alpha}-\vec{A}_{1} \cdot\left(\vec{D}_{R \alpha}\right), \vec{X}_{R 2}=\vec{X}_{R \beta}-\vec{A}_{2} \cdot\left(\vec{D}_{R \beta}\right), \vec{X}_{R 3}=\vec{X}_{R \delta}-\vec{A}_{3} \cdot\left(\vec{D}_{R \delta}\right)  \tag{10}\\
\vec{X}_{R}(t+1)=\frac{\vec{X}_{R 1}+\vec{X}_{R 2}+\vec{X}_{R 3}}{3} \tag{11}
\end{gather*}
$$

Update the Imaginary Parts

$$
\begin{gather*}
\vec{D}_{I \alpha}=\left|\vec{C}_{1} \cdot \vec{X}_{I \alpha}-\vec{X}_{I}\right|, \vec{D}_{I \beta}=\left|\vec{C}_{2} \cdot \vec{X}_{I \beta}-\vec{X}_{I}\right|, \vec{D}_{I \delta}=\left|\vec{C}_{3} \cdot \vec{X}_{I \delta}-\vec{X}_{I}\right|  \tag{12}\\
\vec{X}_{I 1}=\vec{X}_{I \alpha}-\vec{A}_{1} \cdot\left(\vec{D}_{I \alpha}\right), \vec{X}_{I 2}=\vec{X}_{I \beta}-\vec{A}_{2} \cdot\left(\vec{D}_{I \beta}\right), \vec{X}_{I 3}=\vec{X}_{I \delta}-\vec{A}_{3} \cdot\left(\vec{D}_{I \delta}\right)  \tag{13}\\
\vec{X}_{I}(t+1)=\frac{\vec{X}_{I 1}+\vec{X}_{I 2}+\vec{X}_{I 3}}{3} \tag{14}
\end{gather*}
$$

where $\vec{D}_{R}$ and $\vec{D}_{L}$ indicate the real and imaginary of the approximate distance between the current solution, alpha, beta, and delta respectively. $\vec{X}_{R}$ and $\vec{X}_{L}$ indicate the real and imaginary parts of the final position of the current solution. It should be noted here that $\vec{A}$ and $\vec{C}$ are coefficient vectors, so it is not necessary for them to be converted to real and imaginary.

### 3.1.3. The Calculation Method of Fitness Value

The complex domain is composed of real and imaginary parts, so the complex number must be changed into a real number when solving the fitness function value. The real value of an objective function is determined by its modulus, and the sign is determined by its phase angle. The concrete practices are as follows:

$$
\begin{gather*}
\rho_{n}=\sqrt{X_{R_{n}}^{2}+X_{I_{n}}^{2}}, \quad n=1,2, \ldots, M  \tag{15}\\
R V_{n}=\rho_{n} \operatorname{sgn}\left(\sin \left(\frac{X_{I n}}{\rho_{n}}\right)\right)+\frac{B_{L}+A_{L}}{2}, \quad n=1,2, \ldots, M \tag{16}
\end{gather*}
$$

where $\rho_{n}$ indicates the $n$th dimension module, $X_{R_{n}}^{2}, X_{I_{n}}^{2}$ indicate the real part and imaginary part of the $n$th dimension, respectively, and $R V_{n}$ is converted into a real variable.

### 3.2. CGWO Algorithm

Based on the above analysis, complex-valued encoding, which can be considered as a valid global optimization strategy, is applied to the grey wolf optimizer. The real and imaginary parts of complex numbers are updated independently due to two-dimensional properties of complex numbers. The strategy greatly expands the amount of information contained in the individual gene and enhances the diversity of individual populations. In addition, to improve the local search ability of the algorithm, the differential evolution strategy "DE/best/2" [22] is introduced. Under the circumstances, CGWO has the potential to balance global and local searches. In the following section, various benchmark functions are employed to explore the effectiveness of CGWO. The pseudo code of CGWO (Algorithm 2) is as follows:

```
Algorithm 2. CGWO algorithm
    Initialize the grey wolf population: Let \(\rho_{L}=\left[0, \frac{B_{L}-A_{L}}{2}\right], \theta_{L}=[-2 \pi, 2 \pi], L=1,2, \ldots, M\)
        Get the real and imaginary part of the complex number by Equation (8)
        Convert to real variables by Equations (15) and (16)
        For all \(X_{i}\) do
            Calculate fitness \(F\left(X_{i}\right)\)
        End for
        Get the first three best wolves as \(X_{\alpha}, X_{\beta}\), and \(X_{\delta}\)
        While ( \(t<\) Max number of iterations)
            For each search agent
                Update the real part of the current search agent by Equations (9-11)
                    Update the imaginary part of the current search agent by Equations (12-14)
            End for
            Modify the real and imaginary part by "DE/best/2"
            Select randomly \(r_{2} \neq r_{2} \neq r_{3} \neq r_{4} \neq i\)
            \(\vec{X}_{n e w}=\vec{X}_{\alpha}+F *\left(\vec{X}_{r 1}-\vec{X}_{r 2}\right)+F *\left(\vec{X}_{r 3}-\vec{X}_{r 4}\right)\)
            Update \(a, A\), and \(C\)
            Convert to real variables by Equations (15) and (16)
            For all \(X_{i}\) do
                Calculate fitness \(F\left(X_{i}\right)\)
            End for
            Update \(X_{\alpha}, X_{\beta}\), and \(X_{\delta}\)
            \(t=t+1\)
        End while
        Return \(X_{\alpha}\)
```


## 4. Experimental Results and Discussion

### 4.1. Simulation Platform

All algorithms are tested in Matlab R2012a (7.14), and experiments are executed on AMD Athlon (tm) II X4 640 Processor 3.00 GHz PC with 3G RAM. Operating system is Windows 7.

### 4.2. Benchmark Functions

To evaluate the performance of the proposed method, termed CGWO, 16 standard benchmark functions are used to demonstrate the performance of the algorithm [23-25]. They can be divided into two groups: unimodal and multimodal functions. Table 1 lists the functions, where Dim shows dimension of the function, Range is the boundary of search space of the function, and $f_{\min }$ is the minimum of the function.

We compare ABC [7], GGSA [9], CGWO, GWO [16] on benchmark functions to verify the effectiveness of these algorithms dealing with problems of different scales. Moreover, in order to prove the superiority of CGWO over GWO, we derive the functions from complex-valued encoding rather than the differential evolution strategy "DE/best/2". CGWO is also compared to the basic GWO with a differential evolution strategy called differential evolution GWO (DGWO). The five algorithms have some parameters that are shown in Table 2.

Table 2. Benchmark functions.

| Benchmark Functions | Range | Dim | $f_{\min }$ |
| :---: | :---: | :---: | :---: |
| Unimodal functions |  |  | 0 |
| $F_{1}:$ Sphere function | $[-100,100]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{2}:$ Schwefel's problem 2.22 | $[-10,10]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{3}:$ Schwefel's problem 2.21 | $[-100,100]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{4}:$ Generalized Rosenbrock's function | $[-30,30]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{5}:$ Quartic function i.e., Niose | $[-1.28,1.28]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{6}:$ Shifted sphere function | $[-100,100]$ | $10,30,50,100,200,300,400$ | -450 |
| $F_{7}:$ Shifted Schwefel's | $[-100,100]$ | $10,30,50,100,200,300,400$ | -450 |
| $F_{8}:$ Generalized Rosenbrock's function | $[-100,100]$ | $10,30,50,100,200,300,400$ | -450 |
| Multimodal functions |  |  |  |
| $F_{9}:$ Generalized Rastrigin's function | $[-5.12,5.12]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{10}:$ Ackley's function | $[-32,32]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{11}:$ Generalized Griewank function | $[-600,600]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{12}:$ Generalized Penalized 1 function | $[-50,50]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{13}:$ Alpine function | $[-10,10]$ | $10,30,50,100,200,300,400$ | 0 |
| $F_{14}:$ Shifted Rosenbrock's function | $[-100,100]$ | $10,30,50,100,200,300,400$ | 390 |
| $F_{15}:$ Shifted Rastrigin's function | $[-5,5]$ | $10,30,50,100,200,300,400$ | -330 |
| $F_{16}:$ Expanded extended Griewank's plus | $[-3,1]$ | $10,30,50,100,200,300,400$ | -130 |
| Rosenbrock's function |  |  |  |

The experimental initial parameters of the five algorithms are provided in Table 3, the experimental results are provided in Tables 4 and 5. The results are averaged over 20 consecutive experiments. The best results are demonstrated in bold type. The average (AVE) and standard deviation (STD) of the best solution obtained in the last iteration are reported in the form of AVE $\pm$ STD. Note that the Matlab code of the GGSA algorithm is given in [26].

To improve the performance evaluation of evolutionary algorithms, statistical tests should be conducted [27]. In order to determine whether the results of CGWO differ from the best results of the other algorithms in a statistical method, a nonparametric test, which is known as Wilcoxon's rank-sum test [28-31], is performed at $5 \%$ significance level. The calculated $p$ values in Wilcoxon's rank-sum test comparing CGWO and the other algorithms over all the benchmark functions are given in Tables 6-12. Usually, $p$ values $<0.05$ can be considered as sufficient evidence against the null hypothesis.

Table 3. Initial parameters of algorithms (where $T$ indicates the maximum number of interactions; $t$ is the current iteration).

| Algorithm | Parameter | Value |
| :---: | :---: | :---: |
| CGWO | Number of grey wolves $\vec{\alpha}$ <br> Scaling factor ( $F$ ) <br> Max iteration <br> Stopping criteria | $\begin{gathered} 50(\operatorname{dim}=10,30,50,100,200,300,400) \\ \text { Linearly decreased from } 2 \text { to } 0 \\ 0.1 \\ 500 \\ \text { Max iteration } \end{gathered}$ |
| DGWO | Number of grey wolves $\vec{\alpha}$ <br> Scaling factor $(F)$ <br> Max iteration <br> Stopping criteria | $\begin{gathered} 50(\operatorname{dim}=10,30,50,100,200,300,400) \\ \text { Linearly decreased from } 2 \text { to } 0 \\ 0.1 \\ 500 \\ \text { Max iteration } \end{gathered}$ |
| GWO | Number of grey wolves $\vec{\alpha}$ <br> Max iteration Stopping criteria | $\begin{gathered} 50(\operatorname{dim}=10,30,50,100,200,300,400) \\ \text { Linearly decreased from } 2 \text { to } 0 \\ 500 \\ \text { Max iteration } \end{gathered}$ |
| GGSA | Number of particles $\begin{gathered} c_{1}^{\prime} \\ c_{2}^{\prime} \\ G_{0} \\ \alpha \end{gathered}$ <br> Max iteration Stopping criteria | $\begin{gathered} 50(\operatorname{dim}=10,30,50,100,200,300,400) \\ \left(-2 t^{3} / T^{3}\right)+2 \\ \left(2 t^{3} / T^{3}\right) \\ 1 \\ 20 \\ 500 \\ \text { Max iteration } \end{gathered}$ |
| ABC | Number of bees Limit Max iteration Stopping criteria | $\begin{gathered} 50(\mathrm{dim}=10,30,50,100,200,300,400) \\ \text { dim } \\ 500 \\ \text { Max iteration } \end{gathered}$ |

Table 4. Minimization results of the unimodal benchmark functions.

| Dim | $\mathrm{F}_{1}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{4}$ | $\mathrm{F}_{5}$ | $\mathrm{F}_{6}$ | $\mathrm{F}_{7}$ | $\mathrm{F}_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cGwo |  |  |  |  |  |  |  |  |
| 10 | 8.0777E -20 $\pm$ 0.0000E+00 | $0.0000 \mathrm{E}+00 \pm 0.0000 \mathrm{E}+00$ | $8.4729 \mathrm{E}-43 \pm 3.2969 \mathrm{E}-42$ | $5.5016 \mathrm{E}-04 \pm 3.5231 \mathrm{E}-04$ | $2.9091 \mathrm{E}-04 \pm 4.3211 \mathrm{E}-04$ | $-4.4889 \mathrm{E}+02 \pm 1.0776 \mathrm{E}+00$ | $-1.9339 \mathrm{E}+02 \pm 4.0809 \mathrm{E}+02$ | $-3.0527 \mathrm{E}+01 \pm 8.6684 \mathrm{E}+02$ |
| 30 | $1.4398 \mathrm{E}-71 \pm 4.8237 \mathrm{E}-71$ | $1.2998 \mathrm{E}-39 \pm 2.5518 \mathrm{E}-39$ | $4.1033 \mathrm{E}-15 \pm 1.0312 \mathrm{E}-14$ | $1.8100 \mathrm{E}-02 \pm 1.0057 \mathrm{E}-02$ | $7.2160 \mathrm{E}-04 \pm 5.1996 \mathrm{E}-04$ | $-4.4915 \mathrm{E}+02 \pm 5.8509 \mathrm{E}-01$ | $1.1352 \mathrm{E}+04 \pm 3.3158 \mathrm{E}+03$ | $1.7787 \mathrm{E}+04 \pm 5.0959 \mathrm{E}+03$ |
| 50 | ${ }_{3} .7431 \mathrm{E}-50 \pm 1.1867 \mathrm{E}-49$ | $4.4998 \mathrm{E}-27 \pm 8.4186 \mathrm{E}-27$ | $1.9027 \mathrm{E}-09 \pm 3.3531 \mathrm{E}-09$ | $4.7794 \mathrm{E}+01 \pm 1.2119 \mathrm{E}+00$ | 9.3468E-04 $\pm$ 6.6121E-04 | $-1.2732 \mathrm{E}+02 \pm 1.9633 \mathrm{E}+02$ | $3.4063 \mathrm{E}+04 \pm 5.9884 \mathrm{E}+03$ | $3.9009 \mathrm{E}+04 \pm 5.1989 \mathrm{E}+03$ |
| 100 | $7.3423 \mathrm{E}-30 \pm 3.1587 \mathrm{E}-29$ | $1.6124 \mathrm{E}-16 \pm 3.5312 \mathrm{E}-16$ | $3.9660 \mathrm{E}-01 \pm 1.7639 \mathrm{E}+00$ | $9.7784 \mathrm{E}+01 \pm 7.2242 \mathrm{E}-01$ | $1.5909 \mathrm{E}-03 \pm 1.0240 \mathrm{E}-03$ | $2.1759 \mathrm{E}+04 \pm 7.5580 \mathrm{E}+03$ | $1.2869 \mathrm{E}+05 \pm 2.1842 \mathrm{E}+04$ | $1.8549 \mathrm{E}+05 \pm 2.6968 \mathrm{E}+04$ |
| 200 | $1.4070 \mathrm{E}-19 \pm 3.6121 \mathrm{E}-19$ | $1.5064 \mathrm{E}-10 \pm 2.5796 \mathrm{E}-10$ | $1.2359 \mathrm{E}+00 \pm 1.0011 \mathrm{E}+00$ | $1.9738 \mathrm{E}+02 \pm 5.6856 \mathrm{E}-01$ | $4.2014 \mathrm{E}-03 \pm 2.7884 \mathrm{E}-03$ | $5.0140 \mathrm{E}+05 \pm 1.7003 \mathrm{E}+04$ | $1.9216 \mathrm{E}+06 \pm 1.9621 \mathrm{E}+05$ | $3.3979 \mathrm{E}+06 \pm 3.5774 \mathrm{E}+05$ |
| 300 | $2.8113 \mathrm{E}-15 \pm 5.6022 \mathrm{E}-15$ | $7.0321 \mathrm{E}-08 \pm 6.7782 \mathrm{E}-08$ | $3.6366 \mathrm{E}+00 \pm 1.0280 \mathrm{E}+00$ | $2.9626 \mathrm{E}+02 \pm 1.5730 \mathrm{E}-01$ | $4.7128 \mathrm{E}-02 \pm 1.4278 \mathrm{E}-01$ | $8.0008 \mathrm{E}+05 \pm 1.5269 \mathrm{E}+04$ | $4.1571 \mathrm{E}+06 \pm 5.1269 \mathrm{E}+05$ | $4.9800 \mathrm{E}+06 \pm 6.5065 \mathrm{E}+05$ |
| 400 | $3.4737 \mathrm{E}-12 \pm 7.1267 \mathrm{E}-12$ | ${ }_{3} .0327 \mathrm{E}-06 \pm 2.5241 \mathrm{E}-06$ | $2.1025 \mathrm{E}+01 \pm 5.6457 \mathrm{E}+00$ | $3.9548 \mathrm{E}+02 \pm 4.4863 \mathrm{E}-01$ | ${ }_{4.2727 \mathrm{E}-02 \pm 7.0163 \mathrm{E}-02}$ | $1.1130 \mathrm{E}+06 \pm 1.7554 \mathrm{E}+04$ | $7.5665 \mathrm{E}+06 \pm 1.0621 \mathrm{E}+06$ | $1.2198 \mathrm{E}+07 \pm 2.2352 \mathrm{E}+06$ |
| dGWO |  |  |  |  |  |  |  |  |
| 10 | $1.1360 \mathrm{E}-06 \pm 4.7184 \mathrm{E}-07$ | $1.9937 \mathrm{E}-04 \pm 4.2277 \mathrm{E}-05$ | 2.1312E-01 $\pm 9.2890 \mathrm{E}-02$ | $8.3090 \mathrm{E}+00 \pm 1.0305 \mathrm{E}+00$ | $3.4367 \mathrm{E}-02 \pm 1.0888 \mathrm{E}-02$ | $2.3163 \mathrm{E}+03 \pm 2.5481 \mathrm{E}+03$ | $4.7482 \mathrm{E}+03 \pm 2.8687 \mathrm{E}+03$ | $7.5883 \mathrm{E}+03 \pm 4.1176 \mathrm{E}+03$ |
| 30 | $7.3667 \mathrm{E}-02 \pm 1.8195 \mathrm{E}-02$ | $1.1711 \mathrm{E}-01 \pm 2.9090 \mathrm{E}-02$ | $2.4785 \mathrm{E}+01 \pm 5.9882 \mathrm{E}+00$ | $4.3406 \mathrm{E}+01 \pm 3.4415 \mathrm{E}+01$ | $1.2390 \mathrm{E}-01 \pm 2.3564 \mathrm{E}-02$ | $2.6585 \mathrm{E}+04 \pm 8.6640 \mathrm{E}+03$ | $2.1542 \mathrm{E}+04 \pm 6.2293 \mathrm{E}+03$ | $4.3638 \mathrm{E}+04 \pm 1.0900 \mathrm{E}+04$ |
| 50 | $2.4476 \mathrm{E}+00 \pm 6.0988 \mathrm{E}-01$ | $9.9901 \mathrm{E}-01 \pm 1.5113 \mathrm{E}-01$ | $4.4000 \mathrm{E}+01 \pm 5.2551 \mathrm{E}+00$ | $1.4580 \mathrm{E}+02 \pm 6.4864 \mathrm{E}+01$ | $2.7228 \mathrm{E}-01 \pm 4.7428 \mathrm{E}-02$ | $4.7804 \mathrm{E}+04 \pm 1.1059 \mathrm{E}+04$ | $4.3616 \mathrm{E}+04 \pm 1.1237 \mathrm{E}+04$ | $1.2208 \mathrm{E}+05 \pm 3.4060 \mathrm{E}+04$ |
| 100 | $1.0877 \mathrm{E}+02 \pm 1.6232 \mathrm{E}+01$ | $1.0042 \mathrm{E}+01 \pm 1.1552 \mathrm{E}+00$ | $6.2858 \mathrm{E}+01 \pm 6.3699 \mathrm{E}+00$ | $2.3664 \mathrm{E}+03 \pm 4.5620 \mathrm{E}+02$ | $7.9759 \mathrm{E}-01 \pm 9.3228 \mathrm{E}-02$ | $1.1471 \mathrm{E}+05 \pm 1.3791 \mathrm{E}+04$ | $1.6432 \mathrm{E}+05 \pm 2.4980 \mathrm{E}+04$ | $5.1550 \mathrm{E}+05 \pm 8.8341 \mathrm{E}+04$ |
| 200 | $1.9645 \mathrm{E}+03 \pm 1.9254 \mathrm{E}+02$ | $5.2295 \mathrm{E}+01 \pm 5.2466 \mathrm{E}+00$ | $7.8652 \mathrm{E}+01 \pm 3.6098 \mathrm{E}+00$ | $1.0148 \mathrm{E}+05 \pm 1.9510 \mathrm{E}+04$ | $3.5616 \mathrm{E}+00 \pm 4.4507 \mathrm{E}-01$ | $8.4322 \mathrm{E}+05 \pm 6.2948 \mathrm{E}+04$ | $3.6436 \mathrm{E}+06 \pm 4.5426 \mathrm{E}+05$ | $4.4553 \mathrm{E}+06 \pm 8.5486 \mathrm{E}+05$ |
| 300 | $7.6823 \mathrm{E}+03 \pm 5.6428 \mathrm{E}+02$ | $1.2337 \mathrm{E}+02 \pm 6.7399 \mathrm{E}+00$ | $8.3316 \mathrm{E}+01 \pm 4.7333 \mathrm{E}+00$ | $9.1603 \mathrm{E}+05 \pm 2.4689 \mathrm{E}+05$ | $1.0789 \mathrm{E}+01 \pm 1.3892 \mathrm{E}+00$ | $1.3864 \mathrm{E}+06 \pm 6.5113 \mathrm{E}+04$ | $8.78852 \mathrm{E}+06 \pm 1.4109 \mathrm{E}+06$ | $9.9956 \mathrm{E}+06 \pm 2.2905 \mathrm{E}+06$ |
| 400 | $1.9250 \mathrm{E}+04 \pm 1.5647 \mathrm{E}+03$ | $2.1533 \mathrm{E}+02 \pm 8.303 \mathrm{E}+00$ | $8.5761 \mathrm{E}+01 \pm 4.7751 \mathrm{E}+00$ | $3.8053 \mathrm{E}+06 \pm 7.6087 \mathrm{E}+05$ | $2.9632 \mathrm{E}+01 \pm 2.5582 \mathrm{E}+00$ | $1.9203 \mathrm{E}+06 \pm 9.4239 \mathrm{E}+04$ | $1.5215 \mathrm{E}+07 \pm 3.6273 \mathrm{E}+06$ | $1.7677 \mathrm{E}+07 \pm 2.6455 \mathrm{E}+06$ |
| gwo |  |  |  |  |  |  |  |  |
| 10 | 2.5805E $-69 \pm 7.6450 \mathrm{E}-69$ | $2.7692 \mathrm{E}-40 \pm 6.3910 \mathrm{E}-40$ | $2.7524 \mathrm{E}-22 \pm 3.4511 \mathrm{E}-22$ | $6.4337 \mathrm{E}+00 \pm 6.8791 \mathrm{E}-01$ | $4.9730 \mathrm{E}-04 \pm 4.5395 \mathrm{E}-04$ | $-4.0937 \mathrm{E}+02 \pm 1.3607 \mathrm{~F}+02$ | $8.9662 \mathrm{E}+02 \pm 1.1030 \mathrm{E}+03$ | $1.7674 \mathrm{E}+03 \pm 1.6258 \mathrm{E}+03$ |
| 30 | $2.1070 \mathrm{E}-33 \pm 4.4964 \mathrm{E}-33$ | $8.1447 \mathrm{E}-20 \pm 6.4357 \mathrm{E}-20$ | $1.4089 \mathrm{E}-08 \pm 1.2034 \mathrm{E}-08$ | $2.6904 \mathrm{E}+01 \pm 9.2161 \mathrm{E}-01$ | $1.1778 \mathrm{E}-03 \pm 5.2271 \mathrm{E}-04$ | $9.2889 \mathrm{E}+02 \pm 1.6474 \mathrm{E}+03$ | $2.0771 \mathrm{E}+04 \pm 4.9830 \mathrm{E}+03$ | $2.8285 \mathrm{E}+04 \pm 6.7382 \mathrm{E}+03$ |
| 50 | 6.2067E-24 $\pm 7.8311 \mathrm{E}-24$ | $1.3044 \mathrm{E}-14 \pm 6.4281 \mathrm{E}-15$ | $3.0825 \mathrm{E}-05 \pm 3.2791 \mathrm{E}-05$ | $4.6971 \mathrm{E}+01 \pm 9.0888 \mathrm{E}-01$ | $2.2703 \mathrm{E}-03 \pm 1.1187 \mathrm{E}-03$ | $4.8602 \mathrm{E}+03 \pm 2.9308 \mathrm{E}+03$ | $5.4895 \mathrm{E}+04 \pm 1.1910 \mathrm{E}+04$ | $7.7969 \mathrm{E}+04 \pm 2.8450 \mathrm{E}+04$ |
| 100 | $5.7949 \mathrm{E}-15 \pm 4.8422 \mathrm{E}-15$ | $1.5493 \mathrm{E}-09 \pm 7.8417 \mathrm{E}-10$ | $1.9884 \mathrm{E}-01 \pm 2.4874 \mathrm{E}-01$ | $9.7657 \mathrm{E}+01 \pm 7.4917 \mathrm{E}-01$ | $4.2428 \mathrm{E}-03 \pm 1.5897 \mathrm{E}-03$ | $2.9473 \mathrm{E}+04 \pm 5.9709 \mathrm{E}+03$ | $3.4850 \mathrm{E}+05 \pm 8.0002 \mathrm{E}+04$ | $4.7813 \mathrm{E}+05 \pm 1.4313 \mathrm{E}+05$ |
| 200 | $2.2316 \mathrm{E}-09 \pm 1.2787 \mathrm{E}-09$ | $3.1753 \mathrm{E}-06 \pm 6.9032 \mathrm{E}-07$ | $1.6292 \mathrm{E}+01 \pm 6.3378 \mathrm{E}+00$ | $1.9754 \mathrm{E}+02 \pm 6.5867 \mathrm{E}-01$ | $9.3098 \mathrm{E}-03 \pm 2.8591 \mathrm{E}-03$ | $5.9583 \mathrm{E}+05 \pm 3.0287 \mathrm{E}+04$ | $2.7874 \mathrm{E}+06 \pm 3.3331 \mathrm{E}+05$ | $3.4073 \mathrm{E}+06 \pm 4.9504 \mathrm{E}+05$ |
| 300 | $6.3147 \mathrm{E}-07 \pm 2.7324 \mathrm{E}-07$ | $1.0829 \mathrm{E}-04 \pm 1.8965 \mathrm{E}-05$ | $3.7255 \mathrm{E}+01 \pm 8.5676 \mathrm{E}+00$ | $2.9764 \mathrm{E}+02 \pm$ 3.1645E-01 | $1.4354 \mathrm{E}-02 \pm 4.0319 \mathrm{E}-03$ | $9.4557 \mathrm{E}+05 \pm 5.1007 \mathrm{E}+04$ | $6.8111 \mathrm{E}+06 \pm$ ¢ $8.6399 \mathrm{E}+05$ | $7.9226 \mathrm{E}+06 \pm 1.2337 \mathrm{E}+06$ |
| 400 | $1.7267 \mathrm{E}-05 \pm 4.6512 \mathrm{E}-06$ | $7.4353 \mathrm{E}-04 \pm 1.3332 \mathrm{E}-04$ | $5.2035 \mathrm{E}+01 \pm 7.0599 \mathrm{E}+00$ | $3.9747 \mathrm{E}+02 \pm 4.8978 \mathrm{E}-01$ | $2.0391 \mathrm{E}-02 \pm 7.0124 \mathrm{E}-03$ | $1.3036 \mathrm{E}+06 \pm 3.3161 \mathrm{E}+04$ | $1.2296 \mathrm{E}+07 \pm 1.7584 \mathrm{E}+06$ | $1.3510 \mathrm{E}+07 \pm 1.6044 \mathrm{E}+06$ |
| GGSA |  |  |  |  |  |  |  |  |
| 10 | 9.2519E-21 $\pm 4.2801 \mathrm{E}-21$ | $3.1151 \mathrm{E}-10 \pm 9.2607 \mathrm{E}-11$ | $8.9514 \mathrm{E}-11 \pm 2.7214 \mathrm{E}-11$ | $6.7009 \mathrm{E}+00 \pm 1.2573 \mathrm{E}-01$ | $3.2674 \mathrm{E}-03 \pm 2.4999 \mathrm{E}-03$ | $-4.5000 \mathrm{E}+02 \pm 0.0000 \mathrm{E}+00$ | $2.6272 \mathrm{E}+03+6.2941 \mathrm{E}+02$ | $1.4392 \mathrm{E}+04+2.6931 \mathrm{E}+03$ |
| 30 | $2.6712 \mathrm{E}-18 \pm 1.2549 \mathrm{E}-18$ | $9.3694 \mathrm{E}-09 \pm 4.4274 \mathrm{E}-09$ | $2.9579 \mathrm{E}+00 \pm \pm .1 .6414 \mathrm{E}+00$ | $5.8188 \mathrm{E}+01 \pm$ ¢ $6.3740 \mathrm{E}+01$ | $1.0137 \mathrm{E}-01 \pm 1.9933 \mathrm{E}-01$ | $2.3067 \mathrm{E}+04 \pm 3.3726 \mathrm{E}+03$ | $3.3267 \mathrm{E}+04 \pm 4.3653 \mathrm{E}+03$ | $1.1119 \mathrm{E}+05 \pm$ ¢ $3.3148 \mathrm{E}+04$ |
| 50 | ${ }_{1.5507 \mathrm{E}+01}^{ \pm} \pm 2.1611 \mathrm{E}+01$ | $5.1348 \mathrm{E}-02 \pm 1.5918 \mathrm{E}-01$ | $8.6753 \mathrm{E}+00 \pm 1.6597 \mathrm{E}+00$ | $2.7657 \mathrm{E}+02 \pm 1.2526 \mathrm{E}+02$ | $3.0945 \mathrm{E}-01 \pm 2.1183 \mathrm{E}-01$ | $7.4669 \mathrm{E}+04 \pm 4.5502 \mathrm{E}+03$ | $1.3785 \mathrm{E}+05 \pm 3.2422 \mathrm{E}+04$ | $4.1812 \mathrm{E}+05 \pm 9.6508 \mathrm{E}+04$ |
| 100 | $1.6676 \mathrm{E}+03 \pm 4.9714 \mathrm{E}+02$ | $6.1052 \mathrm{E}+00 \pm 1.8933 \mathrm{E}+00$ | $1.2955 \mathrm{E}+01 \pm 1.0841 \mathrm{E}+00$ | $1.7308 \mathrm{E}+04 \pm 8.9446 \mathrm{E}+03$ | $5.3262 \mathrm{E}+00 \pm 2.3408 \mathrm{E}+00$ | $2.1907 \mathrm{E}+05 \pm 1.0291 \mathrm{E}+04$ | $7.8679 \mathrm{E}+05 \pm 1.5218 \mathrm{E}+05$ | $1.3530 \mathrm{E}+06 \pm 3.0243 \mathrm{E}+05$ |
| 200 | $8.4275 \mathrm{E}+03 \pm 1.2512 \mathrm{E}+03$ | $3.6763 \mathrm{E}+01 \pm 3.8134 \mathrm{E}+00$ | $1.6661 \mathrm{E}+01 \pm 1.4115 \mathrm{E}+00$ | $3.1464 \mathrm{E}+05 \pm 8.8699 \mathrm{E}+04$ | $8.1100 \mathrm{E}+01 \pm 2.5622 \mathrm{+}+01$ | $5.8479 \mathrm{E}+05 \pm 5.1987 \mathrm{E}+04$ | $2.7680 \mathrm{E}+06 \pm 4.0291 \mathrm{E}+05$ | $2.2675 \mathrm{E}+06 \pm 3.1986 \mathrm{E}+05$ |
| 300 | $1.5914 \mathrm{E}+04 \pm 1.3725 \mathrm{E}+03$ | $8.2638 \mathrm{E}+01 \pm 5.8110 \mathrm{E}+00$ | $1.9064 \mathrm{E}+01 \pm 1.3577 \mathrm{E}+00$ | $9.6178 \mathrm{E}+05 \pm 1.7308 \mathrm{E}+05$ | $2.7728 \mathrm{E}+02 \pm 5.9165 \mathrm{E}+01$ | $9.2981 \mathrm{E}+05 \pm 4.1542 \mathrm{E}+04$ | $6.2326 \mathrm{E}+06 \pm 5.7420 \mathrm{E}+05$ | $7.0990 \mathrm{E}+06 \pm 1.0544 \mathrm{E}+06$ |
| 400 | $2.3949 \mathrm{E}+04 \pm 2.1892 \mathrm{E}+03$ | $1.4341 \mathrm{E}+02 \pm 8.2441 \mathrm{E}+00$ | $1.9783 \mathrm{E}+01 \pm 1.0119 \mathrm{E}+00$ | $1.5492 \mathrm{E}+06 \pm 2.2445 \mathrm{E}+05$ | $6.0587 \mathrm{E}+02 \pm 1.24833 \mathrm{E}+02$ | $1.2460 \mathrm{E}+06 \pm 5.7645 \mathrm{E}+04$ | $1.0610 \mathrm{E}+07 \pm 1.3024 \mathrm{E}+06$ | $9.0430 \mathrm{E}+06 \pm 8.0266 \mathrm{E}+05$ |
| ${ }^{\text {ABC }}$ |  |  |  |  |  |  |  |  |
|  | $6.0129 \mathrm{E}-01 \pm 6.1553 \mathrm{E}-01$ | $1.5859 \mathrm{E}-01 \pm 8.4510 \mathrm{E}-02$ | $2.1272 \mathrm{E}+01 \pm 4.3992 \mathrm{E}+00$ | $2.6585 \mathrm{E}+02 \pm 1.6000 \mathrm{E}+02$ | $1.2359 \mathrm{E}-01 \pm 4.6076 \mathrm{E}-02$ | $-1.4954 \mathrm{E}+02 \pm 4.9579 \mathrm{E}+02$ | $3.4097 \mathrm{E}+03 \pm 1.2049 \mathrm{E}+03$ | $5.0882 \mathrm{E}+03 \pm 1.8545 \mathrm{E}+03$ |
| 30 | $3.24788 \mathrm{E}-01 \pm 4.5597 \mathrm{E}-01$ | $1.2980 \mathrm{E}-01 \pm 4.3760 \mathrm{E}-02$ | $7.0218 \mathrm{E}+01 \pm 2.3338 \mathrm{E}+00$ | ${ }_{8.5263 \mathrm{E}+02} \pm 7.9645 \mathrm{E}+02$ | $8.2804 \mathrm{E}-01 \pm 2.1601 \mathrm{E}-01$ | $1.4170 \mathrm{E}+04 \pm 7.2822 \mathrm{E}+03$ | $3.5650 \mathrm{E}+04 \pm 8.3039 \mathrm{E}+03$ | $7.4794 \mathrm{E}+04 \pm 9.2037 \mathrm{E}+03$ |
| 50 | $1.2333 \mathrm{E}+02 \pm 8.4279 \mathrm{E}+01$ | $4.3301 \mathrm{E}+00 \pm 9.9440 \mathrm{E}-01$ | $8.2147 \mathrm{E}+01 \pm 3.8170 \mathrm{E}+00$ | $4.6490 \mathrm{E}+04 \pm 6.1813 \mathrm{E}+04$ | $1.5872 \mathrm{E}+00 \pm 3.3977 \mathrm{E}-01$ | $4.0359 \mathrm{E}+04 \pm 9.7105 \mathrm{E}+03$ | $9.5767 \mathrm{E}+04 \pm 1.0755 \mathrm{E}+04$ | $2.0713 \mathrm{E}+05 \pm 4.4338 \mathrm{E}+04$ |
| 100 | $1.10303 \mathrm{E}+04 \pm 2.3400 \mathrm{E}+03$ | $6.9117 \mathrm{E}+01 \pm 1.0120 \mathrm{E}+01$ | $9.1392 \mathrm{E}+01 \pm 1.3538 \mathrm{E}+00$ | $1.4325 \mathrm{E}+07 \pm 7.5061 \mathrm{E}+06$ | $2.3301 \mathrm{E}+01 \pm 1.3000 \mathrm{E}+01$ | $1.4927 \mathrm{E}+05 \pm 1.5295 \mathrm{E}+04$ | $4.2471 \mathrm{E}+05 \pm 4.8962 \mathrm{E}+04$ | $8.3245 \mathrm{E}+05 \pm 1.3602 \mathrm{E}+05$ |
| 200 | $1.2821 \mathrm{E}+05 \pm 1.4533 \mathrm{E}+04$ | $3.6342 \mathrm{E}+02 \pm 2.7770 \mathrm{E}+01$ | $9.6556 \mathrm{E}+01 \pm 4.9955 \mathrm{E}-01$ | $9.6506 \mathrm{E}+01 \pm 4.9955 \mathrm{E}-01$ | $1.1262 \mathrm{E}+03 \pm 1.73966 \mathrm{E}+02$ | $9.1173 \mathrm{E}+05 \pm 2.9096 \mathrm{E}+04$ | $3.7621 \mathrm{E}+06 \pm 4.2790 \mathrm{E}+05$ | $4.3386 \mathrm{E}+06 \pm 6.2251 \mathrm{E}+05$ |
| 300 | $3.3265 \mathrm{E}+05 \pm 2.28887 \mathrm{E}+04$ | ${ }_{1.1978 \mathrm{E}+47}^{ \pm 4.2891 \mathrm{E}+47}$ | $9.7796 \mathrm{E}+01 \pm 3.1432 \mathrm{E}-01$ | $1.1322 \mathrm{E}+09 \pm 1.1732 \mathrm{E}+08$ | $1.1327 \mathrm{E}+09 \pm 1.1732 \mathrm{E}+08$ | $1.4685 \mathrm{E}+06 \pm 2.9655 \mathrm{E}+04$ | $7.8441 \mathrm{E}+06 \pm 9.3926 \mathrm{E}+05$ | $9.5687 \mathrm{~F}+06 \pm 1.7075 \mathrm{E}+06$ |
| 400 | $5.9389 \mathrm{E}+05 \pm 1.8295 \mathrm{E}+04$ | $4.2575 \mathrm{E}+88 \pm 1.7165 \mathrm{E}+89$ | $9.8452 \mathrm{E}+01 \pm 4.2393 \mathrm{E}-01$ | $2.2510 \mathrm{E}+09 \pm 1.1498 \mathrm{E}+08$ | $1.4309 \mathrm{E}+04 \pm 1.1349 \mathrm{E}+03$ | $2.0582 \mathrm{E}+06 \pm 4.8368 \mathrm{E}+04$ | $1.5176 \mathrm{E}+07 \pm 1.8401 \mathrm{E}+06$ | $1.8247 \mathrm{E}+07 \pm 2.5257 \mathrm{E}+06$ |

Table 5. Minimization results of the multimodal benchmark functions.

| Dim | $\mathrm{F}_{9}$ | $\mathrm{F}_{10}$ | $\mathrm{F}_{11}$ | $\mathrm{F}_{12}$ | $\mathrm{F}_{13}$ | $\mathrm{F}_{14}$ | $\mathrm{F}_{15}$ | $\mathrm{F}_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cGwo |  |  |  |  |  |  |  |  |
| 10 | $0.0000 \mathrm{E}+00 \pm 0.0000 \mathrm{E}+00$ | $1.5987 \mathrm{E}-15 \pm 1.4580 \mathrm{E}-15$ | $4.0662 \mathrm{E}-03 \pm 1.3531 \mathrm{E}-02$ | $1.3706 \mathrm{E}-07 \pm 1.2330 \mathrm{E}-07$ | 0.0000E+00 $\pm 0.0000 \mathrm{E}+00$ | $1.4299 \mathrm{E}+03 \pm 1.4439 \mathrm{E}+03$ | $-3.2642 \mathrm{E}+02 \pm 2.0518 \mathrm{E}+00$ | $-1.2860 \mathrm{E}+02 \pm 6.7363 \mathrm{E}-01$ |
| 30 | $4.2633 \mathrm{E}-14 \pm 1.7773 \mathrm{E}-13$ | $1.1191 \mathrm{E}-14 \pm 3.4387 \mathrm{E}-15$ | $6.2267 \mathrm{E}-04 \pm 2.7847 \mathrm{E}-03$ | $1.3788 \mathrm{E}-06 \pm 2.0390 \mathrm{E}-06$ | $5.8309 \mathrm{E}-37 \pm 2.5356 \mathrm{E}-36$ | $1.8721 \mathrm{E}+04 \pm 2.3273 \mathrm{E}+04$ | $-3.1258 \mathrm{E}+02 \pm 4.7012 \mathrm{E}+00$ | $-1.2340 \mathrm{E}+02 \pm 1.0595 \mathrm{E}+00$ |
| 50 | $2.8422 \mathrm{E}-15 \pm 1.2711 \mathrm{E}-14$ | $2.5580 \mathrm{E}-14 \pm 7.1497 \mathrm{E}-15$ | $6.3696 \mathrm{E}-04 \pm 2.8486 \mathrm{E}-03$ | $1.2605 \mathrm{E}-03 \pm 1.7930 \mathrm{E}-03$ | $4.9439 \mathrm{E}-26 \pm 9.7835 \mathrm{E}-26$ | $1.3906 \mathrm{E}+07 \pm 1.8383 \mathrm{E}+07$ | $-2.9335 \mathrm{E}+02 \pm 7.2684 \mathrm{E}+00$ | $-1.2123 \mathrm{E}+02 \pm 2.26888 \mathrm{E}+00$ |
| 100 | $2.6767 \mathrm{E}-09 \pm 1.1970 \mathrm{E}-08$ | $9.1305 \mathrm{E}-14 \pm 1.5656 \mathrm{E}-14$ | $0.0000 \mathrm{E}+00 \pm 0.0000 \mathrm{E}+00$ | $1.2196 \mathrm{E}-03 \pm 2.0664 \mathrm{E}-03$ | $5.9151 \mathrm{E}-16 \pm 2.0987 \mathrm{E}-15$ | $4.9142 \mathrm{E}+10 \pm 6.6649 \mathrm{E}+09$ | $-1.3387 \mathrm{E}+02 \pm 2.6121 \mathrm{E}+01$ | $-2.6579 \mathrm{E}+01 \pm 2.0246 \mathrm{E}+01$ |
| 200 | $2.6565 \mathrm{E}+01 \pm 1.1300 \mathrm{E}+02$ | $2.7021 \mathrm{E}-11 \pm 2.7854 \mathrm{E}-11$ | $5.4207 \mathrm{E}-04 \pm 2.4242 \mathrm{E}-03$ | $7.0711 \mathrm{E}-02 \pm 4.2341 \mathrm{E}-02$ | $2.0131 \mathrm{E}-09 \pm 8.0141 \mathrm{E}-09$ | $1.7580 \mathrm{E}+11 \pm 5.4392 \mathrm{E}+09$ | $2.8640 \mathrm{E}+03 \pm 5.8923 \mathrm{E}+01$ | $7.4045 \mathrm{E}+01 \pm 2.7698 \mathrm{E}+01$ |
| 300 | $2.1291 \mathrm{E}+02 \pm 5.9239 \mathrm{E}+02$ | $8.4466 \mathrm{E}-09 \pm 1.1293 \mathrm{E}-08$ | $1.11102 \mathrm{E}-16 \pm 0.0000 \mathrm{E}+00$ | $8.68995 \mathrm{E}-02 \pm 3.6233 \mathrm{E}-02$ | $9.2315 \mathrm{E}-08 \pm 1.5863 \mathrm{E}-07$ | $2.8611 \mathrm{E}+11 \pm 1.4562 \mathrm{E}+10$ | $4.6189 \mathrm{E}+03 \pm 5.9492 \mathrm{E}+01$ | $1.8003 \mathrm{E}+02 \pm 1.7963 \mathrm{E}+01$ |
| 400 | $5.1274 \mathrm{E}+02 \pm 1.0278 \mathrm{E}+03$ | $1.4933 \mathrm{E}-07 \pm 2.9224 \mathrm{E}-07$ | $6.6570 \mathrm{E}-04 \pm 2.9771 \mathrm{E}-03$ | $1.0286 \mathrm{E}-01 \pm 3.9337 \mathrm{E}-02$ | $3.4892 \mathrm{E}-06 \pm 6.7040 \mathrm{E}-06$ | $4.5924 \mathrm{E}+11 \pm 2.7140 \mathrm{E}+10$ | $6.3501 \mathrm{E}+03 \pm 4.8900 \mathrm{E}+01$ | $3.2995 \mathrm{E}+02 \pm 7.8903 \mathrm{E}+01$ |
| DGWO |  |  |  |  |  |  |  |  |
| 10 | $4.5352 \mathrm{E}+01 \pm 1.5435 \mathrm{E}+01$ | $1.6427 \mathrm{E}+01 \pm 2.2320 \mathrm{E}+00$ | $1.6030 \mathrm{E}+00 \pm 1.1451 \mathrm{E}+00$ | $2.6231 \mathrm{E}+01 \pm 1.3377 \mathrm{E}+01$ | $3.4938 \mathrm{E}+00 \pm 1.8937 \mathrm{E}+00$ | $6.8943 \mathrm{E}+08 \pm 1.6836 \mathrm{E}+09$ | $-2.7396 \mathrm{E}+02 \pm 1.4121 \mathrm{E}+01$ | $-1.2400 \mathrm{E}+02 \pm 4.8791 \mathrm{E}+00$ |
| 30 | $1.8999 \mathrm{E}+02 \pm 3.1312 \mathrm{E}+01$ | $1.8618 \mathrm{E}+01 \pm 7.9104 \mathrm{E}-01$ | $1.3173 \mathrm{E}-01 \pm 3.4766 \mathrm{E}-02$ | $2.5088 \mathrm{E}+01 \pm 8.3795 \mathrm{E}+00$ | $1.9820 \mathrm{E}+01 \pm$ ¢ $6.5702 \mathrm{E}+00$ | $1.2290 \mathrm{E}+10 \pm 4.1999 \mathrm{E}+09$ | $-2.3561 \mathrm{E}+01 \pm 5.4322 \mathrm{E}+01$ | $-6.6789 \mathrm{E}+01 \pm 3.0823 \mathrm{E}+01$ |
| 50 | $3.5037 \mathrm{E}+02 \pm 4.5994 \mathrm{E}+01$ | $1.9096 \mathrm{E}+01 \pm 3.5597 \mathrm{E}-01$ | $9.8671 \mathrm{E}-01 \pm 4.7635 \mathrm{E}-02$ | $2.5352 \mathrm{E}+01 \pm 6.0001 \mathrm{E}+00$ | $3.5632 \mathrm{E}+01 \pm 7.5088 \mathrm{E}+00$ | $2.1232 \mathrm{E}+10 \pm 5.9364 \mathrm{E}+09$ | $2.2694 \mathrm{E}+02 \pm 5.3681 \mathrm{E}+01$ | $5.2913 \mathrm{E}+01 \pm 1.0449 \mathrm{E}+02$ |
| 100 | $7.8978 \mathrm{E}+02 \pm 9.6092 \mathrm{E}+01$ | $1.9541 \mathrm{E}+01 \pm 1.7339 \mathrm{E}-01$ | $1.9791 \mathrm{E}+00 \pm 1.7258 \mathrm{E}-01$ | $3.5454 \mathrm{E}+01 \pm 6.0199 \mathrm{E}+00$ | $8.9551 \mathrm{E}+01 \pm 1.0858 \mathrm{E}+01$ | $4.3486 \mathrm{E}+10 \pm 8.2896 \mathrm{E}+09$ | $9.5214 \mathrm{E}+02 \pm 9.5931 \mathrm{E}+01$ | $3.9850 \mathrm{E}+02 \pm 1.8512 \mathrm{E}+02$ |
| 200 | $1.7170 \mathrm{E}+03 \pm 1.43305 \mathrm{E}+02$ | $1.9806 \mathrm{E}+01 \pm 1.3330 \mathrm{E}-01$ | $1.8272 \mathrm{E}+01 \pm 2.1260 \mathrm{E}+00$ | $5.2363 \mathrm{E}+01 \pm 5.6970 \mathrm{E}+00$ | $2.1950 \mathrm{E}+02 \pm 1.9719 \mathrm{E}+01$ | $7.7228 \mathrm{E}+11 \pm 1.1214 \mathrm{E}+11$ | $3.7987 \mathrm{E}+03 \pm 1.613 \mathrm{E}+02$ | $1.5229 \mathrm{E}+04 \pm 4.3600 \mathrm{E}+03$ |
| 300 | $2.7346 \mathrm{E}+03 \pm 1.3286 \mathrm{E}+02$ | $2.0016 \mathrm{E}+01 \pm 1.11595 \mathrm{E}-01$ | $6.9860 \mathrm{E}+01 \pm 7.1631 \mathrm{E}+00$ | $7.2126 \mathrm{E}+01 \pm 4.9733 \mathrm{E}+00$ | $3.732 \mathrm{E}+02 \pm 3.0975 \mathrm{E}+01$ | $1.2386 \mathrm{E}+12 \pm 1.393 \mathrm{E}+11$ | $5.9785 \mathrm{E}+03 \pm 1.9659 \mathrm{E}+02$ | $2.7460 \mathrm{E}+04 \pm 8.9549 \mathrm{E}+03$ |
| 400 | $3.7757 \mathrm{E}+03 \pm 2.0535 \mathrm{E}+02$ | $2.0131 \mathrm{E}+01 \pm 1.0322 \mathrm{E}-01$ | $1.6753 \mathrm{E}+02 \pm 1.0906 \mathrm{E}+01$ | $2.2940 \mathrm{E}+02 \pm 2.8030 \mathrm{E}+02$ | $5.3048 \mathrm{E}+02 \pm 4.0597 \mathrm{E}+01$ | $1.7939 \mathrm{E}+12 \pm 1.7536 \mathrm{E}+11$ | $8.2816 \mathrm{E}+03 \pm 2.9714 \mathrm{E}+02$ | $3.8426 \mathrm{E}+04 \pm 7.0501 \mathrm{E}+03$ |
| GWO |  |  |  |  |  |  |  |  |
| 10 | $3.1745 \mathrm{E}-01 \pm 1.4197 \mathrm{E}+00$ | $6.3949 \mathrm{E}-15 \pm 1.8134 \mathrm{E}-15$ | $2.2698 \mathrm{E}-02 \pm 2.3047 \mathrm{E}-02$ | $9.8002 \mathrm{E}-04 \pm 4.3798 \mathrm{E}-03$ | $9.9794 \mathrm{E}-05 \pm 2.3508 \mathrm{E}-04$ | $1.0356 \mathrm{E}+05 \pm 2.2061 \mathrm{E}+05$ | $-3.1551 \mathrm{E}+02 \pm 7.9110 \mathrm{E}+00$ | $-1.2816 \mathrm{E}+02 \pm 7.4021 \mathrm{E}-01$ |
| 30 | $1.0576 \mathrm{E}+00 \pm 2.5877 \mathrm{E}+00$ | $4.4231 \mathrm{E}-14 \pm 4.8356 \mathrm{E}-15$ | $5.7637 \mathrm{E}-03 \pm 8.7308 \mathrm{E}-03$ | $3.0060 \mathrm{E}-02 \pm 1.1083 \mathrm{E}-02$ | $2.1473 \mathrm{E}-04 \pm 3.4751 \mathrm{E}-04$ | $6.4158 \mathrm{E}+07 \pm 1.2761 \mathrm{E}+08$ | $-2.1396 \mathrm{E}+02 \pm 3.6415 \mathrm{E}+01$ | $-1.2312 \mathrm{E}+02 \pm 3.5263 \mathrm{E}+00$ |
| 50 | $4.6654 \mathrm{E}+00 \pm 6.3566 \mathrm{E}+00$ | $5.5849 \mathrm{E}-13 \pm 2.8125 \mathrm{E}-13$ | $3.5817 \mathrm{E}-03 \pm 8.8102 \mathrm{E}-03$ | $6.62660 \mathrm{E}-02 \pm 2.0916 \mathrm{E}-02$ | $6.4731 \mathrm{E}-04 \pm 8.0489 \mathrm{E}-04$ | $5.1876 \mathrm{E}+08 \pm 4.1005 \mathrm{E}+08$ | $-7.7278 \mathrm{E}+01 \pm 7.6566 \mathrm{E}+01$ | $-1.0549 \mathrm{E}+02 \pm 1.0994 \mathrm{E}+01$ |
| 100 | $8.83310 \mathrm{E}+00 \pm 1.5376 \mathrm{E}+01$ | $8.1183 \mathrm{E}-09 \pm 3.8031 \mathrm{E}-09$ | $2.5595 \mathrm{E}-03 \pm 6.3188 \mathrm{E}-03$ | $2.2714 \mathrm{E}-01 \pm 5.6793 \mathrm{E}-02$ | $2.7201 \mathrm{E}-03 \pm 1.7511 \mathrm{E}-03$ | $5.3591 \mathrm{E}+09 \pm 2.0717 \mathrm{E}+09$ | $3.2458 \mathrm{E}+02 \pm 6.6970 \mathrm{E}+01$ | $-8.0325 \mathrm{E}+00 \pm 3.3479 \mathrm{E}+01$ |
| 200 | $1.5325 \mathrm{E}+01 \pm 6.5521 \mathrm{E}+00$ | $3.8682 \mathrm{E}-06 \pm 1.1846 \mathrm{E}-06$ | $3.3148 \mathrm{E}-03 \pm 8.8221 \mathrm{E}-03$ | $4.5483 \mathrm{E}-01 \pm 4.7011 \mathrm{E}-02$ | $8.4679 \mathrm{E}-03 \pm 3.7215 \mathrm{E}-03$ | $2.6151 \mathrm{E}+11 \pm 5.1126 \mathrm{E}+10$ | $3.0724 \mathrm{E}+03 \pm 1.1861 \mathrm{E}+02$ | $2.1298 \mathrm{E}+03 \pm 2.2768 \mathrm{E}+02$ |
| 300 | $3.1528 \mathrm{E}+01 \pm 7.6771 \mathrm{E}+00$ | $4.7213 \mathrm{E}-05 \pm 1.0407 \mathrm{E}-05$ | $4.5271 \mathrm{E}-03 \pm 1.4858 \mathrm{E}-02$ | $5.7484 \mathrm{E}-01 \pm 3.6978 \mathrm{E}-02$ | $2.0768 \mathrm{E}-02 \pm 4.5727 \mathrm{E}-03$ | $4.5381 \mathrm{E}+11 \pm 1.1393 \mathrm{E}+11$ | $4.9000 \mathrm{E}+03 \pm 1.1343 \mathrm{E}+02$ | $4.0573 \mathrm{E}+03 \pm 4.89996+02$ |
| 400 | $3.7025 \mathrm{E}+01 \pm 1.0455 \mathrm{E}+01$ | $2.1345 \mathrm{E}-04 \pm 5.2073 \mathrm{E}-05$ | $7.0955 \mathrm{E}-03 \pm 1.7393 \mathrm{E}-02$ | $6.4186 \mathrm{E}-01 \pm 4.2966 \mathrm{E}-02$ | $3.4143 \mathrm{E}-02 \pm 8.6240 \mathrm{E}-03$ | $5.6113 \mathrm{E}+11 \pm 6.2542 \mathrm{E}+10$ | $6.7909 \mathrm{E}+03 \pm 1.5338 \mathrm{E}+02$ | $6.4142 \mathrm{E}+03 \pm 1.0662 \mathrm{E}+03$ |
| GGSA |  |  |  |  |  |  |  |  |
| 10 | $3.3331 \mathrm{E}+00 \pm 1.4172 \mathrm{E}+00$ | $1.3906 \mathrm{E}-10 \pm 3.2542 \mathrm{E}-11$ | $1.9795 \mathrm{E}+00 \pm 1.2491 \mathrm{E}+00$ | $1.8251 \mathrm{E}-22 \pm 1.0118 \mathrm{E}-22$ | $2.8670 \mathrm{E}-11 \pm 9.2788 \mathrm{E}-12$ | $3.6879 \mathrm{E}+03 \pm 2.4344 \mathrm{E}+03$ | $-3.2050 \mathrm{E}+02 \pm 2.1413 \mathrm{E}+00$ | $-1.2858 \mathrm{E}+02 \pm 4.3780 \mathrm{E}-01$ |
| 30 | $1.8456 \mathrm{E}+01 \pm 5.1898 \mathrm{E}+00$ | $1.1140 \mathrm{E}-09 \pm 2.9021 \mathrm{E}-10$ | $1.0267 \mathrm{E}+01 \pm 3.2103 \mathrm{E}+00$ | $5.5544 \mathrm{E}-01 \pm 6.3755 \mathrm{E}-01$ | $2.5030 \mathrm{E}-04 \pm 7.6750 \mathrm{E}-04$ | $4.8066 \mathrm{E}+09 \pm 1.1258 \mathrm{E}+09$ | $6.0902 \mathrm{E}+01 \pm 2.3871 \mathrm{E}+01$ | $-1.1323 \mathrm{E}+02 \pm 5.6022 \mathrm{E}+00$ |
| 50 | $4.3579 \mathrm{E}+01 \pm 8.09988 \mathrm{E}+00$ | $1.7715 \mathrm{E}-01 \pm 3.6017 \mathrm{E}-01$ | $1.8261 \mathrm{E}+01 \pm 4.7142 \mathrm{E}+00$ | $1.6202 \mathrm{E}+00 \pm 5.5207 \mathrm{E}-01$ | $1.3236 \mathrm{E}-02 \pm 1.0920 \mathrm{E}-02$ | $1.7675 \mathrm{E}+10 \pm 2.7512 \mathrm{E}+09$ | $-2.4984 \mathrm{E}+02 \pm 1.6804 \mathrm{E}+01$ | $-1.1488 \mathrm{E}+02 \pm 2.48588 \mathrm{E}+00$ |
| 100 | $1.1579 \mathrm{E}+02 \pm 1.8440 \mathrm{E}+01$ | $2.5164 \mathrm{E}+00 \pm 6.0464 \mathrm{E}-01$ | $4.3977 \mathrm{E}+01 \pm 8.3030 \mathrm{E}+00$ | $4.2369 \mathrm{E}+00 \pm 1.0887 \mathrm{E}+00$ | $2.2041 \mathrm{E}+00 \pm 1.2578 \mathrm{E}+00$ | $6.3146 \mathrm{E}+10 \pm 5.3312 \mathrm{E}+09$ | $7.8992 \mathrm{E}+01 \pm 3.1585 \mathrm{E}+01$ | $-9.6724 \mathrm{E}+01 \pm 8.2772 \mathrm{E}+00$ |
| 200 | $4.4349 \mathrm{E}+02 \pm 4.4235 \mathrm{E}+01$ | $5.7483 \mathrm{E}+00 \pm 3.13885 \mathrm{E}-01$ | $1.0432 \mathrm{E}+02 \pm 1.2268 \mathrm{E}+01$ | $9.1683 \mathrm{E}+00 \pm 1.5203 \mathrm{E}+00$ | $2.0142 \mathrm{E}+01 \pm 3.3920 \mathrm{E}+00$ | $2.2668 \mathrm{E}+11 \pm 4.3978 \mathrm{E}+10$ | $4.8773 \mathrm{E}+03 \pm 2.1568 \mathrm{E}+02$ | $2.1701 \mathrm{E}+02 \pm 2.9341 \mathrm{E}+01$ |
| 300 | $9.6926 \mathrm{E}+02 \pm 8.5582 \mathrm{E}+01$ | $7.0468 \mathrm{E}+00 \pm 2.1066 \mathrm{E}-01$ | $1.6476 \mathrm{E}+02 \pm 1.9402 \mathrm{E}+01$ | $1.3009 \mathrm{E}+01 \pm 2.3856 \mathrm{E}+00$ | $4.9205 \mathrm{E}+01 \pm 7.1350 \mathrm{E}+00$ | $3.7441 \mathrm{E}+11 \pm 4.7771 \mathrm{E}+10$ | $4.8773 \mathrm{E}+03 \pm 2.1568 \mathrm{E}+02$ | $4.8710 \mathrm{E}+02 \pm 7.8587 \mathrm{E}+01$ |
| 400 | $1.5894 \mathrm{E}+03 \pm 1.2892 \mathrm{E}+02$ | $7.7598 \mathrm{E}+00 \pm 3.2412 \mathrm{E}-01$ | $2.2403 \mathrm{E}+02 \pm 1.76855 \mathrm{E}+01$ | $1.6699 \mathrm{E}+01 \pm 3.0792 \mathrm{E}+00$ | $9.0176 \mathrm{E}+01 \pm 6.1885 \mathrm{E}+00$ | $5.2723 \mathrm{E}+11 \pm 6.8051 \mathrm{E}+10$ | $6.7839 \mathrm{E}+03 \pm 2.1081 \mathrm{E}+02$ | $8.3395 \mathrm{E}+02 \pm 1.4858 \mathrm{E}+02$ |
| $A B C$ |  |  |  |  |  |  |  |  |
| 10 | $9.1750 \mathrm{E}+00 \pm 2.3732 \mathrm{E}+00$ | $2.8183 \mathrm{E}+00 \pm 7.0818 \mathrm{E}-01$ | $8.5511 \mathrm{E}-01 \pm 1.6535 \mathrm{E}-01$ | $1.2647 \mathrm{E}-01 \pm 7.7671 \mathrm{E}-02$ | $2.8306 \mathrm{E}-01 \pm 1.2643 \mathrm{E}-01$ | $7.6133 \mathrm{E}+06 \pm 1.9969 \mathrm{E}+07$ | $-3.0848 \mathrm{E}+02 \pm 9.7380 \mathrm{E}+00$ | $-1.2813 \mathrm{E}+02 \pm 4.5518 \mathrm{E}-01$ |
| 30 | $1.3199 \mathrm{E}+01 \pm 3.3583 \mathrm{E}+00$ | $9.9923 \mathrm{E}-01 \pm 3.1808 \mathrm{E}-01$ | 3.0353E-01 $\pm 1.6465 \mathrm{E}-01$ | $4.6248 \mathrm{E}-02 \pm 4.8526 \mathrm{E}-02$ | $2.1445 \mathrm{E}-01 \pm 1.2395 \mathrm{E}-01$ | $3.3062 \mathrm{E}+09 \pm 2.3993 \mathrm{E}+09$ | $-1.4954 \mathrm{E}+02 \pm 3.3221 \mathrm{E}+01$ | $-1.1151 \mathrm{E}+02 \pm 4.9187 \mathrm{E}+00$ |
| 50 | $4.97709 \mathrm{E}+01 \pm 8.6579 \mathrm{E}+00$ | $4.1506 \mathrm{E}+00 \pm 4.3372 \mathrm{E}-01$ | 1.7922E+00 $\pm 4.8016 \mathrm{E}-01$ | $1.5856 \mathrm{E}+00 \pm 9.45899 \mathrm{E}-01$ | $2.2899 \mathrm{E}+00 \pm 5.0491 \mathrm{E}-01$ | $1.1100 \mathrm{E}+10 \pm 5.8365 \mathrm{E}+09$ | $1.10383 \mathrm{E}+02 \pm 4.4515 \mathrm{E}+01$ | $-9.0741 \mathrm{E}+01 \pm 4.5782 \mathrm{E}+00$ |
| 100 | $2.9863 \mathrm{E}+02 \pm 1.8723 \mathrm{E}+01$ | $1.2376 \mathrm{E}+01 \pm 8.6558 \mathrm{E}-01$ | 9.2611E+01 $\pm 2.5847 \mathrm{~F}+01$ | $1.5095 \mathrm{E}+07 \pm 1.2545 \mathrm{E}+07$ | $2.4913 \mathrm{E}+01 \pm 2.8451 \mathrm{E}+00$ | $7.3054 \mathrm{E}+09 \pm 4.5816 \mathrm{E}+09$ | $8.2247 \mathrm{E}+02 \pm 7.2309 \mathrm{E}+01$ | $7.7688 \mathrm{E}+00 \pm 6.1501 \mathrm{E}+01$ |
| 200 | $1.2958 \mathrm{E}+03 \pm 3.2622 \mathrm{E}+01$ | $1.8047 \mathrm{E}+01 \pm 2.4832 \mathrm{E}-01$ | $1.1472 \mathrm{E}+03 \pm 8.9146 \mathrm{E}+01$ | $7.2551 \mathrm{E}+08 \pm 1.6454 \mathrm{E}+08$ | $1.3825 \mathrm{E}+02 \pm 9.8552 \mathrm{E}+00$ | $8.8023 \mathrm{E}+11 \pm 5.0733 \mathrm{E}+10$ | $3.8667 \mathrm{E}+03 \pm 7.0574 \mathrm{E}+01$ | $2.6009 \mathrm{E}+04 \pm 3.4016 \mathrm{E}+03$ |
| 300 | $2.6333 \mathrm{E}+03 \pm 7.7325 \mathrm{E}+01$ | $1.9385 \mathrm{E}+01 \pm 8.0440 \mathrm{E}-02$ | $2.9939 \mathrm{E}+03 \pm 1.2926 \mathrm{E}+02$ | $2.4355 \mathrm{E}+09 \pm 2.7651 \mathrm{E}+08$ | $3.1744 \mathrm{E}+02 \pm 1.4506 \mathrm{E}+01$ | $1.5472 \mathrm{E}+12 \pm 6.5726 \mathrm{E}+10$ | 6.2579E+03 $\ddagger 7.7842 \mathrm{E}+01$ | $4.8368 \mathrm{E}+04 \pm 4.1046 \mathrm{E}+03$ |
| 400 | $4.0672 \mathrm{E}+03 \pm 8.2970 \mathrm{E}+01$ | $1.9842 \mathrm{E}+01 \pm 6.6639 \mathrm{E}-02$ | $5.3203 \mathrm{E}+03 \pm 1.9270 \mathrm{E}+02$ | $5.0604 \mathrm{E}+09 \pm 3.3310 \mathrm{E}+08$ | $5.2991 \mathrm{E}+02 \pm 1.3637 \mathrm{E}+01$ | $2.2105 \mathrm{E}+12 \pm 8.2257 \mathrm{E}+10$ | $8.7173 \mathrm{E}+03 \pm 1.0780 \mathrm{E}+02$ | $7.6065 \mathrm{E}+04 \pm 6.0210 \mathrm{E}+03$ |

Table 6. $p$-values produced by Wilcoxon rank-sum test comparing CGWO (complex-valued encoding grey wolf optimization) vs. DGWO (differential evolution GWO), GWO, GGSA(gbest-guided gravitational search algorithm), and ABC (artificial bee colony optimization)minimization results of the multimodal benchmark functions at $\operatorname{Dim}=10(p \geqslant 0.05)$.

| Dim $=10$ | $\mathrm{F}_{1}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{4}$ | $\mathrm{F}_{5}$ | $\mathrm{F}_{6}$ | $\mathrm{F}_{7}$ | $\mathrm{F}_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $2.4426 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.2771 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.2346 \mathrm{E}-07$ | $1.6571 \mathrm{E}-07$ |
| CGWO vs. GWO | $2.4426 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.2771 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $2.1393 \mathrm{E}-03$ | $3.5070 E-01$ | $4.1658 \mathrm{E}-05$ | $1.1045 \mathrm{E}-05$ |
| CGWO vs. GGSA | $2.4426 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.2771 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.9479 \mathrm{E}-07$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $2.4426 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.2771 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $9.1728 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $9.1728 \mathrm{E}-08$ |
| Dim $=10$ | $\mathrm{F}_{9}$ | $\mathrm{F}_{10}$ | $\mathrm{F}_{11}$ | $\mathrm{F}_{12}$ | $\mathrm{F}_{13}$ | $\mathrm{F}_{14}$ | $\mathrm{F}_{15}$ | $\mathrm{F}_{16}$ |
| CGWO vs. DGWO | $8.0065 \mathrm{E}-09$ | $2.4037 \mathrm{E}-08$ | $1.5149 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $2.5629 \mathrm{E}-07$ | $6.3761 \mathrm{E}-08$ | $1.0646 \mathrm{E}-07$ |
| CGWO vs. GWO | $1.6259 E-01$ | $1.7005 \mathrm{E}-07$ | $8.2529 \mathrm{E}-04$ | $6.9166 \mathrm{E}-07$ | $8.0065 \mathrm{E}-09$ | $7.5774 \mathrm{E}-06$ | $1.1613 \mathrm{E}-07$ | $4.9864 \mathrm{E}-02$ |
| CGWO vs. GGSA | 7.3831E-09 | $2.4037 \mathrm{E}-08$ | $1.5149 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $3.7499 \mathrm{E}-04$ | $1.5605 \mathrm{E}-07$ | $3.2348 E-01$ |
| CGWO vs. ABC | $8.0065 \mathrm{E}-09$ | $2.4037 \mathrm{E}-08$ | $1.5149 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $1.9177 \mathrm{E}-07$ | $7.4151 \mathrm{E}-08$ | $7.1135 \mathrm{E}-03$ |

Table 7. $p$-values produced by Wilcoxon rank-sum test comparing CGWO vs. DGWO, GWO, GGSA, and ABC at Dim $=30$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=\mathbf{3 0}$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $2.0616 \mathrm{E}-06$ | $7.8980 \mathrm{E}-08$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $5.1153 \mathrm{E}-03$ | $6.7956 \mathrm{E}-08$ | $2.5629 \mathrm{E}-07$ | $2.3025 \mathrm{E}-05$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| Dim = 30 | $\mathbf{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ | $\mathbf{F}_{16}$ |
| CGWO vs. DGWO | $1.5149 \mathrm{E}-08$ | $4.7371 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $3.6853 \mathrm{E}-05$ | $3.8179 \mathrm{E}-08$ | $1.8196 \mathrm{E}-02$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $4.7348 \mathrm{E}-01$ |
| CGWO vs. GGSA | $1.4970 \mathrm{E}-08$ | $4.7371 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $1.8074 \mathrm{E}-05$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $1.5149 \mathrm{E}-08$ | $4.7371 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.8980 \mathrm{E}-08$ |

Table 8. $p$-values produced by Wilcoxon rank-sum test comparing CGWO $v$ s. DGWO, GWO, GGSA, and ABC at Dim $=50$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=50$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.3486 \mathrm{E}-03$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $3.0566 \mathrm{E}-03$ | $3.7051 \mathrm{E}-05$ | $6.7956 \mathrm{E}-08$ | $7.9479 \mathrm{E}-07$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| Dim = 50 | $\mathbf{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ |
| CGWO vs. DGWO | $1.1267 \mathrm{E}-08$ | $5.6939 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $1.1168 \mathrm{E}-08$ | $5.6775 \mathrm{E}-08$ | $1.6493 \mathrm{E}-01$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.0646 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GGSA | $1.1267 \mathrm{E}-08$ | $5.6611 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.6571 \mathrm{E}-07$ |
| CGWO vs. ABC | $1.1267 \mathrm{E}-08$ | $5.6939 \mathrm{E}-08$ | $1.1267 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |

Table 9. $p$-values produced by Wilcoxon rank-sum test comparing CGWO vs. DGWO, GWO, GGSA, and ABC at Dim $=100$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=\mathbf{1 0 0}$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.0373 \mathrm{E}-04$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $2.0616 \mathrm{E}-06$ | $2.7329 \mathrm{E}-01$ | $5.1658 \mathrm{E}-06$ | $5.6290 \mathrm{E}-04$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| Dim = 100 | $\mathbf{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ |
| CGWO vs. DGWO | $5.6042 \mathrm{E}-08$ | $6.5041 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $4.6792 \mathrm{E}-02$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $1.1910 \mathrm{E}-07$ | $6.5041 \mathrm{E}-08$ | $7.9480 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GGSA | $5.6042 \mathrm{E}-08$ | $6.5041 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $9.1266 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $5.6042 \mathrm{E}-08$ | $6.5041 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |

Table 10. $p$-values produced by Wilcoxon rank-sum test comparing CGWO vs. DGWO, GWO, GGSA, and ABC at Dim $=200$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=\mathbf{2 0 0}$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $4.0936 \mathrm{E}-01$ | $1.4149 \mathrm{E}-05$ | $6.7956 \mathrm{E}-08$ | $7.8980 \mathrm{E}-08$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.8980 \mathrm{E}-08$ | $2.9598 \mathrm{E}-07$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| Dim = 200 | $\mathbf{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ |
| CGWO vs. DGWO | $6.6532 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.9544 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $1.3953 \mathrm{E}-05$ | $6.7956 \mathrm{E}-08$ | $2.7851 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $3.9874 \mathrm{E}-06$ |
| CGWO vs. GGSA | $1.0292 \mathrm{E}-06$ | $6.7956 \mathrm{E}-08$ | $1.9544 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.6737 \mathrm{E}-06$ | $5.1153 \mathrm{E}-03$ |
| CGWO vs. ABC | $6.6532 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.9544 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |

Table 11. $p$-values produced by Wilcoxon rank-sum test comparing CGWO $v$ s. DGWO, GWO, GGSA, and ABC at Dim $=300$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=\mathbf{3 0 0}$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $\underline{8.3923 \mathrm{E}-01}$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7950 \mathrm{E}-07$ |  |  |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.8980 \mathrm{E}-08$ |
|  | $5.2269 \mathrm{E}-07$ |  |  |  |  |  |  |
| Dim = 300 | $\mathrm{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $1.6098 \mathrm{E}-04$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $9.1728 \mathrm{E}-08$ |
| CGWO vs. GGSA | $1.5997 \mathrm{E}-05$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $9.7480 \mathrm{E}-06$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $8.0065 \mathrm{E}-09$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |

Table 12. $p$-values produced by Wilcoxon rank-sum test comparing CGWO vs. DGWO, GWO, GGSA, and ABC at Dim $=400$ ( $p \geqslant 0.05$ have been underlined).

| Dim $=\mathbf{4 0 0}$ | $\mathbf{F}_{1}$ | $\mathbf{F}_{2}$ | $\mathbf{F}_{3}$ | $\mathbf{F}_{4}$ | $\mathbf{F}_{5}$ | $\mathbf{F}_{6}$ | $\mathbf{F}_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO vs. DGWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $1.2346 \mathrm{E}-07$ | $7.3527 \mathrm{E}-01$ | $6.7956 \mathrm{E}-08$ | $9.1728 \mathrm{E}-08$ |
| CGWO vs. GGSA | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.3527 \mathrm{E}-01$ | $6.7956 \mathrm{E}-08$ | $\underline{6.795}-07$ |  |  |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| $2.9177 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ | $3.9388 \mathrm{E}-07$ |  |  |  |  |  |
| Dim = 400 | $\mathrm{F}_{9}$ | $\mathbf{F}_{10}$ | $\mathbf{F}_{11}$ | $\mathbf{F}_{12}$ | $\mathbf{F}_{13}$ | $\mathbf{F}_{14}$ | $\mathbf{F}_{15}$ |
| CGWO vs. DGWO | $1.4309 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ | $3.3727 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GWO | $7.1135 \mathrm{E}-03$ | $6.7956 \mathrm{E}-08$ | $4.4078 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.9166 \mathrm{E}-07$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. GGSA | $1.6098 \mathrm{E}-04$ | $6.7956 \mathrm{E}-08$ | $3.3727 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $7.5788 \mathrm{E}-04$ | $6.7956 \mathrm{E}-08$ |
| CGWO vs. ABC | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $3.3727 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ | $6.7956 \mathrm{E}-08$ |

### 4.3. Unimodal Benchmark Functions

The unimodal benchmarks have only one global solution without any local optima for them. Consequently, they are useful in examining the convergence capability of heuristic optimization. The results of unimodal benchmark functions are shown in Table 3. As shown in this table, for 30-D unimodal benchmark functions, CGWO has the best results for all benchmark functions. For 10-D, $50-\mathrm{D}, 100-\mathrm{D}, 200-\mathrm{D}, 300-\mathrm{D}$, and 400-D, this table shows that the CGWO algorithm outperforms the other algorithms on the majority of the unimodal benchmark test functions. Therefore, the proposed algorithm has high performance in finding the global solution of unimodal benchmark test functions. According to the $p$ values of $F_{1} \sim F_{8}$ with different dimensions in Tables 5-11 CGWO achieves significant improvement across the majority of dimensions compared to the other algorithms. Hence, this proves that CGWO has better performance than the other algorithms in forging for a global optimum solution of unimodal benchmark functions.

Figure 1 shows the averaged convergence curves of unimodal benchmark functions with 30-D over 20 independent runs. As shown from these curves, the CGWO has the fastest convergence rate. Figure 2 indicates the anova tests of the global minimum on unimodal functions with 30-D, which shows that CGWO is the most robust method. For $F_{1} \sim F_{8}$ functions, the other algorithms that we compared (namely, DGWO, GWO, GGSA, ABC) were only robust for a few functions and were not able to be robust for all functions. On the basis of Tables 3 and 5-11 and Figures 1 and 3 it can be concluded that the CGWO tends to find the best solution in unimodal functions with a very fast convergence rate and a more stable performance.


Figure 1. Cont


Figure 1. Convergence behavior of ABC, GGSA, GWO, DGWO, and CGWO on unimodal functions with $\operatorname{Dim}=30$.
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Figure 2. ANOVA tests of ABC, GGSA, GWO, DGWO, and CGWO on unimodal functions with Dim $=30$.

### 4.4. Multimodal Benchmark Functions

The results of the multimodal benchmark functions are provided in Table 4. Note that multimodal functions have many local minima with the number increasing exponentially with dimension. Therefore, they are very suitable to test the exploration capability of algorithms to avoid local minima. As the results of the mean and STD show, CGWO performs better than the other algorithms on 30-D, 50-D multimodal benchmark functions. For $F_{9}$ on 200-D, 300-D, 400-D, the GWO has better value than the CGWO. For $F_{12}$ on 10-D, the GGSA has best result. For $F_{14}$ on 100-D, the GWO is slightly better than the CGWO. For $F_{16}$ on 100-D, CGWO and GGSA have very close results. This table also shows that CGWO provides better results than the other algorithms across the majority of dimensions on 10-D, 100-D, 200-D, 300-D, and 400-D. Moreover, the $p$ values of $F_{9} \sim F_{16}$ with different dimensions reported in Tables 5-11 are less than 0.05 across the majority of dimensions, which is strong evidence against null hypothesis. So, this evidence demonstrates that the results of CGWO are statistically significant and do not occur by coincidence.

Figure 3 shows the averaged convergence curves of multimodal benchmark functions with 30-D over 20 independent runs. As shown in Figure 2, the convergence rate of CGWO in all cases is better than the other algorithms. Figure 4 depicts the anova tests between CGWO and the other algorithms on multimodal functions with 30-D. As shown, the more stable performance belongs to CGWO. According to Tables 4-11 and Figures 3 and 4 it can be stated that CGWO is capable of avoiding local minima with good convergence speed and stable property when dealing with multimodal benchmark functions.

According to this comprehensive comparative study and discussion, we state that this algorithm has merit compared to the other algorithms. The next section inspects the performance of the CGWO in solving the IIR model identification problem.


Figure 3. Convergence behavior of ABC, GGSA, GWO, DGWO, and CGWO on multimodal functions with $\operatorname{Dim}=30$.
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Figure 4. ANOVA tests of ABC, GGSA, GWO, DGWO, and CGWO on multimodal functions with Dim $=30$.

## 5. IIR Model Identification

System identification is an effective method to obtain the mathematical model of an unknown system by analyzing its input and output values. In system identification, the use of infinite impulse response (IIR) has been widely studied since many problems encountered in signal processing can be characterized as a system identification problem (Figure 5). In this case, an optimization algorithm tries to iteratively adjust the parameters until the error between the output of the candidate model and the actual output of the plant is minimized. The use of IIR models for identification is preferred over their equivalent FIR (finite impulse response) models since the former produce more accurate models of physical plants for real world applications [32]. Moreover, IIR models are able to use fewer model parameters to meet the performance specifications. The fitness function, which is used in the article, is calculated as follows [33].


Figure 5. Block diagram of IIR system identification.

In an IIR system, the transfer function is provided as follows:

$$
\begin{equation*}
\frac{Y(z)}{X(z)}=\frac{b_{0}+b_{1} z^{-1}+b_{2} z^{-2}+\ldots+b_{m} z^{-m}}{1+a_{1} z^{-1}+a_{2} z^{-2}+\ldots+a_{n} z^{-n}} \tag{17}
\end{equation*}
$$

where $m$ and $n$ are the number of numerator and denominator coefficients of the transfer function, respectively, $a_{i}(i \in[1, \ldots, n])$ is the pole of the $\operatorname{IIR}$ model, $b_{j}(j \in[1, \ldots, m])$ is the zero parameters of the IIR model. Equation (17) is expressed in another form as follows:

$$
\begin{equation*}
y(t)=\sum_{i=1}^{n} a_{i} \cdot y(t-i)+\sum_{j=0}^{m} b_{j} \cdot x(t-j) \tag{18}
\end{equation*}
$$

where $u(t)$ indicates the $t$ th input of the system, $y(t)$ indicates the $t$ th output of the system. Hence, the set of unknown parameters that simulates the IIR system is indicated by $\theta=\left\{a_{1}, \ldots, a_{n}, b_{0}, \ldots, b_{m}\right\}$. The number of unknown parameters of $\theta$ is $(n+m+1)$. Correspondingly, the search space $S$ of IIR feasible values for $\theta$ is $\Re^{(n+m+1)}$.

According to Figure 5, the output of the plant is $d(t)$, while the output of the IIR filter is $y(t)$. The error $e(t)$ indicates the difference between the actual system and its model yields. Here the error is $e(t)=d(t)-y(t)$. Therefore, the problem of IIR model identification can be solved as a minimization problem of function. Additionally, the function can be molded as follows:

$$
\begin{equation*}
f(\theta)=\frac{1}{w} \sum_{t=1}^{w}(d(t)-y(t))^{2} \tag{19}
\end{equation*}
$$

where $W$ indicates the number of the samples used in the simulation, and the aim is to minimize the function $f(\theta)$ through adjusting $\theta$. When the error function $f(\theta)$ reaches its minimum value, the optimal model $\theta^{*}$ or solution is obtained. The $\theta^{*}$ is shown as follows:

$$
\begin{equation*}
\theta^{*}=\operatorname{argmin}(f(\theta)), \quad \theta \in S \tag{20}
\end{equation*}
$$

## IIR Model Identification Result

The result is reported considering a superior-order plant through a high-order IIR model. The unknown plant $H_{p}$ and the IIR model $H_{M}$ hold the following transfer function [27]:

$$
\begin{gather*}
H_{p}\left(z^{-1}\right)=\frac{1-0.4 z^{-2}-0.65 z^{-4}+0.26 z^{-6}}{1-0.77 z^{-2}-0.8498 z^{-4}+0.6486 z^{-6}}  \tag{21}\\
H_{M}\left(z^{-1}\right)=\frac{b_{0}+b_{1} z^{-1}+b_{2} z^{-2}+b_{3} z^{-3}+b_{4} z^{-4}}{1+a_{1} z^{-1}+a_{2} z^{-2}+a_{3} z^{-3}+a_{4} z^{-4}} \tag{22}
\end{gather*}
$$

Since the plant is a sixth-order system and the IIR model a fourth-order system, the error surface $f(\theta)$ is multimodal. A white sequence with 100 samples has been used as input. The result of the experience over 20 consecutive experiments is shown in Tables 5 and 6 . Table 13 shows the best parameter values (ABP). Table 14 indicates the average $f(\theta)$ value (AVE) and the standard deviation (STD). Figure 6 provides a comparison between CGWO and the other algorithms for IIR system identification.

Table 13. The best parameter values (ABP).

| Algorithms | $\mathbf{a}_{1}$ | $\mathbf{a}_{2}$ | $\mathbf{a}_{3}$ | $\mathbf{a}_{4}$ | $\mathbf{a}_{5}$ | $\mathbf{a}_{6}$ | $\mathbf{a}_{7}$ | $-1.5870 \mathrm{E}-02$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CGWO | $1.1093 \mathrm{E}-02$ | $-4.9144 \mathrm{E}-01$ | $-2.9101 \mathrm{E}-03$ | $-3.3551 \mathrm{E}-01$ | $9.8932 \mathrm{E}-01$ | $1.3089 \mathrm{E}-02$ | $-1.2463 \mathrm{E}-01$ | $-1.545 \mathrm{E}-02$ |
| DGWO | $1.2382 \mathrm{E}-01$ | $5.5593 \mathrm{E}-02$ | $-4.9268 \mathrm{E}-04$ | $1.0155 \mathrm{E}-01$ | $2.1844 \mathrm{E}-01$ | $-1.6315 \mathrm{E}-01$ | $-8.9793 \mathrm{E}-02$ | $-1.1818 \mathrm{E}-01$ |
| GWO | $-2.8883 \mathrm{E}-02$ | $-2.6764 \mathrm{E}-01$ | $-2.3851 \mathrm{E}-02$ | $-2.4399 \mathrm{E}-01$ | $9.1861 \mathrm{E}-01$ | $-2.9241 \mathrm{E}-03$ | $4.8354 \mathrm{E}-02$ | $-2.7404 \mathrm{E}-02$ |
| GGSA | $4.6698 \mathrm{E}-01$ | $-1.1299 \mathrm{E}-01$ | $5.7827 \mathrm{E}-02$ | $1.8673 \mathrm{E}-01$ | $-3.6432 \mathrm{E}-02$ | $1.0900 \mathrm{E}-01$ | $-8.4527 \mathrm{E}-02$ | $-8.4070 \mathrm{E}-02$ |
| ABC | $9.9479 \mathrm{E}-03$ | $4.4119 \mathrm{E}-02$ | $5.9096 \mathrm{E}-02$ | $-2.2442 \mathrm{E}-01$ | $8.3829 \mathrm{E}-01$ | $-1.1020 \mathrm{E}-01$ | $2.8357 \mathrm{E}-01$ | $-4.1144 \mathrm{E}-02$ |

Table 14. The average $f(\theta)$ value (AVE) and the standard deviation (STD).

| Algorithms | AVE | STD |
| :---: | :---: | :---: |
| CGWO | $3.4013 \mathrm{E}-03$ | $2.1644 \mathrm{E}-03$ |
| DGWO | $1.2513 \mathrm{E}-01$ | $7.1059 \mathrm{E}-02$ |
| GWO | $5.5317 \mathrm{E}-03$ | $4.9962 \mathrm{E}-03$ |
| GGSA | $1.2537 \mathrm{E}-02$ | $2.4702 \mathrm{E}-03$ |
| ABC | $4.7898 \mathrm{E}-02$ | $1.2004 \mathrm{E}-02$ |



Figure 6. Comparison between CGWO and the other algorithms for IIR system identification.

According to the AVE and STD indexes in Table 6, the CGWO algorithm finds better results than the other algorithms. The results show that CGWO provides better precision (AVE value) and robustness (STD). As shown in Figure 6, the CGWO has the fastest convergence rate.

In conclusion, the results show that the proposed method successfully outperforms the other algorithms in a majority of benchmark functions. In addition, IIR model identification shows that CGWO is able to obtain very competitive results. Therefore, as shown in the results of this comparative study, the proposed method has merit in the field of evolutionary algorithms and optimization.

## 6. Conclusions

In this work, the idea of complex-valued encoding is introduced into GWO, and a complex-valued version of GWO called CGWO was proposed based on complex-valued encoding. The proposed functions justified its excellent property on 16 benchmark functions in terms of improved avoidance of local minima and increased convergence speed. Furthermore, a complex system identification problem been employed to test the performance of the proposed method. The results verified the superior performance of CGWO on IIR model identification when compared to the other algorithms because of its improved ability. For future studies, it is recommended to apply the CGWO to solve more real-world engineering problems.
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