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#### Abstract

In the directed co-graph edge-deletion problem, we are given a directed graph and an integer $k$, and the question is whether we can delete, at most, $k$ edges so that the resulting graph is a directed co-graph. In this paper, we make two minor contributions. Firstly, we show that the problem is NP-hard. Then, we show that directed co-graphs are fully characterized by eight forbidden structures, each having, at most, six edges. Based on the symmetry properties and several refined observations, we develop a branching algorithm with a running time of $O\left(2.733^{k}\right)$, which is significantly more efficient compared to the brute-force algorithm, which has a running time of $O\left(6^{k}\right)$.
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## 1. Introduction

Graph-modification problems consist of determining whether a given graph can be transformed into a graph belonging to a specific graph class by performing a limited number of operations on vertices or edges. The operations performed typically include deleting or adding edges or vertices. For edge-modification problems that are NP-hard, there has been significant attention in recent years toward studying their parameterized complexity. Over the past few years, many algorithms for these problems have been reported in the literature. We refer to ref. [1] for a comprehensive survey on this topic. Among them, the edge-deletion problem, as an important subset of graph-modification problems, has been widely studied, but most of the research is dedicated to undirected graphs. At present, most parameterized algorithms for edge-deletion problems (which can be represented by forbidden induced subgraphs) are based on bounded search tree methods. The main step involves enumerating all forbidden subgraphs and applying trivial branches separately to each forbidden subgraph. This type of algorithm has been perpetually reported in the literature. In ref. [2], Li et al. improved the algorithm for the property interval edge-deletion problem and obtained a branch algorithm with a running time of $O\left(3.792^{k}\right)$. In ref. [3], Liu et al. derived more effective branching rules for edge-deletion problems in chain graphs and trivially perfect graphs based on the connection between forbidden subgraphs and the structural relationship between forbidden subgraphs and their neighborhoods. They also effectively improved the branch efficiency by utilizing module decomposition technology, reducing the cumbersome task of verifying the correctness of branch rules. Our branching algorithm uses a similar branching strategy.

This paper studies the directed co-graph edge-deletion problem (DCGED), in which we are given a directed graph (digraph) and an integer $k$, and the question is whether we can delete, at most, $k$ edges so that the resulting digraph is a directed co-graph. Directed co-graphs were first studied in ref. [4], and it was proven later that these graphs are exactly digraphs without $D_{1}, D_{2}, \ldots, D_{8}$ (see Figure 1) as induced subgraphs [5]. Here, deleting an edge between two vertices means the deletion of all the arcs between them. To the best of our knowledge, this problem has not been studied from the perspective of complexity theory. However, it is worth noting that the problem of determining whether an undirected
graph can be transformed into a co-graph by deleting, at most, $k$ edges (CGED) has been explored. Co-graphs are undirected graphs without paths of four vertices as induced graphs; thus, they are also named $P_{4}$-free graphs in the literature. It has long been known that CGED is NP-hard [6]. As each $P_{4}$ contains exactly three edges, a naive branching algorithm solves CGED in time $O\left(3^{k}\right)$. After several rounds of improvement, the current best FPT algorithm for CGED has a running time of $O\left(2.56^{k}\right)$ [7]. It is important to mention that CGED also admits a cubic-vertex kernel [8]. The motivation behind this study is that many NP-hard problems have been found to be polynomial-time solvable when restricted to co-graphs, and co-graphs can be recognized in linear time [9].


Figure 1. Forbidden structures for directed co-graphs.
In this paper, we embark on an exploration of the DCGED problem. Our motivation is analogous: many directed graph problems, which are NP-hard in general, become polynomial-time solvable when restricted to directed co-graphs [10-12], and directed cographs can be recognized efficiently [5]. For the edge-deletion problem of a graph class, more effective branch rules can significantly reduce the size of the search tree, thereby reducing the overall running time of the branch algorithm. Obviously, the size of the search tree obtained by the branch algorithm of the DCGED problem is dominated by the largest forbidden subgraph. As the largest forbidden structure in a directed co-graph, $D_{8}$ contains six edges. Therefore, there exists a straightforward branch-and-bound algorithm that solves the problem in time $O\left(6^{k}\right)$. In this paper, based on some detailed observation results, we can effectively improve the algorithm. Our branch algorithm adopts two important ideas: The first one is to consider a vertex that has a structural relationship with the forbidden subgraph and branch based on its different structural relationships with the forbidden subgraph. Considering more refined structural relationships will lead to more effective branching rules. The second point is based on an observation that we find some structural connections between the forbidden subgraphs. That is, deleting an edge in a larger forbidden subgraph may result in exporting another forbidden subgraph. At this point, in order to destroy the newly generated forbidden subgraph, another round of branching must be executed. Even some forbidden subgraphs may induce a branching chain. Combining such a branching strategy can significantly improve the branching rules of the problem. Based on these two ideas and some important properties, we derive an improved algorithm for the DCGED problem running in time $O\left(2.733^{k}\right)$.

## 2. Our Main Contributions and Technique Highlights

We first show the NP-hardness of DCGED based on the relationship between DCGED and CGED. Given this, we study its fixed-parameter algorithms. Note that as each of the forbidden structures to directed co-graphs contains, at most, six edges, a straightforward branch-and-bound algorithm solves the problem in time $O\left(6^{k}\right)$. To the best of our knowledge, no other improved algorithms are publicly known so far. Our second contribution is a branch-and-bound algorithm for DCGED that runs in time $O\left(2.733^{k}\right)$.

Our technique relies on the observation that $D_{1}-D_{3}$ each contain, at most, two edges and thus can be exhaustively branched, with the worst branching factor being two. In addition, we fully considered the structural relationships between different forbidden subgraphs when removing any edge in each of the $D_{4}-D_{6}$ that triggers the further removal of other edges. The bottleneck lies in eliminating the forbidden structures $D_{7}$ and $D_{8}$. To eliminate the induced $D_{7}$ and $D_{8}$, we first exert branching rules satisfying the following condition: the deletion of some edges in an induced $D_{7}$ or $D_{8}$ results in a new induced $D_{1}$, $D_{2}$, or $D_{3}$. Each such branching step deletes multiple edges, and, through a refined analysis, we can ensure a worst-case branching factor no greater than 2.733. Afterward, we examine the neighbors of vertices in each induced $D_{7}$ and $D_{8}$ and demonstrate that the vertices in each induced $D_{7}$ and $D_{8}$ have precisely the same in-neighbors and the same out-neighbors. This symmetric property allows us to derive a branching algorithm of the desired running time.

## 3. Preliminaries

For an integer $i,[i]$ denotes the set of all positive integers no greater than $i$.
A directed graph (digraph) is a tuple $G=(V, A)$, where $V$ is the set of vertices of $G$ and $A$ is the set of arcs of $G$. An arc from a vertex $v$ to another vertex $v^{\prime}$ is denoted by $\left(v, v^{\prime}\right)$. For a digraph $G=(V, A)$, we define $E(G)=\{\{u, v\}:\{(u, v),(v, u)\} \cap A \neq \varnothing\}$ as the set of edges in the underlying undirected graph of $G$. For notational brevity, we denote an edge between two vertices $v$ and $u$ by $v u$. For a graph $G$ (be it directed or undirected), we use $V(G)$ to denote the vertex set of $G$. Deleting an edge $v u$ from $G$ means deleting all arcs between $v$ and $u$. Thus, if we delete an edge $v u$ from $G$, we obtain a graph with vertex set $V$ and arc set $A \backslash\{(v, u),(u, v)\}$. For $E^{\prime} \subseteq E(G), G-E^{\prime}$ denotes the digraph obtained from $G$ by deleting all edges in $E^{\prime}$. A graph $G$ is considered to be $F$-free if it does not contain an induced subgraph that is isomorphic to $F$. In this case, $F$ is also referred to as the forbidden graph for $G$. In this paper, we use the branch vector $\left(\tau_{1}, \tau_{2}, \ldots, \tau_{r}\right)$ to represent a branching rule that branches into $r$ instances, where the maximum number of new parameters is $k-\tau_{1}, k-\tau_{2}, \ldots, k-\tau_{r}$. The linear recurrence of the maximum number of leaves for this branch vector is $T(k) \leq T\left(k-\tau_{1}\right)+T\left(k-\tau_{2}\right)+\ldots+T\left(k-\tau_{r}\right)$. The DCGED problem is formally defined as follows:

Directed Co-Graph Edge Deletion (DCGED)
Input: A directed graph $G$ and an integer $k$.
Question: $\exists E^{\prime} \subseteq E(G)$ so that $\left|E^{\prime}\right| \leq k$ and $G-E^{\prime}$ is a directed co-graph?

## 4. Our Results

We first show the NP-hardness of DCGED, and we then present our algorithm for DCGED.

## Theorem 1. DCGED is NP-hard.

Proof. Let $(G, k)$ be an instance of CGED. Recall that this problem determines whether we can remove, at most, $k$ edges from $G$ so that the resulting graph contains no paths of three edges as induced subgraphs. Let $G^{\prime}$ be the digraph obtained from $G$ by changing each edge $u v$ with two arcs $(v, u)$ and $(u, v)$. Among all eight forbidden structures $D_{1}-D_{8}$, only in $D_{7}$ are all arcs bidirected; thus, it holds that there are, at most, $k$ edges in $G$ whose removal results in a co-graph, if and only if removing the corresponding $k$ edges in $G^{\prime}$ results in a directed co-graph. Then, the theorem follows from the NP-hardness of CGED [6].

Our second main contribution is a single exponential time algorithm for the DCGED problem based on branching. For a collection $\left\{E_{1}, E_{2}, \ldots, E_{j}\right\}$ of subsets of edges, a branching rule that splits the instance into $j$ subinstances, where the $i$-th subinstance, $i \in[j]$, is obtained from the original instance by deleting exactly the edges in $E_{i}$ and decreasing the parameter $k$ by $\left|E_{i}\right|$, is denoted by $\left\{-E_{1},-E_{2}, \ldots,-E_{j}\right\}$. Here, each $-E_{i}$ is called a branching case of the branching rule. For clarity, we use $\left\{-e: e \in E_{i}\right\}$ to denote the
branching case $-E_{i}$; to describe a branching rule, we list all its branching cases, with one in each line.

Theorem 2. DCGED can be solved in time $O\left(2.733^{k}\right)$.
Proof. Let $(G, k)$ be an instance of DCGED. We now discuss branching rules for the problem. We stress that the branching rules are iteratively applied to the instance in an order where, when a branching rule delineated below is applied, all rules introduced before are exhaustively applied.

Clearly, direct branching on the edges of an induced $D_{i}, i \in[3]$ has a branching factor of 2 , and direct branching on the edges of an induced $D_{i}, i \in\{4,5\}$ has a branching factor of 3 . However, after deleting any edge in an induced $D_{4}\left(D_{5}\right)$, at least one new induced $D_{1}, D_{2}$, or $D_{3}$ emerges. Therefore, at least two edges need to be deleted in the induced $D_{4}\left(D_{5}\right)$. Its branching vector is $(2,2,2)$, resulting in a branching rule with a branching factor of $\sqrt{3}$, which is less than 1.733.

Now, we proceed to the branching rules for $D_{6}$. It can be observed that in order to destroy an induced $D_{6}$ and some induced $D_{1}-D_{5}$ occurring after the deletion of some edges in the $D_{6}$, we need to delete at least three edges. To facilitate our analysis, let the vertices of an induced $D_{6}$ be labeled as in Figure 2. The detailed branching cases are as follows.


Figure 2. An induced $D_{6}$ used in the proof of Theorem 2.
(1) Deletion of the edge $a b$ After deleting $a b$, vertices $a, d$, and $b$ form an induced $D_{3}$. The deletion of $a d$ or $b d$ will induce new forbidden structures, which will trigger the deletion of further edges. In particular, we have the following branching cases, as shown in Figure 3.
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Figure 3. An illustration of the branching cases for $D_{6}$ when the edge $a b$ is deemed to be deleted.

- $\{-a b,-a d,-a c\}$
- $\{-a b,-a d,-c d,-b c\}$
- $\{-a b,-b d,-c d\}$
- $\{-a b,-b d,-b c\}$
(2) Deletion of the edge $a c$

After deleting $a c,\{a, b, c\}$ induces a $D_{2}$ and $\{a, c, d\}$ induces a $D_{3}$. The deletion of $a b$ is covered in Case (1). Thus, we need only to consider the deletion of edge $b c$ to destroy the $D_{2}$. It follows that the branching cases $\{-a c,-b c,-a d\}$ and $\{-a c,-b c,-c d\}$ cover all potential solutions where the edge $a c$ is deleted, as shown in Figure 4 (in the first branching case, we obtain an induced $D_{7}$, meaning that further edges need to be deleted. However, as this does not improve the worst-case branching factor, and the induced $D_{7}$ s are handled by branching rules introduced later, to simplify the presentation, we do not discuss this improvement).
(3) Deletion of the edge ad

After deleting $a d$, vertices $a, c$, and $d$ form an induced $D_{3}$, and since the deletion of $a c$ is covered in Cases (1) and (2), we consider the deletion of $c d$. Observe now that $b, c$, and $d$ form an induced $D_{2}$. If we delete $b c$, then $a, b$, and $c$ form an induced $D_{2}$, implying that at least one of $a b$ and $a c$ needs to be deleted, which is covered in Cases (1) and (2). Therefore, we do not need to consider the case where $b c$ is deleted. In other words, in this case, we need only the branching case $\{-a d,-c d,-b d\}$.
(4) Deletion of the edge $b c$

The deletion of $b c$ triggers the deletion of at least one of $a b$ and $a c$, both of which are covered by previous cases.
(5) Deletion of the edge $b d$

After deleting $b d$, an induced $D_{2}$ formed by $a, b$, and $d$ and an induced $D_{3}$ formed by $b, c$, and $d$ occur. To destroy the $D_{2}$, at least one of $a b$ and $a d$ needs to be deleted, both of which are covered by previous cases.
(6) Deletion of the edge $c d$

After deleting the edge $c d$, the vertices $b, c$, and $d$ form an induced $D_{2}$, inviting the further deletion of at least one of $b c$ and $b d$, both of which are covered by previous cases.
To summarize, to destroy $D_{6}$, we apply the following branching rule, which has a branching vector of $(3,3,3,3,3,3,4)$ and a corresponding maximum branching factor of 1.870:

- $\{-a b,-a d,-a c\}$
- $\{-a b,-a d,-c d,-b c\}$
- $\{-a b,-b d,-c d\}$
- $\{-a b,-b d,-b c\}$
- $\{-a c,-b c,-a d\}$
- $\{-a c,-b c,-c d\}$
- $\{-a d,-c d,-b d\}$


Figure 4. An illustration of the branching cases for $D_{6}$ when the edge $a c$ is deemed to be deleted.

Now, we consider the forbidden structures $D_{7}$ and $D_{8}$. We first apply branching rules satisfying the following condition: the deletion of some edges in an induced $D_{7}$ or $D_{8}$ results in a new induced $D_{i} \mathrm{~s}$, where $i \in[3]$. Specifically, we assume that there is an induced $D_{7}$ or $D_{8}$ denoted by $H$ in $G$ so that the deletion of some edge $x y$ from $H$ results in an induced $D_{i}$, where $i \in[3]$, denoted by $H^{\prime}$. Let $v$ denote the third vertex in $H^{\prime}$. It is clear that $v$ is the middle vertex of $H^{\prime}$ (i.e., the one with degree two in the underlying graph of $H^{\prime}$ ). Let $e$ and $e^{\prime}$ be the other two edges in $H$ other than $x y$. Then, we exert the following branching rule that has a branching factor $1+\sqrt{3}<2.733$ :

- $\{-e\}$
- $\left\{-e^{\prime}\right\}$
- $\{-x y,-v x\}$
- $\{-x y,-v y\}$

We continue our branching for $D_{7}$ as follows. Let $H$ be an induced $D_{7}$. If $H$ is a connected component, we directly delete it from $G$ and decrease $k$ by one. Assume now that there exists at least one vertex $v$ not in $H$ but adjacent to at least one vertex from $H$. By symmetry, and by the assumption that none of the above-discussed branching rules are applicable, we need to consider the following cases.

Case 1: $v$ has exactly one neighbor in $H$.
We have two subcases to consider, as shown in Figure 5.


Figure 5. Two cases in which a vertex $v$ has exactly one neighbor in an induced $D_{7}$.
In both subcases, there are indeed two induced $D_{7}$; hence, deleting only one edge is insufficient. Specifically, for Case 1.1, we apply the following branching rule:

- $\{-a b\}$
- $\{-b c\}$
- $\{-a v,-c d\}$

For Case 1.2, we apply the following branching rule:

- $\{-c d\}$
- $\{-b c\}$
- $\{-a b,-v b\}$

Both branching rules have the same branching vector of $(1,1,2)$ and a corresponding maximum branching factor of $1+\sqrt{2}<2.4143$.
Case 2: $v$ has exactly two neighbors in $H$.
We need to consider the four subcases shown in Figure 6.


Case 2.1


Case 2.3


Case 2.2


Case 2.4

Figure 6. Four cases that need to be considered when a vertex $v$ has exactly two neighbors in an induced $D_{7}$.

For Case 2.1, we apply the following branching rule, where the branching vector is $(1,1,2)$, corresponding to the branching factor $1+\sqrt{2}<2.4143$ :

- $\{-c d\}$
- $\{-b c\}$
- $\{-a b,-v b\}$

For Case 2.2, we apply the following branching rule, where the branching vector is $(1,1,2,2)$, corresponding to the branching factor $1+\sqrt{3}<2.733$ :

- $\{-a b\}$
- $\{-c d\}$
- $\{-b c,-v b\}$
- $\{-b c,-v c\}$

For Case 2.3, we apply the following branching rule, where the branching vector is $(1,2,2,2,2)$ and the branching factor is $\frac{1+\sqrt{17}}{2}<2.5616$ :

- $\{-c d\}$
- $\{-v a,-a b\}$
- $\{-v a,-b c\}$
- $\{-v c,-a b\}$
- $\{-v c,-b c\}$

For Case 2.4, we apply the following branching rule, where the branching vector is $(1,1,2)$ and the branching factor is $1+\sqrt{2}<2.4143$ :

- $\{-a b\}$
- $\{-b c\}$
- $\{-v a,-c d\}$


## Case 3: $v$ has exactly three neighbors in $H$.

Figure 7 depicts all subcases that we need to consider. For Case 3.1, we apply the following branching rule, which has a branching vector of $(1,2,2,3,3)$ and a corresponding maximum branching factor of 2.2696 :

- $\{-c d\}$
- $\{-v a,-a b\}$
- $\{-v a,-b c,-v b\}$
- $\{-v c,-b c\}$
- $\{-v c,-a b,-v b\}$


Case 3.1


Case 3.2

Figure 7. Two cases that need to be considered when a vertex $v$ has exactly three neighbors in an induced $D_{7}$.

For Case 3.2, we apply the following branching rule, which has a branching vector of $(2,2,2,2,3,3,3,3)$ and a corresponding maximum branching factor of 2.3830:

- $\{-c d,-b c\}$
- $\{-c d,-v b,-v a\}$
- $\{-c d,-v b,-a b\}$
- $\{-c d,-v d\}$
- $\{-b c,-v b,-v a\}$
- $\{-b c,-v d\}$
- $\{-a b,-v a\}$
- $\{-a b,-v d,-v b\}$


## Case 4: $v$ is adjacent to all vertices of $H$.

When none of the branching rules introduced above are applicable, if a vertex is adjacent to one vertex of $H$, then it is adjacent to all vertices of $H$, and, moreover, the subgraph induced by this vertex and all vertices of $H$ is isomorphic to one of the graphs in Figure 8. Then, by the symmetry between the edges $a b$ and $c d$, the branching cases $\{-a b\}$ and $\{-b c\}$ of branching factor 2 are sufficient in this case.


Case 4.1


Case 4.2


Case 4.3

Figure 8. Three cases that need to be considered when a vertex $v$ is adjacent to all vertices in an induced $D_{7}$.

Finally, we discuss branching rules for $D_{8}$. Let $H$ be an induced $D_{8}$. If $H$ is a connected component of $G$, we directly delete $H$ from $G$ and decrease $k$ by one. Otherwise, let $v$ be a vertex not in $H$ but adjacent to some vertices of $H$. Assuming that none of the branching rules introduced above are applicable, we need to consider the following cases.

## Case 1: $v$ is adjacent to exactly one vertex of $H$.

All subcases that need to be considered are shown in Figure 9.
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Case 1.4

Figure 9. Four cases that need to be considered when a vertex $v$ is adjacent to exactly one vertex in an induced $D_{8}$.

For Case 1.1, we apply the branching rule:

- $\{-a b\}$
- $\{-b c\}$
- $\{-v a,-c d\}$

For Case 1.2, we apply the branching rule:

- $\{-c d\}$
- $\{-b c\}$
- $\{-v b,-a b\}$

For Case 1.3, we apply the branching rule:

- $\{-a b\}$
- $\{-b c\}$
- $\{-v c,-c d\}$

For Case 1.4, we apply the branching rule:

- $\{-c d\}$
- $\{-b c\}$
- $\{-v d,-a b\}$

The above four branching rules have the same branching vector of $(1,1,2)$ and a corresponding maximum branching factor of $1+\sqrt{2}<2.4143$.

## Case 2: $v$ has exactly two neighbors from $H$.

All subcases that need to be considered are shown in Figure 10.


Case 2.1


Case 2.3


Case 2.2


Case 2.4

Figure 10. Four cases that need to be considered when a vertex $v$ is adjacent to two vertices in an induced $D_{8}$.

For Case 2.1, we apply the following branching rule, where the branching vector is $(1,1,2)$ and the corresponding branching factor is $1+\sqrt{2}<2.4143$ :

- $\{-b c\}$
- $\{-c d\}$
- $\{-v b,-a b\}$

For Case 2.2, we apply the following branching rule, where the branching vector is $(1,2,2,2,2)$ and the corresponding branching factor is $\frac{1+\sqrt{17}}{2}<2.5616$ :

- $\{-c d\}$
- $\{-v a,-a b\}$
- $\{-v a,-b c\}$
- $\{-v c,-a b\}$
- $\{-v c,-b c\}$

For Case 2.3, we apply the following branching rule, where the branching vector is $(1,2,2,2,2)$ and the corresponding branching factor is $\frac{1+\sqrt{17}}{2}<2.5616$ :

- $\{-a b\}$
- $\{-v b,-b c\}$
- $\{-v b,-c d\}$
- $\{-v d,-b c\}$
- $\{-v d,-c d\}$

For Case 2.4, we apply the following branching rule, where the branching vector is $(1,1,2)$ and the corresponding branching factor is $1+\sqrt{2}<2.4143$ :

- $\{-a b\}$
- $\{-b c\}$
- $\{-v c,-c d\}$

Case 3: $v$ has exactly three neighbors from $H$.
All subcases that need to be considered are shown in Figure 11.


Case 3.1


Case 3.3


Case 3.2


Case 4.4

Figure 11. Four cases that need to be considered when a vertex $v$ is adjacent to exactly three vertices in an induced $D_{8}$.

For Case 3.1, we apply the following branching rule, which has a branching vector of $(1,2,2,3,3)$ and a corresponding maximum branching factor of 2.2696 :

- $\{-c d\}$
- $\{-v a,-a b\}$
- $\{-v a,-b c,-v b\}$
- $\{-v c,-b c\}$
- $\{-v c,-a b,-v b\}$

For Case 3.2, we apply the following branching rule, which has a branching vector of $(2,2,2,2,3,3,3,3)$ and a corresponding maximum branching factor of 2.3830:

- $\{-b c,-v d\}$
- $\{-b c,-v b,-v a\}$
- $\{-c d,-v d\}$
- $\{-c d,-v b,-v a\}$
- $\{-c d,-b c\}$
- $\{-a b,-v a\}$
- $\{-a b,-v b,-v d\}$
- $\{-a b,-v b,-c d\}$

For Case 3.3, we apply the following branching rule, which has a branching vector of ( $2,2,2,2,3,3,3,3$ ) and a corresponding maximum branching factor of 2.3830:

- $\{-c d,-v c,-a v\}$
- $\{-c d,-v c,-a b\}$
- $\{-c d,-v d\}$
- $\{-v c,-b c,-v d\}$
- $\{-v a,-b c\}$
- $\{-a b,-b c\}$
- $\{-a b,-v a\}$
- $\{-v c,-a b,-v d\}$

For Case 3.4, we apply the following branching rule, which has a branching vector of $(1,2,2,3,3)$ and a corresponding maximum branching factor of 2.2696:

- $\{-a b\}$
- $\{-v b,-b c\}$
- $\{-v b,-c d,-v c\}$
- $\{-v d,-b c,-v c\}$
- $\{-v d,-c d\}$


## Case 4: $v$ is adjacent to all vertices of $H$.

Let us consider a graph where none of the branching rules introduced so far are applicable, which is called a reduced graph. It is easy to verify that in a reduced graph, for any induced $D_{8}$ and any vertex $v$ adjacent to all vertices of $D_{8}$, the subgraph induced by the vertex $v$ and the $D_{8}$ is isomorphic to one of the graphs in Figure 12. Two important observations are formulated below.


Figure 12. All possible subgraphs induced by a vertex fully adjacent to an induced $D_{8}$ in a reduced graph.

Observation 1. Let $G$ be a reduced graph. Then, all induced $D_{8}$ in $G$ are pairwise vertex disjoint.
Observation 2. Let $G$ be a reduced graph. Then, deleting any edge from an induced $D_{8}$ in $G$ does not yield any new induced forbidden structures $\left(D_{1}-D_{8}\right)$.

Let $i$ be the number of all induced $D_{8}$ in a reduced graph $G$. By Observation 1, we need to delete $i$ edges to destroy all the induced $D_{8} s$ in $G$. By Observation 2, the resulting graph is a directed co-graph. In light of this fact, when we arrive at a reduced graph at a branching node, we determine that the given instance is a YES-instance if there are, at most, $k$ induced $D_{8}$ s in the reduced graph.

Throughout the algorithm, when we reach a branching node whose associated parameter $k$ is zero, we immediately conclude that the given instance is a YES-instance if the graph associated with the branching node is a directed co-graph. Then, as the worst branching factor is 2.733, the branch-and-bound algorithm runs in time $O\left(2.733^{k}\right)$.

## 5. Conclusions

We showed that DCGED is NP-hard and developed a branching algorithm for DCGED with a running time of $O\left(2.733^{k}\right)$, which significantly improves upon the brute-force algorithm's running time of $O\left(6^{k}\right)$.

An obvious direction for future research is to further improve our algorithm. As mentioned earlier, when we consider the structural relationship between the forbidden subgraph and a neighboring vertex, we can effectively reduce the size of the search tree and obtain more effective branch rules. Therefore, it will be interesting to investigate whether it is possible to further reduce the size of the search tree and improve the efficiency of branch algorithms by considering deeper structural relationships between forbidden subgraphs and their neighboring vertices. Additionally, it would be interesting to examine whether the problem admits any polynomial kernels. Furthermore, we studied the case in which destroying the connection between two adjacent vertices incurs one unit cost, regardless of whether there are one or two arcs between them. It would be intriguing to investigate the variant in which removing any arc incurs one unit cost. Lastly, we utilized symmetry properties to further improve the size of the search tree for the DCGED problem, resulting in a more efficient branch algorithm. We believe that this property can be applied to more edge-modification problems.
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