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Abstract: Plant growth is inevitably affected by diseases, and one effective method of disease
detection is through the observation of leaf changes. To solve the problem of disease detection in
complex backgrounds, where the distinction between plant diseases is hindered by large intra-class
differences and small inter-class differences, a complete plant-disease recognition process is proposed.
The process was tested through experiments and research into traditional and deep features. In the
face of difficulties related to plant-disease classification in complex backgrounds, the advantages of
strong interpretability of traditional features and great robustness of deep features are fully utilized,
and include the following components: (1) The OSTU algorithm based on the naive Bayes model is
proposed to focus on where leaves are located and remove interference from complex backgrounds.
(2) A multi-dimensional feature model is introduced in an interpretable manner from the perspective
of traditional features to obtain leaf characteristics. (3) A MobileNet V2 network with a dual attention
mechanism is proposed to establish a model that operates in both spatial and channel dimensions at
the network level to facilitate plant-disease recognition. In the Plant Village open database test, the
results demonstrated an average SEN of 94%, greater than other algorithms by 12.6%.

Keywords: plant disease; classification; MobileNet V2; attention

1. Introduction

With the proliferation of artificial-intelligence technology, the development of smart
agriculture has gained momentum. In the area of plant-disease recognition, researchers
have conducted much research, which can be divided into two approaches: classification
and clustering.

Classification perspective: Based on the analysis of inter-class differences, plant-
disease classification can be mainly divided into traditional-feature and deep-feature as-
pects. Representative algorithms based on traditional features include: Al-Hiary et al. [1]
analyzed the typical characteristics of plants and proposed a fast classification algorithm for
plants; Kulkarni et al. [2] constructed a classifier founded on texture features extracted from
plant images; Arivazhagan et al. [3] classified plant health status based on texture features;
Hossain et al. [4] achieved plant-disease classification through leaf color information analy-
sis; Singh et al. [5] implemented swift plant-disease detection from the algorithmic level
based on image segmentation and soft computing techniques; Kaur et al. [6] implemented
plant-disease detection based on gradient and texture features; Nanehkaran et al. [7] for-
mulated a visual model for disease analysis and correlation assessment; Pujari et al. [8]
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extracted plant image features based on SVM and ANN; Brahimi et al. [9] focused on the
salient area of plants, established a saliency map, and achieved plant-disease classification;
Mahmoud et al. [10] established a disease image representation using inverse coding tech-
nology; and Sandesh et al. [11] constructed an Adaboost-based model for disease prediction
from the perspective of color. Representative algorithms based on deep feature extraction
mainly include: Hang et al. [12] proposed a CNN-based method for plant-disease anal-
ysis; Atila et al. [13] devised an EfficientNet deep learning model to mine image depth
features; Sardogan et al. [14] conducted research based on CNN with LVQ algorithm;
Deepa et al. [15] enhanced images and established an interactive model to facilitate disease
classification; ALTAN et al. [16] constructed capsule networks to measure the efficacy in
plant-disease classification; Pal et al. [17] established the semantic relationship between
images and diseases in AgriDet; and Liang et al. [18] introduced a deep-learning network
for plant-disease classification and severity assessment.

Clustering perspective: Models are built by an analysis of intra-class differences. Rep-
resentative algorithms based on traditional features include: Yu et al. [19] constructed a
K-means model to analyze intra-class differences and achieve clustering; Padol et al. [20]
established an SVM to cluster different disease images; Rani et al. [21] enhanced clustering
accuracy by adding SVM on top of the K-means algorithm; Trivedi et al. [22] established a
model from the perspective of a color histogram for image analysis; Faithpraise et al. [23]
established a K-means model for disease classification from a clustering perspective;
Tamilselvi et al. [24] used unsupervised machine-learning algorithms to cluster based
on color features; and Hasan et al. [25] proposed an extended kernel-density-estimation
approach to analyze disease morphology. On the other hand, representative algorithms
based on deep feature extraction mainly include: Yadhav et al. [26] obtained clustering
features based on the CNN model with optimized activation functions; Bhimavarapu et al. [27]
fused PSO and CNN algorithms to extract multi-dimensional features; Hatuwal et al. [28]
experimentally demonstrated the capabilities of random forest, KNN, SVM, and CNN for
clustering; Pareek et al. [29] established a 1D-CNN model for clustering based on image
segmentation; Mukti et al. [30] achieved plant-disease detection based on multiple itera-
tions of ResNet; Li et al. [31] analyzed plant diseases through the construction of the model
ensemble with inception module and cluster algorithm; Türkoğlu et al. [32] used deep
networks to extract disease image features and analyze differences between classes; and
Ramesh et al. [33] constructed a model from the perspective of image and machine learning
to achieve disease classification.

In summary, plant-disease classification algorithms based on images face the following
issues: (1) Traditional algorithms are based on visual features that can be easily affected
by natural factors, such as lighting and angles, with limited performance improvement.
(2) Deep-learning algorithms based on neural conduction processes exhibit the features
of strong robustness and positive effects. However, the classification effect remains to be
improved in the face of complex background interference.

Through an analysis of the image features of plant diseases, traditional features with
deep features are integrated to propose a comprehensive plant-disease feature classification
algorithm, which involves the following components: (1) The OSTU algorithm based on
the naive Bayes model is proposed to eliminate background interference and focus on the
area where leaves are located. (2) From the perspective of traditional features, a multi-scale
and multi-directional Gabor feature extraction model is proposed to obtain interpretable
features. (3) Based on the advantages of MobileNet V2, spatial attention and channel
attention mechanisms are proposed for plant-disease classification.

The remainder of this paper is organized as follows: Section 2 introduces the con-
structed database, including the multilevel feature extraction algorithm in Section 2.1 and
the MobileNet algorithm based on dual attention in Section 2.2. Section 3 presents the
experimental results and analysis, which verify the effectiveness of the proposed algorithm.
Section 4 summarizes the innovations introduced in this paper and outlines potential
avenues for future research.
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2. Materials and Methods

The experimental data are sourced from the Plant Village public database provided by
the University of Pennsylvania. It includes a total of 61 categories, classified by “species-
disease-degree”. The categories consist of 10 species, 27 diseases (24 of which are classified
as general or severe), and 10 health classifications, as shown in Table 1. The dataset
comprises 31,718 pictures in the training set and 4514 pictures in the test set, as shown in
Figure 1. We can see that there are certain similarities within classes and certain differences
between classes. It is crucial to choose effective features.

Table 1. Data classification.

Apple

Healthy

Sreawberry

Healthy

Scab
General

Scorch
General

Serious Serious

Cedar Rust
General

Tomato

Bacterial Spot Bacteria
General

Serious Serious

Cherry

Healthy
Early Blight Fungus

General

Powdery Mildew
General Serious

Serious
Late Blight Water Mold

General

Corn

Healthy Serious

Cercospora Zeaemaydis
Techon and Daniels

General
Leaf Mold Fungus

General

Serious Serious

Puccinia Polvsora
General

Target Spot Bacteria
General

Serious Serious

Corn Curvularia Leaf
Spot Fungus

General
Septoria Leaf Spot Fungus

General

Serious Serious

Maize dwarf mosaic virus
Spider Mite Damage

General

Grape

Healthy Serious

Black Rot Fungus
General

YLCV Virus
General

Serious Serious

Black Measles Fungus
General Tomv

Serious

Pepper

Healthy

Leaf Blight Fungus
General

Scab
General

Serious Serious

Citrus

Healthy

Potato

Healthy

Greening June
General

Early Blight Fungus
General

Serious Serious

Peach

Healthy
Late Blight Fungus

General

Bacterial Spot
General Serious

Serious
Pepper Scab

General

Pepper Healthy Serious
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The OTSU algorithm [34] achieves image segmentation through the calculation of the 

image gray features to determine the threshold. The principle is to maximize the inter-

Figure 1. Experiment database.

The proposed plant disease classification algorithm based on an attention mechanism
is shown in Figure 2. The algorithm comprises the following steps: (1) The OSTU algorithm
based on the weighted Naive Bayes model is constructed to focus on the area where
leaves are located and remove the influence of complex backgrounds. (2) Interpretable
traditional features are adopted and extracted from multi-scale and multi-directional Gabor
filters. (3) The extracted Gabor features are fed into a dual attention network for plant
disease classification.
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2.1. Multilevel Feature Extraction Algorithm

The OTSU algorithm [34] achieves image segmentation through the calculation of the
image gray features to determine the threshold. The principle is to maximize the inter-class
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variance between the objects and the background of the image. It serves as an automatic
optimization algorithm for image segmentation.

The total number of pixels in the image is notated as N, and the pixel gray level as G.
fi represents the number of pixels at gray level i. The threshold t is selected to divide the
analysis into two categories: C0 and C1. Then, the corresponding probability of the two
categories can be expressed as:

w0 = P(C0) =
t

∑
i=1

Pi = w(t) Pi = fi/N

w1 = 1− w(t)
(1)

The inter-class variance of each pixel σ2
B(t) is selected as the evaluation index:

σ2
B(t) =

[µrw(t)− µ(t)]2

w(t)[1− w(t)]
(2)

µr = µ(L) =
L

∑
i=1

iPi, w(t) =
t

∑
i=1

Pi (3)

Then, the optimal threshold T is determined.

σ2
B(T) = max

1≤t≤l

{
σ2

B(t)
}

(4)

The traditional OTSU algorithm considers the neighborhood information. However,
in cases where there is minimal distribution difference between background features and
target pixels, the two peaks may not be clearly defined, resulting in a poor segmentation
effect. To improve the traditional OTSU image processing method, the weighted Naive
Bayes algorithm is introduced to refine the segmentation effect.

The naive Bayes algorithm is a commonly utilized data classification algorithm in
machine learning algorithm research [35]. Thanks to its strong theoretical support, it boasts
high classification efficiency and has been continuously studied and applied across different
fields. Firstly, the Bayes principle is introduced:

P(c|X ) =
P(X|c )P(C)

P(X)
(5)

where P(c|X) represents the posterior probability that X belongs to the category c. P(c) and
P(X) denote the prior probabilities of category c, and conditional X. P(X|c) represents the
posterior probability that category c belongs to the condition X.

Suppose the dataset comprises m attribute variables denoted as A, and the category
variables are C = {c1, c2, . . . cn}. The Naive Bayes model is obtained

c(x)NB = arg max
i

P(ck)
m

∏
i=1

P(xi|ck ), 1 ≤ k ≤ n (6)

where P(ck) is the prior probability when category c takes the value of k; P (xi|ci) represents
the posterior probability that category ci belongs to the condition xi.

The traditional naive Bayes model presupposes that different attributes are indepen-
dent of one another, which is difficult to achieve in practice. In cases where there is a
correlation between certain attributes, it greatly reduces the classification efficiency of
the model, resulting in inaccurate experimental results. Therefore, attribute weighting is
employed to retain the high classification accuracy of the traditional naive Bayes algorithm.
The approach also alleviates the negative impact caused by the special condition of attribute
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independence, which improves and enhances the efficiency of the traditional algorithm to
a large extent. The corresponding formula is

c(x)P = arg max
i

P(ck)
m

∏
i=1

P(xi|ck )
w(i), 1 ≤ k ≤ n (7)

where wi represents the weight value of the class attribute Ai, exerting control over the
segmentation effect. The key to the improved classification algorithm lies in the precise
determination of the corresponding weight value of each attribute to yield superior results.

Through the above algorithms, the segmentation problem is transformed into a prob-
lem in probability theory calculations. The segmentation image is obtained by isolating the
gray features in the image data and training with the Naive Bayes model. The correspond-
ing algorithm process is illustrated in Figure 3.
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Figure 3. OSTU algorithm based on naive Bayes model.

The input image gray map is notated as G, with a total of N pixels, and the gray levels
i = 0, 1. . . L − 1. The corresponding gray histogram is represented as H = {h0, h1, . . . hL−1}.
The threshold T is calculated to divide the gray image into Gb (background region) and Gf
(foreground region). The corresponding probability distributions are

P(Gb) =
T

∑
i=0

P(i) (8)

P
(

G f

)
=

L−1

∑
i=T+1

P(i) (9)

The average occurrence probability of each gray level is given by:

M(Gb) =

T
∑

i=0
i× wi × P(i)

P(Gb)
(10)

M
(

G f

)
=

L−1
∑

i=k+1
i× wi × P(i)

P
(

G f

) (11)

The threshold T to divide the original gray image into two categories is calculated by:

η =
σ2

B
σ2

G
(12)
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σ2
B = P(Gb)(M(Gb)−MG)

2

+P
(

G f

)(
M
(

G f

)
−MG

)2 (13)

σ2
G =

L−1

∑
i=0

(i−MG)
2P(i) (14)

The distance between classes of the two parts is calculated, and the distance is propor-
tional to the segmentation effect. Therefore, the corresponding optimal threshold is:

T = max
0≤i≤L−1

σ2
B (15)

In order to analyze plant features, Gabor filtering [36] was introduced for further
feature extraction. The Gabor filter, a kind of wavelet transform, exhibits excellent charac-
teristics in the time and frequency domain. The Gabor function can be used to construct
filters with different scales and directions. Since plant disease images are two-dimensional,
research was conducted at the two-dimensional Gabor level. Its corresponding complex
expression is as follows:

g(x, y) = exp
(
−X2 + γ2Y2

2σ2

)
exp

[
i
(

2π
X
λ
+ ϕ

)]
(16)

X = x cos θ + y sin θ
Y = −x sin θ + y cos θ

(17)

 gre = exp
(
−X2+γ2Y2

2σ2

)
cos
(

2π X
λ + ϕ

)
gim = exp

(
−X2+γ2Y2

2σ2

)
sin
(

2π X
λ + ϕ

) (18)

where θ is the filter direction, λ is the filter wavelength, ϕ is the phase translation, γ is
the spatial aspect ratio, σ is the standard deviation of the Gaussian factor, and b is the
bandwidth. gre represents the real part, and gim represents the imaginary part.

σ =
λ

π

√
ln 2

2

(
2b + 1
2b − 1

)
(19)

When the curve of the elliptic Gaussian envelope modulated by the complex sine
wave of the Gabor function falls within the range of (µ − 3σ, µ + 3σ), the area contained
accounts for about 99.7% of the total area.

When designing a deep network, the receptive field must cover the entire relevant
image region and be large enough to capture the context information for each pixel axis.
Currently, the mainstream algorithms stack either large convolution kernels in shallow or
small convolution kernels. However, increasing the receptive field will lead to a rise in
training parameters and the computational cost.

If the standard convolution layer contains K m × m convolution kernels and c input
features, then the corresponding number of parameter training is (m × m × c + 1) × K. The
proposed Gabor convolutional layer structure only requires updating of 4 parameters in
each iteration, and the corresponding training parameter is (4 × c + 1) × K. Therefore, the
Gabor convolution kernel is advantageous for the design of more compact networks.

In the Gabor convolution kernel, the parameters of each Gabor filter need to be
optimized. The gradient descent algorithm is used to optimize filtering parameters through
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back propagation according to the objective function. The reverse derivation process is
as follows:

∂gre
∂λ = ∂πX

λ2 gim
∂gre
∂θ = greXY

σ2

(
γ2 − 1

)
− 2πY

λ gim
∂gre
∂ϕ = −gim

∂gre
∂σ = X2+γ2Y2

σ3 gre
∂gre
∂γ = − γ2Y2

σ2 gre

(20)

To further enhance the feature map expression, Gabor filter weighting is adopted to
generate Gabor filter with U directions and V scales. The direction is weighted by learning
the weight vector W. The modulation process is as follows:

Cv
i,u = C[Wg(u, v)] (21)

where u and v represent orientation and scale indexes. Since the Gabor filter contains
multiple directions, the corresponding output feature updating process follows the back
propagation mechanism:

δ =
∂L

∂Cn
u
=

U

∑
u=1

∂L
∂Cn

u
[Wg(u, v)] (22)

Cn+1
u = Cn

u − ηδ (23)

where L is the loss function, η is the learning rate, and Cn
u is the result of the nth iteration.

This makes the model more compact and robust to changes in direction and scale.

2.2. MobileNet Algorithm Based on Dual Attention

The main features of MobileNet V2 include: (1) the adoption of depth separable
convolution in place of ordinary convolution to reduce model computation and param-
eter requirements; (2) the introduction of reverse residual structure to increase the num-
ber of network layers and enhance feature expressiveness; (3) replacement of nonlin-
ear structures with linear Bottleneck structures to minimize the loss of low-dimensional
feature information.

Based on the low power consumption characteristics of MobileNet V2 [37], MobileNet
V2 has been selected as the main backbone network and improved through adjustments in
width factor, attention module and multi-scale feature fusion. The network block diagram
is shown in Figure 4.
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The depth-separable convolution replaces the standard convolution with fewer pa-
rameters and computation [38]. The computation ratio of the depth-separable convolution
with the standard convolution is given by:

H =
D2

f D2
k M + D2

f MN

D2
f D2

k MN
=

1
N

+
1

D2
k

(24)

where Df represents the length of the input feature map and the number of channels,
Dk is the length of depthwise convolution (DW) convolution kernel, and M is the number
of pointwise convolution channels.

In feature extraction, the usual convolution kernel size is 3 × 3. The computation
amount and parameter quantity of depth-separable convolution are approximately 1/9
of conventional convolution. MobileNet V2 incorporates the concept of ResNet and pro-
poses the reverse residual structure. There are two typical methods: In the first method,
PW convolution is used to increase the dimension, and DW convolution is used to extract
the features from each channel, and PW convolution is then employed to reduce the feature
dimensionality. When the step size is 1, a residual connection is established, while a series
connection is established when the step size is 2; S The second method of the reverse resid-
ual structure first increases and then reduces dimensionality, which allows the network
to accommodate smaller input and output dimensions, so as to reduce the computational
load and parameters. At the same time, the residual connection can improve gradient
propagation efficiency, with a deeper network layer.

An important parameter in the network is the width factor, which adjusts the number
of convolution kernels in each module of the network to α times the original one, and the
corresponding calculation load is:

T = αD2
f D2

k M + α2D2
f MN (25)

By adjusting α, the computational burden of the model is greatly reduced.
CBAM is an attention mechanism module that integrates channel and space [39]. It is

embedded in a convolutional neural network for end-to-end training. The final channel
attention is illustrated in Figure 5a.

Mc(F) = σ
(
W1W0Favg + W1W0Fmax

)
(26)

where F is the input feature map, σ is the nonlinear activation function, Wi is the weight
of layer i, and Favg and Fmax are the results of input F after the average pooling and kernel
maximum pooling, respectively.

The spatial attention mechanism is shown in Figure 5b: the channel direction is
averaged, and the kernel is maximally pooled to generate a feature description of size
2 × H ×W, and the feature vector is obtained and activated by a convolution operation.
The corresponding spatial attention mapping model is as follows:

Ms(F) = σ
(

f
(

fc(Favg + Fmax)
))

(27)

where f is the convolution operation, and f c is the join operation. The complete calculation
process of the CBAM module is

FA = Ms(F′)F′

F′ = Mc(F)F
(28)

The CBAM module is integrated consecutively with the reverse residual block of
MobileNet V2, which enables the module to focus on important features and suppress
unnecessary ones in channel and spatial dimensions.
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Inception uses multiple convolution checks of varying sizes to extract features from
feature maps, which increases the adaptability of the network to different scales. The
structure of Inception V1 is shown in Figure 6, which enriches features at spatial scales and
proves beneficial for subsequent classification.
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Given that the MobileNet V2 network uses depth-separable convolution, in order
to give full play to the advantages of MobileNet and Inception, the Inception module
step is set to 2 to remove the linear structure of residual short-form, as shown in Figure 7.
Feature extraction is carried out through three parallel branches. Considering that stitching
increases channel count in the output feature map, along with the total network parameters,
an addition-based merging approach is chosen to reduce the overall model parameters.
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3. Experimental Results and Analysis
3.1. Feature Extraction Algorithm

The result of leaf extraction is shown in Figure 8. To evaluate the algorithm perfor-
mance, the following index [40] is introduced:

AOM =
Rs∩Rg
Rs∪Rg

AVM =
Rs−Rg

Rs

AUM =
Rg−Rs

Rg

CM = 1
3{AOM + (1− AVM) + (1− AUM)}

(29)

where the area overlap measure (AOM), the area over segmentation measure (AVM), the
area under segmentation measure (AUM), and the combination measure (CM) are used
to evaluate the algorithm’s performance. RS represents the result of manual leaf labeling
and serves as the gold standard. Rg denotes the result of the algorithmic labeling. Values of
AOM and CM are proportional to the segmentation results, while AVM and AUM values
are inversely proportional to the segmentation results.
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Typical tomato leaf diseases, as shown in Figure 9, were selected for the study. The
results of the algorithm comparison are summarized in Table 2. The algorithm with a fixed
threshold requires human-computer interaction for threshold selection, which exhibits
low adaptability and presents different colors in the presence of the scab, resulting in
the inability to accurately segment tomato leaves with a single threshold. On the other
hand, OSTU [34] achieves threshold segmentation by calculating the gap between classes
and setting the threshold, which is self-adaptive. However, due to the uniqueness of
the threshold setting, the segmentation performance is somewhat limited. The GSO [41]
algorithm searches for local optimal clustering, which realizes target recognition even under
complex backgrounds, but it has some limitations in considering inter-class differences. The
proposed algorithm fuses the OSTU algorithm with the attribute-weighted Bayes algorithm.
This hybrid approach considers inter-class differences and intra-class similarities at a local
level and exhibits a favorable effect on shadow suppression.
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To show the effect of the algorithm, an analysis is conducted on the effect of Gabor
filtering. As shown in Figure 10, a variety of conditions of leaves are observed: Figure 10a
shows a smooth leaf surface; Figure 10b displays leaves damaged as a whole; Figure 10c
illustrates leaves with a large number of spots on the surface; and Figure 10d exhibits leaves
with yellowing surfaces. After Gabor filtering, Leaf 1 demonstrates rich texture features
at low dimensions and angles, appearing relatively rich and smooth as dimensions and
angles increase. Leaf 2 exhibits a robust response in high dimensions and angles, with high
pixel values in the displayed image. Leaf 3 presents more textures after Gabor filtering.
Overall, the response of Leaf 4 is not strong, but the lesion area exhibits a robust response
in high dimensions and angles. Through the above analysis, the Gabor-filtered image is
input into the depth learning module for disease classification.

To reflect the effect of feature extraction through Gabor filtering, the study takes
the original image and Gabor-filtered image as input, uses a deep network for training,
and compares their convergence performance, as shown in Figure 11. The results clearly
demonstrate that the features extracted by Gabor are more representative, with the fast
convergence speed of the algorithm, which brings it closer to the target function. This is
because Gabor extracts multi-angle features, analyzes image characteristics, focuses on
targets, and achieves efficient representation.



Algorithms 2023, 16, 442 13 of 19

Table 2. (1) The algorithm extracts the performance of tomato leaves with bacterial spot bacteria.
(2) The algorithm extracts the performance of tomato leaves with early blight fungus. (3) The
algorithm extracts the performance of tomato leaves with powdery mildew. (4) The algorithm
extracts the performance of tomato leaves with spider mite damage. (5) The algorithm extracts the
performance of tomato leaves with target spot bacteria. (6) The algorithm extracts the performance of
healthy tomato leaves.

(1)

Algorithm AOM AVM AUM CM

T 0.71 0.41 0.34 0.65
OSTU [34] 0.76 0.35 0.33 0.70
GSO [41] 0.82 0.34 0.31 0.72

Ours 0.85 0.31 0.29 0.75

(2)

Algorithm AOM AVM AUM CM

T 0.74 0.33 0.35 0.69
OSTU [34] 0.81 0.31 0.32 0.73
GSO [41] 0.85 0.27 0.29 0.76

Ours 0.87 0.26 0.27 0.78

(3)

Algorithm AOM AVM AUM CM

T 0.75 0.31 0.33 0.70
OSTU [34] 0.78 0.27 0.31 0.73
GSO [41] 0.84 0.24 0.28 0.77

Ours 0.88 0.23 0.24 0.80

(4)

Algorithm AOM AVM AUM CM

T 0.74 0.34 0.27 0.71
OSTU [34] 0.81 0.35 0.25 0.74
GSO [41] 0.86 0.24 0.22 0.8

Ours 0.91 0.21 0.19 0.84

(5)

Algorithm AOM AVM AUM CM

T 0.79 0.31 0.25 0.74
OSTU [34] 0.87 0.28 0.23 0.79
GSO [41] 0.91 0.23 0.19 0.83

Ours 0.93 0.18 0.17 0.86

(6)

Algorithm AOM AVM AUM CM

T 0.86 0.26 0.23 0.79
OSTU [34] 0.89 0.23 0.22 0.81
GSO [41] 0.92 0.17 0.18 0.86

Ours 0.95 0.15 0.16 0.88
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3.2. Comparison of Classification Algorithms

The following index are introduced for performance evaluation,
SEN = TP

TP+FN
SPE = TN

TN+FP
ACC = TP+TN

TP+FP+TN+FN
FPF = 1− ACC

(30)
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where SEN reflects the detection performance for real objects. SPE reflects the detection
performance for false objects. ACC reflects the ratio of correct test results to all samples in
the test results, and FPF reflects the ratio of false test results diagnosed as true objects.

The comparison results of algorithms are shown in Tables 3 and 4. It can be seen
that the algorithm’s results without leaf area extraction are inferior to those with leaf area
extraction, indicating that focusing on the area where leaves are located and reducing
the influence of surrounding environments yields a positive effect. This verifies the good
effect of the proposed leaf segmentation algorithm on subsequent disease clustering. The
algorithm based on texture features proposed in Ref. [2] exhibits disease detection capabili-
ties, albeit with slightly lower performance in terms of indicators. Ref. [23] conducts an
in-depth analysis of the image characteristics and constructs a K-means model to improve
the classification accuracy. Ref. [8] adds ANN based on an SVM classifier to introduce the
classification task into multi-dimensional space, realize classification, and achieve certain
results. Based on the current mainstream RESNET, Ref. [30] requires 50 iterations to achieve
disease detection, but too many network parameters cause large consumption of comput-
ing resources. Ref. [37] constructs the traditional MobileNet V2 algorithm and refines the
convolution calculation method to effectively boost the calculation speed and performance.
Although SEN reaches an impressive 91%, this process is inconsistent with the human
cognitive process. On the basis of MobileNet V2, the proposed algorithm adds an attention
mechanism module in line with the process of human visual perception. The modification
induces a further enhancement in algorithm performance, with superior results achieved.

Table 3. Algorithm results without leaf region extraction.

Algorithm SEN SPE ACC FPF

Texture [2] 0.65 0.31 0.72 0.28
K-means [32] 0.72 0.29 0.76 0.24

SVM + ANN [8] 0.75 0.25 0.80 0.20
ResNet [30] 0.81 0.20 0.82 0.18

MobileNet V2 [37] 0.84 0.18 0.84 0.16
ICNN [42] 0.85 0.15 0.86 0.14
GAN [43] 0.86 0.12 0.89 0.11

Ours 0.86 0.10 0.91 0.09

Table 4. Algorithm results with leaf region extraction.

Algorithm SEN SPE ACC FPF

Texture [2] 0.71 0.26 0.79 0.21
K-means [32] 0.79 0.24 0.85 0.15

SVM + ANN [8] 0.81 0.21 0.87 0.13
ResNet [30] 0.85 0.15 0.91 0.09

MobileNet V2 [37] 0.91 0.13 0.96 0.04
ICNN [42] 0.91 0.11 0.97 0.03
GAN [43] 0.92 0.10 0.96 0.04

Ours 0.94 0.08 0.98 0.02

Table 3 illustrates the limited effect of the traditional algorithm [2,8,23], but the al-
gorithm based on depth network exhibits commendable performance. Therefore, deep
learning algorithms [30,37,42,43] are compared, as shown in Figure 12. The ResNet al-
gorithm [30] involves many parameters, resulting in slower convergence in the training
process. In contrast, the MobileNet V2 algorithm [37] introduces a fast convolution change
to reduce parameters, along with faster convergence. Improved CNN (ICNN) [42] based
on color features focuses on the area where leaves are located and achieves satisfactory
results. Generative adversarial networks (GAN) [43] further improve the effect by deeply
mining intra-class and inter-class features in small sample situations.
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accurate image classification. MobileNet V2 demonstrates a certain classification perfor-
mance in low-parametric network construction. VGG, through multi-layer filter 
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On the basis of MobileNet V2, the proposed algorithm integrates the Inception module,
which not only ensures swift convergence but also introduces visual attention, which is in line
with the principle of human visual perception, alongside further improved performance.

Classified images of representative tomato diseases are selected: scab, early blight,
powdery mildew, starred spider, spotted disease, and health to verify the performance of
different algorithms, as shown in Figure 13. ResNet extracts local and global features for ac-
curate image classification. MobileNet V2 demonstrates a certain classification performance
in low-parametric network construction. VGG, through multi-layer filter convolution, can
fully explore image features and realize classification. It can be seen from the figure that for
single disease recognition, the accuracy of scab and early blight identification is low due to
their striking similarity in spot shape, size and texture. As a result, misclassifications are
more likely to occur in these cases. On the contrary, Health exhibits the highest accuracy.
Based on MobileNet V2, the proposed algorithm adds the attention mechanism module to
extract features across different scales, with superior results compared to other algorithms.
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4. Conclusions

Plant diseases impose a serious impact on plant growth, making it of great significance
to identify diseases through artificial intelligence. Since leaves are the direct manifestation of
plant diseases, the research focuses on leaf features. To maximize the potential of traditional
features and deep features, a comprehensive Plant Disease classification algorithm is
proposed. (1) To solve the difficult classification of leaf diseases in complex backgrounds,
the OSTU algorithm based on the Naive Bayes model is proposed to focus on the area
where leaves are located and reduce background interference. (2) From the perspective of
feature interpretability, a multi-dimensional feature model based on traditional features
is constructed to fully explore leaf features. (3) From the perspective of deep learning,
a MobileNet framework based on dual attention is established to achieve swift disease
recognition. The algorithm underwent rigorous testing on the Plant Village open database,
and the results showed that the algorithm could achieve plant disease classification.

Despite these achievements, there are also some problems in the research: The exper-
imental dataset is limited and does not cover most diseases. Therefore, a larger dataset
will be constructed to further integrate traditional features and deep features. Further
studies will be conducted on interpretable fusion networks to promote research on plant
disease prediction.
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