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Abstract: Currently, video and digital images possess extensive utility, ranging from recreational
and social media purposes to verification, military operations, legal proceedings, and penalization.
The enhancement mechanisms of this medium have undergone significant advancements, rendering
them more accessible and widely available to a larger population. Consequently, this has facilitated
the ease with which counterfeiters can manipulate images. Convolutional neural network (CNN)-
based feature extraction and detection techniques were used to carry out this task, which aims to
identify the variations in image features between modified and non-manipulated areas. However, the
effectiveness of the existing detection methods could be more efficient. The contributions of this paper
include the introduction of a segmentation method to identify the forgery region in images with the
U-Net model’s improved structure. The suggested model connects the encoder and decoder pipeline
by improving the convolution module and increasing the set of weights in the U-Net contraction
and expansion path. In addition, the parameters of the U-Net network are optimized by using the
grasshopper optimization algorithm (GOA). Experiments were carried out on the publicly accessible
image tempering detection evaluation dataset from the Chinese Academy of Sciences Institute of
Automation (CASIA) to assess the efficacy of the suggested strategy. The results show that the U-Net
modifications significantly improve the overall segmentation results compared to other models. The
effectiveness of this method was evaluated on CASIA, and the quantitative results obtained based on
accuracy, precision, recall, and the F1 score demonstrate the superiority of the U-Net modifications
over other models.

Keywords: U-Net; convolutional neural network; forged images; social media; grasshopper algorithm

1. Introduction

Nowadays, manipulating digital images has become very simple due to powerful
computers, advanced image editing software, and high-resolution imaging tools. The
development of image processing software, tools, and techniques has increased the number
of fake images that cannot be easily recognized without special tools [1]. As digital images
become more widespread daily, tools for distorting and falsifying digital images also
become more available. Therefore, there is a need for methods that can detect the forgery
of images. Some methods have been proposed to achieve this goal [2]. In some methods,
information is embedded in the image from the beginning so that it can be examined when
necessary and the image’s authenticity can be determined. These methods are called active
detection methods. Nevertheless, recognizing the originality of the image without the
need for previous embedded information or the primary content of the image has been
an important research topic in recent years. These methods are known as passive or blind
methods [1].

With the growth of image processing software, many fake images have been created. In
most cases, these fake images cannot be recognized by the human eye and therefore require
image forgery detection algorithms. An image forgery detection algorithm should be able
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to make a correct decision regarding its authenticity without needing basic information
about the image and its content. The need to detect image forgery is felt in many fields,
such as legal-judicial investigations, photography of publications, news agencies, criminal
investigations, insurance companies, medical images, scientific societies, etc. [3].

Researchers have proposed methods to detect different types of image forgery; how-
ever, most are designed to detect one type of forgery. Copy-move forgery is very difficult to
detect because the forgery region is part of the same image, and the statistical distribution
of the image pixels is similar. Splice detection methods look for changes in the statistical
distribution of pixels, differences in the compression level, and various features related
to the camera for detecting forgery. There are several methods for detecting copy-move
forgeries, such as keypoint-based methods, block methods, segmentation-based methods,
texture-based methods, and a combination of keypoint and block methods. Numerous
methods, such as camera-based methods, Markov feature-based methods, compressed
image-based methods, and transform-based methods, have been introduced by researchers
to detect splicing forgery. Detecting a type of forgery is inefficient because it is impossible
to identify the type of forgery quickly by looking at the fake image. A few methods have
been presented to detect various types of image forgery [4].

With the emergence of machine learning and deep learning, these techniques have
been applied to classify fake images and locate affected regions. Deep learning aims
to learn high-level abstracts from data using hierarchical architectures. Convolutional
neural networks (CNNs) have a great learning capacity due to thin connections and weight
sharing and have received much attention in recent years. The U-Net model has become a
popular component identification algorithm in recent years due to its precise response, high
accuracy, high speed of processing and learning, no need for large data sets for learning,
and no need for complex and expensive hardware.

This research proposes image segmentation using the modified U-Net deep learning
model to classify and extract features. Therefore, in this paper, our contributions include:

(1) We are proposing a new method based on a U-net CNN to improve the fine details of
images, which aims to increase the efficiency of image forgery detection.

(2) Inspired by the proposed deep learning model for complex medical image segmentation [5],
we intend to conduct a similar task to exploit the unique features of U-Net for image
enhancement in the current work.

(3) The proposed method’s meta-parameters of the U-Net network are optimized using
the grasshopper optimization algorithm (GOA). These parameters are the initial
learning rate, the learning rate drop rate, the learning rate of cuts with the drop rate,
and the mini-batch size.

U-Net integrates local information through the downsampling and upsampling of
the path, thereby extracting texture information (patterns). Because the kernel used in
U-networks is independent of the input image size, this model does not require a dense
layer and works well with input images of any size.

1.1. Related Work

Existing methods are divided into two essential categories: block methods and key-
point methods for detecting copy-move.

1.1.1. Detecting Copy-Move Forgery Using Block Methods

Warif et al., 2016 [6], reviewed the latest techniques in the field of copy-move forgery
detection. They described copy-move forgery detection using block and keypoint methods.
Zhao et al., 2017 [7], introduced a technique based on image segmentation and an algo-
rithm called swarm intelligence (SI). This technique divided the image into small blocks
without overlapping (common parts). The SI algorithm was implemented to find the best
possible parameters in each layer. With the scale-invariant feature transform (SIFT), these
parameters were used to identify each layer. This method had a high false-positive rate.
Jalab et al., 2019 [8], proposed a method in which the image blocks are transformed into
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discrete wavelet transforms and used to extract features from a new fractional texture
descriptor based on Machado fractional entropy.

Deep learning-based techniques have outperformed advanced machine learning-
based methods in many computer vision applications. In detecting the forgery of digital
images, Bunk et al., 2017 [9], introduced two methods to detect image forgery. In the
initial technique, an end-to-end system was presented for detection. Then, localization
in manipulated digital images was performed based on Radon transformation and deep
learning methods. The Radon transform is an integral transformation with a practical
inverse application in rebuilding images from medical CT scans. Additionally, a method
has been created to utilize the Radon transform in constructing a map of the polar regions of
a planet by a spacecraft orbiting around its poles. The feature resampling combination was
used in the second technique, and these features were obtained based on maps. In order
to classify, the LSTM model was used to find manipulated areas. Zhang et al., 2016 [10],
introduced a two-stage deep learning method for feature learning. In the first stage, stack
automatic encoders were used, by which the model learns the characteristics of each piece
of the image. In the second step, the texture information of the whole image is integrated.

Zhou et al., 2017 [11], introduced a technique based on the block method. The process-
ing unit of each block is a powerful CNN. This method detected splicing forgery, and its
effectiveness was observed in JPEG compression. Kim and Lee, 2017 [12], introduced an
image manipulation detection algorithm using a deep CNN model. This neural network
consists of four steps: a high-pass filter, two convolutional layers, two fully connected layers,
and an output layer. In the experiments, the images were resized to 256 × 256 dimensions
using the median filter method, Gaussian filtering, and collective white Gaussian noise.

Finding an ink mismatch is an essential step in detecting image forgery.
Khan et al., 2018 [13], introduced a deep learning method to detect ink gaps in hyper-
spectral document images. These researchers extracted the spectral responses from the ink
pixels of the hyperspectral document image, converted them to an image format suitable
for CNNs, and fed them to a CNN for classification. The proposed technique successfully
recognized different types of ink in super-sized document images for forgery detection.

Liu et al., 2017 [14], introduced an effective copy-transfer manipulation detection
technique based on a convolutional kernel network (CKN), which is a combination of
matrix calculations and convolutional operations. Cozzolino et al., 2018 [15], introduced a
weakly supervised domain adaptation method for distinguishing between real and fake
images. These researchers trained the auto-anchor-based method on the source domain
and separated fake and authentic images in the hidden space. Khalid and Woo, 2020 [16],
introduced a single-class classification model based on a one-class variational auto-encoder
to detect fake images of human faces.

Marra et al., 2020 [17], introduced a CNN-based image forgery detection and localiza-
tion method that makes decisions based on the entire image without changing its size. This
framework consists of three blocks: piecewise feature extraction, image feature combination
with several fusion strategies, and global classification. Meena and Tyagi, 2019 [18], and
Walia and Saluja, 2018 [19], discussed all types of image forgery detection techniques:
image link detection, copy-move forgery detection, image resampling detection and image
manipulation detection.

Li et al., 2020 [20], introduced a face R-ray method to detect forgery in face im-
ages and manipulated boundaries in fake images using CNN HRNet in their framework.
Abbas et al., 2021 [21], performed experiments using two deep learning models for copy-
transfer image forgery: small VGGNet and Mobile Net V2. Saber et al., 2020 [22], inves-
tigated all types of forgery (digital watermarks, digital signatures, image linking, image
manipulation, and copy-transfer forgery).

Zhang and Ni, 2020 [23], introduced a U-Net composed of dense convolutional and
de-convolutional networks. The first network is a deductive sampling method for feature
recovery, and the second network is an incremental sampling approach for feature map size
recovery. Liu et al., 2018 [24], designed a CNN segmentation approach to find regions in
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digital images. First, a unified CNN architecture was developed to handle sliding windows
with different input scales and colors. Then, high-accuracy CNN training processes were
built by sampling the training areas. Bi et al., 2020 [25], used a non-fixed and fixed
encoder to build a U-net with a dual encoder (D-Undet). The unfixed encoder captures the
fingerprint of the image, which cleans the original and fake regions. In contrast, a fixed
encoder provides direction data to facilitate network training and detection.

Marra et al., 2018 [26], tested the effectiveness of several image forgery detectors on
image-to-image translation, including both ideal settings and even compression modes.
Compression is generally used when uploading images to social media sites.
Kadam et al., 2021 [27], introduced a method based on multi-image splicing using Mo-
bileNet V1. Jaiswal and Srivastava, 2019 [28], proposed a framework in which images
are fed to a CNN and then processed by several layers for feature extraction and was
finally used as a training vector for a recognition model. For feature extraction, ResNet-50
pre-trained deep learning was used.

Stehouwer et al., 2020 [29], proposed the attention method to analyze and refine
feature maps for recognition tasks. Learned attention maps emphasize functional re-
gions and identify altered regions to improve binary classification (fake face vs. real face).
Nguyen et al., 2019 [30], built a convolutional neural network that uses a multi-task learn-
ing strategy to detect and segment manipulated facial images and videos and locates forged
regions. Information received from one task is shared with the second task, thus improving
the efficiency of both activities. A semi-supervised learning strategy has been used to
strengthen the generality of the network. An encoder and a Y-shaped decoder were placed
within this network.

Li and Lyu, 2018 [31], introduced exposing deepfake videos by detecting face-warping
artifacts. Deepfake techniques create fixed-size images of the face that must be carefully
warped to match the original facial makeup. Due to the dispersion of resolution between
the warped face area and surrounding texture, this warping operation produces different
side images. As a result, deepfake videos are detected using these side images.

Gidaris et al., 2018 [32], introduced a method for learning image features by training
a CNN to detect the 2D rotation applied to the received input image. They used unsu-
pervised representation learning by predicting image rotations. Wang et al., 2020 [33],
proposed a method that consists of three parts: single-image hyper definition, semantic
segmentation hyper definition, and a feature affinity module for semantic segmentation.
Yu et al., 2022 [34], also used dual attention in pyramidal visual feature maps to fully inves-
tigate visual semantic relations and improve the level of generated sentences.

Singh and Sharma, 2021 [35], proposed a convolutional neural network to identify fake
images shared on social media platforms. High-pass filters of image processing are used in
the first layer to initialize the weights, which helps the neural network to converge faster
and achieve better accuracy. Interpretability is a common concern in deep learning models.
The proposed framework uses gradient-weighted class activation mapping to generate
heat maps and localize the manipulated area of the image. The model has been validated
with the publicly available CASIA dataset, and a 92.3% accuracy has been obtained, which
is better than the other previous models.

1.1.2. Detecting Copy-Move Forgery Using Keypoint Methods

Wang et al. introduced a passive copy-move manipulation detection method using
keypoint features [36]. This method has high computational complexity and lacks usability
in real-time systems, which makes it inefficient. Another work [37] investigated moment
detection methods. The most important feature of these methods is to be strong against
blurring. However, it was unsuccessful in some cases, such as spinning. Wang et al.
introduced a copy-move manipulation detection method [38]. They used quaternion
exponent moments (QEMs). The results showed that this method is only efficient for
copying and pasting in conditions such as scaling and rotation.
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Kuznetsov and Myasnikov [39] introduced a hashing technique for copy-move detec-
tion, which can be used to detect duplicate regions transformed by a unique pre-processing
technique. Niu et al., 2021 [40], introduced a fast and accurate forgery detection algorithm
for copy-move based on complex-valued moment invariants.

Huang and Ciou, 2019 [41], introduced a keypoint-based image forgery method
based on a superpixel segmentation algorithm and Helmert transform to detect copy-
move forgery detection. At first, key points and descriptors were extracted using the
SIFT algorithm. Then, using a descriptor, identical pairs were detected by calculating
the similarities between key points. Based on spatial distance, geometric constraints, and
Helmert transformation, these identical pairs were grouped to obtain approximate areas
of forgery. Then, these approximate areas were improved, and the errors were corrected.
Finally, the location of the fake areas was found more precisely.

Dixit and Bag, 2021 [42], introduced a complex framework using keypoint matching by
the k-nearest neighbor algorithm and K-d tree to detect fake images. Yang et al., 2021 [43],
introduced a method based on keypoint matching to detect copy-move forgery.

1.1.3. Issues and Motivation for Current Research

In current articles, most researchers have addressed an important issue: minimum
accuracy. These techniques can detect splicing or copy-move fraud, but not both. Another
essential issue with these techniques is that they detect forgery with low accuracy. The
issue of minimum accuracy has been a significant concern for researchers. While several
techniques have been developed to detect splicing or copy-move fraud, they are often
limited in their accuracy and cannot detect both types of forgeries.

Therefore, we propose a novel approach that combines a deep learning-based method
with an optimization algorithm. Specifically, we use a U-NET network with the grasshop-
per optimization algorithm to detect image forgeries. The U-NET network is a popular
architecture for image segmentation tasks that has shown impressive results in various
applications. In our approach, the U-NET network is used to segment the images into
regions of interest, while the grasshopper optimization algorithm is used to optimize the
segmentation process and improve the accuracy of the results.

One of the key advantages of our approach is its ability to detect various types of
image forgeries, including splicing and copy-move forgeries, with high accuracy. This is
made possible by the use of the U-NET network, which is capable of capturing complex
features and patterns in the image. Additionally, our approach can be applied in real-time
systems, making it more efficient than some existing methods that have high computational
complexity and lack usability in real-time systems.

In comparison to existing methods, our approach offers several significant advantages.
Firstly, it is capable of detecting a wide range of image forgeries with high accuracy, making
it a versatile tool for image forensics. Secondly, our approach is efficient and can be applied
in real-time systems, making it a practical solution for various applications, such as in
forensic investigations or in the detection of fake images on social media. Finally, our
approach combines deep learning with an optimization algorithm, which is a novel and
promising approach in the field of image forensics. We believe that our approach has the
potential to become a valuable tool in the field of image forensics, and we look forward to
future research in this area.

2. Materials and Methods
2.1. Methodology

The deep learning network known as U-Net is utilized for picture segmentation and
has the potential to be applied for counterfeit detection as well. Based on the behavior
of grasshoppers, GOA is a metaheuristic optimization algorithm. The proposed method
utilizes U-Net architecture to detect image forgery and forgery regions. Figure 1 provides
an illustration of the format of this procedure. The proposed method is carried out in
several steps:
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1. The pre-processing of data, which includes the separation of data into a training and
test set, as well as the scaling of photographs to a consistent size.

2. Develop the architecture of the U-Net network, with an encoder and a decoder, in
addition to many convolutional layers and max-pooling/upsampling layers.

3. Train the U-Net network for a predetermined number of epochs utilizing the Dice
coefficient loss function and the Adam optimizer.

4. Apply the GOA algorithm to optimize the U-Net network by utilizing the network
parameters as decision variables and the mean squared error as the fitness function.

5. Evaluate the performance of the U-Net network based on measures such as precision,
recall, and the F1 score by testing it with the test set.
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Figure 1. Structure of the proposed method.

The proposed method should predict the masks of the given image. Therefore, this
method needs to have an encoder- and decoder-type of architecture because we are trying
to highlight the manipulated regions in the given image. The method should split the
image into two parts. One class is for the manipulated region (light color), and the other is
for the entire region (dark color).

In the proposed method, we consider U-Net as a base model because it already has
proven results for similar image segmentation types and satisfies the above conditions. The
initial U-Net architecture for biomedical image segmentation consisted of two paths, one
for the encoder, which comprised a stack of convolution, activation, and pooling layers, and
one for the decoder. The other is for decoding, which is symmetrical with the encoder path.
It should be mentioned that we have a mask for fake images, but we do not have a mask
for intact images. Therefore, for all intact images, the default mask is considered, which
only contains black pixels, and for all intact images, the mask generated by the U-Net is
the same.

2.2. Models and Architecture

Various techniques have been proposed for semantic segmentation based on convo-
lutional layers. One of the most popular architectures for this task is the U-Net, which
was introduced by Ronneberger et al. [5]. The U-Net architecture consists of an encoder
and a symmetrical decoder. The encoder path contains two convolutional layers in each
downward step, followed by a 3 × 3 convolution operation. A pooling operation with a
2 × 2 size and stride size is also implemented to reduce the size of the feature maps. This
process is repeated four times to collect the spatial characteristics of the image. After the
UpSample operation, the feature maps are placed in the decoder for feature mapping using
2 × 2 transpose convolution. The number of channels is reduced by half, and two convo-
lution layers with the dimensions of 3 × 3 are placed after the UpSample operation. The
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feature map of the last decoder block is subjected to the 1 × 1 convolution operation, which
produces a segmentation map of the same size as the input image. The U-Net architecture
uses the ReLU activation function in its convolution layer; however, the last convolution
layer uses the sigmoid function. Figure 2 shows the architecture of the proposed method.
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The proposed model is based on the conventional U-Net architecture with several
improvements. Firstly, convolution layers are added to each block of the encoder structure,
and the same number of convolution layers are also added to each decoder block. Both the
contraction and expansion paths have a more extensive set of weights than U-Net. Secondly,
the weights in the encoder and decoder that connect the module have been increased from
2 to 3. Thirdly, the improved model uses batch normalization before any nonlinear function,
whereas conventional U-Net does not use batch normalization in its network. Finally, the
U-Net network’s parameters are optimized using the grasshopper optimization algorithm.

Adding more convolutional layers to each block of the encoder and decoder as well,
increasing the set of weights in the encoder and decoder, and using batch normalization
before nonlinear functions can improve the performance of the model. The grasshopper
optimization algorithm is used to optimize the U-Net network parameters, which can
further improve the performance of the model.

In this research, we increased the number of convolutional layers in each encoder
and decoder block to handle the input image dimensions of 512 × 512. We used a modi-
fied U-Net structure, which adds a convolutional layer to each block of the encoder and
decoder pipelines. The proposed model consists of four composite blocks forming the
downsampling path, with the fourth block forming the upsampling path. In each encoder
and decoder block, we applied two-dimensional (2D) convolutions with a kernel size of
3 × 3, followed by batch normalization and the ReLU activation function, repeated three
times. The last block uses a 2D convolution with a kernel size of 1× 1. To reduce the spatial
dimensions of the feature maps after each block, a max-pooling operation was performed
during the downsampling path. In the upsampling path, we used ConvTranspose2d to
double the spatial dimensions of the feature maps. In the downsampling path, the number
of feature channels increased from 1 to 64, 256, and 512, and then reduced from 512 chan-
nels to 1 in the upsampling path. Figure 3 illustrates the flow of the input images in the
encoder pipeline, indicating which operation and how many convolutional layers are used
in each block.
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2.2.1. Cross-Entropy (XE) Training

In the first step, two-dimensional (2D) convolution is applied to the input image along
with batch normalization and the nonlinear ReLU function, which reduces the number of
channels. Then, the max-pooling operation is performed to obtain the pooled (integrated)
feature map. Downsampling reduces the size of the input, and this sequence of operations
is repeated four times in the encoder path.

The output of the last encoder layer with smaller dimensions is considered as the input
of the connected module with more weight. In this way, a local representation of the feature
map generated from the last block of the proposed encoder path is obtained. The integrated
module is placed in the bottleneck layer of U-Net because the input transmitted in the
module reduces in size and dimension, which decreases the amount of time required for
training and the complexity of the space in the feature maps. The bottleneck layer is a part
of the encoder–decoder architecture proposed for image forgery detection. The bottleneck
layer is placed after the last encoder layer and before the decoder layers in U-Net. The
input to the bottleneck layer is the output of the last encoder layer with smaller dimensions.
The proposed model improves the image forgery dataset’s segmentation efficiency by
increasing the convolutional layers and modifying the connected encoder–decoder added
to the model. Figure 4 shows the encoder–decoder connection module. The last merged
feature map enters the module, which is a convolutional layer with a filter size of 3 × 3.
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The feature map of the last layer in the proposed model is in accordance with the
SoftMax function, which produces the number of feature channels equal to the number of
semantic segmentation label classes. In the last layer, an image with a size of 512 × 512
is obtained, which is equal to the image’s original dimensions. Each convolutional layer
comprises feature maps, and C is the convolutional layer. Equation (1) expresses the first
layer’s convolution with its constituents:

C(1)
j = f

(
B(1)

j + K(1)
j × I

)
where j = 1, . . . , M(n) (1)

Here, j is the number of feature maps, and f(y) is the linear function applied to the
filtered output before passing it to the convolution layer; I represents the input neuron; M
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denotes the feature map, and n denotes the number of layers. The feature map in the first
layer C(1) is obtained by convolution of the input matrix in the kernel K(1) and adding the
bias component B(1).

In the first convolution layer, the input is convoluted with the weight matrix to obtain
a feature map. The feature map is obtained by sliding over different positions of the input
matrix based on the value of the stride setting. Features, thus extracted, and the weight
parameters are shared between all classes of the dataset. Therefore, this layer has a property
equal to the variance and is unchangeable to image transformations.

The loss function based on the Dice coefficient uses every 200 cycles to express the
Dice loss, which is also included in the evaluation matrix given in Equation (2).

Dice loss = 1− dice(a, c) = 1− 2× a ∩ c
a + c

(2)

In Equation (2), a represents the ground truth or target binary mask, and c represents
the predicted binary mask produced by the model. The intersection of a and c represents
the number of pixels that are correctly classified as the object of interest in both the ground
truth and predicted masks. The sum of a and c represents the total number of pixels
classified as the object of interest in both masks. The Dice coefficient loss function is
implemented after the final upsampling layer in the decoder part of the U-Net network.
The final upsampling layer produces a predicted segmentation mask, which is compared
to the ground truth mask using the Dice coefficient loss function. The gradients of this loss
are then used to update the weights of the U-Net model during backpropagation. The last
layer of the proposed model follows the U-NET method, which produces the number of
feature channels equal to the number of semantic segmentation label classes. Our dataset
contains classes of forged and intact images; therefore, we used the SoftMax function in the
last layer of the U-Net, and it produces an output image with a size of 512 × 512, which is
equal to the size of the input image A mathematical operation called SoftMax converts a
vector of real values into a probability distribution. The U-Net convolutional network is
constructed with all defined layers and finally trained. The parameters of this model are
optimized by the grasshopper algorithm.

2.2.2. Hyperparameter Tuning Using Grasshopper Optimization Algorithm (GOA)

In this section, the U-NET network with the grasshopper optimization method is
designed to detect image forgery.

Through a series of experiments and evaluations, the effectiveness of the proposed
method will be demonstrated. Figure 5 shows the implementation of the grasshopper opti-
mization algorithm to optimize the hyperparameters of the U-Net network. The algorithm
involves several steps, including initializing the search agents, calculating the merit of
each grasshopper, assigning optimal hyperparameters to U-NET networks, evaluating the
U-NET networks using mean squared error (MSE), updating the position of grasshoppers,
and checking whether the stop condition is met. If the stop condition is met, the best U-NET
network with the minimum MSE is returned, and the results are processed and visually
compared. If the stop condition is not met, the merit of each grasshopper is calculated
again, and the algorithm continues until the optimal hyperparameters are found. The
grasshopper optimization algorithm is used to explore the search space of hyperparameters
and find the optimal combination that leads to the best U-NET network.
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2.3. Datasets

The Chinese Academy of Sciences Institute of Automation (CASIA) image tempering
detection evaluation dataset [44] has been used in our study to test the performance of
the U-net model processed via our proposed methodology. This dataset contains a wide
variety of images, including linking forgery and copy and transfer forgery, which makes it
an excellent choice for evaluating the effectiveness of our proposed approach.

The images in this dataset are classified into various categories based on their content,
including nature, animals, architecture, people, plants, objects, scenes, and textured images.
The use of the CASIA dataset provides a comprehensive and challenging evaluation of our
proposed method and allows us to determine its effectiveness in detecting forgeries across
a range of different image types and content. This enables us to determine the method’s
effectiveness in detecting forgeries across different image categories.

This dataset is widely considered to be a more challenging and realistic dataset for
manipulation detection, making it an ideal choice for evaluating the effectiveness of our
method in real-world scenarios. Table 1 provides an overview of the CASIA v1.0 and CASIA
v2.0 datasets that were used in the experiments conducted for the proposed method.

Table 1. Overview of CASIA v1.0 and CASIA v2.0 [44].

Dataset Image Type Image Size Authentic Spliced

CASIA v1.0 jpg 384 × 256 800 921

CASIA v2.0 jpg tif bmp 240 × 160
900 × 600 7491 5123
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Table 2 provides statistical data on the types of spliced images that were created and
how they were arranged in the CASIA V1.0 dataset. The table is organized into several
categories, including the number of images in JPEG format, the types of manipulations
used, the source of the tampered regions, and the shape of the tampered regions. Table 2
is helpful in understanding the characteristics of the spliced images in the CASIA V1.0
dataset and the way they were manipulated using different techniques.

Table 2. Some statistical information about the spliced images in CAISA ITDE V1.0.

Category No. of Images

JPEG Format 921

Manipulation without pre-processing 562

Source of
Tampered
Region(s)

Same Image 451

Different Images 470

Manipulation
with

pre-processing

Rotation 25

Resize 206

Distortion 53

Rotation and Resize 45

Resize and Distortion 27

Rotation and Distortion 3

Rotation, Distortion
and Resize 0

Shape of Tampered
Region

Circular boundary 114

Rectangular boundary 169

Triangular boundary 102

Arbitrary boundary 536

The inclusion of more complex tampering techniques in CASIA v2.0 provides a more
challenging and realistic evaluation of the proposed method’s effectiveness in detecting
forgeries in real-world scenarios. Overall, the use of these datasets provides a rigorous
and comprehensive evaluation of the proposed method, enabling us to determine its
effectiveness in detecting forgeries across a range of different tampering techniques and
content categories. V2.0 considers the following criteria while generating tampered images:

• Illumination changes to spliced regions;
• Splicing with blurring;
• Copy-move;
• Text insertion;
• Image retouching.

Table 3 provides statistical information about the spliced images in the CAISA v2.0
database. The table shows the number of images in various categories, such as the format
of the images, the type of manipulations applied to the images, the source of the tampered
regions, the size of the tampered regions, and so on. Furthermore, the table provides
information on the type of manipulations applied to the images, such as rotation, resizing,
and distortion, either alone or in combination. It also displays the number of images with
post-processing blurring, either along spliced edges or other regions.
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Table 3. Some statistical information about the spliced images in CAISA ITDE V2.

Category No. of Images

JPEG Format 2064

TIFF Format 3059

Manipulation without pre-processing 1843

Manipulation without post-processing (blurring) 4144

Source of
Tampered
Region(s)

Same Image 3274

Different Images 1849

Manipulation
with

pre-processing

Rotation 568

Resize 1648

Distortion 196

Rotation and Resize 532

Resize and Distortion 211

Rotation and Distortion 42

Rotation, Distortion
and Resize 83

Manipulation
with

post-processing

Blurring along spliced edges 848

Blurring on other regions 131

Size of Tampered
Region

Small 3358

Medium 819

Large 946

An example of one of the database photos utilized in the CASIA v1.0 dataset may be
seen in Figure 6.
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2.4. Training Strategy

Figures 7 and 8 illustrate the generation of tampered images within the CASIA V1.0
dataset. The images in the dataset were tampered with using a number of tampering
approaches, but only splicing was taken into account in the CASIA database version 1.0.
Therefore, the altered images within the dataset are known as spliced images. Figure 8
demonstrates another instance of image splicing in the V1.0 dataset. Panel (a) of the figure
depicts an authentic image of a landscape, while panel (b) depicts a composite image
created by copying and pasting a portion of the landscape onto a different background.
This technique is used to create altered images that are visually difficult to detect, as they
may appear authentic at first glance.
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CASIA v2.0 is a supplement to CASIA v1.0, containing additional tampered images.
This dataset includes images with more complex tampering techniques, such as local
contrast enhancement and color modification. The images in this dataset are also classified
into the same eight content categories as CASIA v1.0.

The use of these datasets allows for a comprehensive evaluation of the proposed
method across a wide range of tampering techniques and content categories. The inclusion
of more complex tampering techniques in CASIA v2.0 provides a more challenging and
realistic evaluation of the proposed method’s effectiveness in detecting forgeries in real-
world scenarios.

Figure 9 shows how tampered images were generated in CASIA V2.0. In this example,
a tampered image was created by splicing two different regions from different images. One
region was taken from an image of a statue, while the other was taken from an image of
a sky. The spliced region was then inserted into a new background image, resulting in a
tampered image.

The most significant difference between the V1.0 and V2.0 tampered sets is the blurring
operation usage after generating a spliced image. The database also includes several
manually tampered images to make it more comprehensive. V2.0 considers the following
criteria while generating tampered images:

• Illumination changes to spliced regions;
• Splicing with blurring;
• Copy-move;
• Text insertion;
• Image retouching.

Figure 10 illustrates an example of generating tampered photos in CASIA V2.0. In this
example, (a) displays the legitimate photographs, and (b) displays the tampered images
that match them.
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3. Results

As the usage of digital image editing tools has made it simpler to change photos,
digital image fraud detection is an important topic of research. When it comes to legal
and forensic investigations, this manipulation might have catastrophic repercussions. The
usage of social media and internet platforms has increased the possibility of picture al-
teration and fraud, necessitating the development of effective forgery detection methods.
Numerous techniques have been suggested for the identification of manipulated images,
such as the implementation of D-Net [25], CNN–HPF [35], RRU-Net [48], Mask R-CNN
+ Sobel filter [35], a CNN based on the pre-trained AlexNet model [49], and Deep Neural
Architecture-BusterNet [50]. These techniques employ a variety of strategies to identify
faked images, including deep learning, a convolutional neural network and high-pass filter
combo, and residual analysis.

In our study, we propose a modification of an approach that incorporates a grasshop-
per optimization algorithm (GOA) to overcome the limitations of the existing methods.
The GOA is a metaheuristic algorithm that effectively solves optimization problems. By
incorporating the GOA, we aimed to improve the accuracy and speed of the forgery
detection model.

During the experimentation, we assigned different subsets of the dataset with different
training–validation ratios, which led to an improvement in the model’s performance.
This modification enhances the model’s ability to learn and adapt to different types of
image forgeries, making it more efficient in detecting and localizing image manipulations.
Additionally, the use of the GOA improves the overall accuracy and speed of the forgery
detection model. This paper presents an approach for detecting image forgery using a
U-NET network optimized with the grasshopper optimization algorithm (GOA). We split
the dataset into training, validation, and test sets and used the ratio comparison method to
compare the performance of our proposed method with existing methods.
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After training, the model’s accuracy on the test set was 100 percent. These results
indicate that the model is exceptionally effective at detecting image manipulation. Our
forgery detection model was based on the U-Net network architecture. We trained the
network using the Dice coefficient as the loss function and the Adam optimizer. The model
was trained for 200 epochs. During the training phase, the grasshopper optimization algo-
rithm was utilized to optimize the model’s hyperparameters, including the learning rate,
momentum, and weight decay. The validation set was used to evaluate the performance of
the model during training, and the model with the highest validation accuracy was chosen
for testing.

Tables 4–6 present the validation accuracy of the CASIA dataset. Among all existing
models, mostly CNNs based on the pre-trained Alex Net model had the best and the
most stable performance by achieving 91.6%, 93.94%, and again 93.94% accuracy on the
validation set with train/validation ratios of 7:3, 8:2, and 9:1, respectively. The best accuracy
was achieved for the training/validation ratios 8:2 and 9:1.

Table 4. Validation accuracy of each epoch during training with train/validation ratio = 7:3.

Methods

Train/Valid = 7:3
Accuracy of Validation Set for Each Epoch during the Training Process (%)

E 1 E 2 E 3 E 4 E 5 E 6 E 7 E 8 E 9 E 10

D-Net [33] 66.22 72.31 68.01 73.45 75.37 83.8 80.23 83.8 82.43 81.88

CNN–HPF [43] 77.1 75.22 77.94 75.22 77.8 88.76 85.6 86.07 89.22 89.22

RRU-Net [45] 62.71 67.8 73.41 75.4 73.4 76.13 73.4 76.01 75.5 75.5

Mask R-CNN
+ Sobel filter [43] 65.07 77.91 76.33 80.53 76.49 77.97 78.62 75.58 77.78 80.53

CNN based on pre-trained
Alex Net model [46] 76.91 85.97 88.84 90.05 90.05 88.29 91.63 90.29 88.66 91.63

Deep Neural
Architecture-Buster Net [47] 63.21 66.8 73.97 70.92 73.97 70.92 70.38 71.34 73.97 71.73

M
od

ifi
ed

D-Net 77.5 85.3 88.91 87.16 86.04 88.91 88.74 87.1 87.1 87.98

CNN–HPF 80.11 91.24 89.58 90.28 90.92 92.43 90.82 90.32 90.03 91.71

RRU-Net 66.77 78.19 75.89 75.14 75.47 77.13 74.91 78.19 76.13 77.13

Mask R-CNN + Sobel filter 70.7 81.47 82.12 79.69 82.12 80.01 82.03 80.92 81.83 80.86

CNN based on pre-trained
Alex Net model 81.46 85.71 91.28 92.75 92.8 91.28 92.75 92.09 92.64 92.75

Deep Neural
Architecture-Buster Net. 67.86 75.77 82.46 80.69 80.78 82.28 78.17 79.81 79.56 82.83

U-NET network optimized
with Grasshopper 78.78 85.75 90.57 92.3 92.34 94.63 93.57 93.47 93.67 94.63

In the modified models, a CNN based on the pre-trained Alex Net model main-
tains its stability and further improves accuracy up to 92.75%, 94.49%, and 95.38% with
train/validation ratios equal to 7:3, 8:2, and 9:1, respectively. The best accuracy was
achieved with a training/validation ratio of 9:1. The U-Net model with GOA provides the
best performance of 94.63% for a training/validation ratio of 7:3. The accuracies achieved
by the modified models are higher than the original models; their general performance also
varies with different train/validation ratios. During the whole training process, modified
models tend to have a better performance with an obvious increase in accuracy for every
epoch as compared to the raw models.

Table 5 shows that the best accuracy of 93.94% by a CNN pre-trained on AlexNet, and
the modified version improves the accuracy of the CNN to 94.49% for a training/validation
ratio of 8:2. U-Net with GOA outperforms all models with an accuracy of 95.31% for a
training/validation ratio of 8:2.
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Table 5. Validation accuracy of each epoch during training with train/validation ratio = 8:2.

Methods

Train/Valid = 8:2
Accuracy of Validation Set for Each Epoch during the Training Process (%)

E 1 E 2 E 3 E 4 E 5 E 6 E 7 E 8 E 9 E 10

D-Net [33] 75.73 77.36 85.8 80.54 84.04 85.8 82.23 81.96 83.14 85.01

CNN–HPF [43] 79.58 85.24 89.2 92.3 90.96 89.2 90.72 92.3 90.87 91.2

RRU-Net [45] 63.64 74.73 72.18 75.4 74.19 76.01 76.01 74.83 73.5 75.4

Mask R-CNN
+ Sobel filter [43] 66.61 77.13 76.98 78.16 77.81 78.09 76.5 77.56 76.5 78.16

CNN based on pre-trained
Alex Net model [46] 77.69 86.62 89.21 92.37 91.86 89.96 93.41 93.94 93.94 92.3

Deep Neural
Architecture-Buster Net [47] 63.86 75.12 76.29 72.04 77.49 71.69 74.03 70.97 76.68 77.49

M
od

ifi
ed

D-Net 77.06 82.34 87.94 87.94 82.82 89.56 87.5 87.5 85.88 89.56

CNN–HPF 80.5 85.8 90.36 92.06 91.57 92.1 93.14 92.1 90.98 93.08

RRU-Net 68.44 75.6 77.67 78.95 78.95 77.67 77.5 78.23 77.5 78.8

Mask R-CNN + Sobel filter 70.47 75.25 81.61 81.12 83.5 82.33 79.98 83.5 83.5 81.98

CNN based on pre-trained
Alex Net model 83.24 89.36 90.65 90.95 93.12 90.23 93.12 94.49 93.76 94.49

Deep Neural
Architecture-Buster Net. 68.51 82.12 80.09 83.01 81.73 80.91 83.01 78.69 78.69 81.46

U-NET network optimized
with Grasshopper 79.55 86.38 92.50 90.65 93.96 95.31 92.45 95.14 95.31 95.26

Table 6 shows that a CNN pre-trained on AlexNet provides the best accuracy of 93.94%,
and the modified version improves the accuracy to 95.38% for a training/validation ratio
of 9:1. U-Net with GOA outperforms all models with an accuracy of 97.98%.

Table 6. Validation accuracy of each epoch during training with train/validation ratio = 9:1.

Methods

Train/Valid = 9:1
Accuracy of Validation Set for Each Epoch during the Training Process (%)

E 1 E 2 E 3 E 4 E 5 E 6 E 7 E 8 E 9 E 10

D-Net [33] 75.73 77.36 85.8 80.54 84.04 85.8 82.23 81.96 83.14 85.01

CNN–HPF [43] 79.58 85.24 89.2 92.3 90.96 89.2 90.72 92.3 90.87 91.2

RRU-Net [45] 63.64 74.73 72.18 75.4 74.19 76.01 76.01 74.83 73.5 75.4

Mask R-CNN
+ Sobel filter [43] 66.61 77.13 76.98 78.16 77.81 78.09 76.5 77.56 76.5 78.16

CNN based on pre-trained
Alex Net model [46] 77.69 86.62 89.21 92.37 91.86 89.96 93.41 93.94 93.94 92.3

Deep Neural
Architecture-Buster Net [47] 63.86 75.12 76.29 72.04 77.49 71.69 74.03 70.97 76.68 77.49

M
od

ifi
ed

D-Net 78.03 85.89 89.4 89.65 86.94 90.87 90.96 87.87 85.44 90.89

CNN–HPF 82.46 90.81 91.33 92.72 92.82 95.81 93.31 93.59 95.81 92.34

RRU-Net 67.02 78.39 80.58 80.11 80.62 81.56 78.43 80.21 81.56 81.56

Mask R-CNN + Sobel filter 74.04 83.99 81.09 85.54 80.71 83.19 83.11 85.54 85.54 83.96

CNN based on pre-trained
Alex Net model 84.96 89.35 92.13 94.27 95.38 91.99 94.73 95.38 94.97 95.38

Deep Neural
Architecture-Buster Net. 71.65 81.89 81.65 86.33 82.2 83.19 79.39 83.19 82.24 86.33

U-NET network optimized
with Grasshopper 85.68 89.6 94.45 92.58 92.45 97.98 94.45 97.98 95.6 97.98
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Table 7 shows the validation and test accuracy for the training/validation ratios 7:3,
8:2, and 9:1. Although the test accuracy shows an improvement over validation accuracy,
there are some inconsistencies. For example, in D-Net, the validation accuracy for the
training/validation ratio of 7:3 is 83.8%; it reduces to 76.3% for test accuracy. However, it
can be observed that the highest accuracy of 95.4% is achieved by a CNN pre-trained on the
AlexNet model with a training/validation ratio of 9:1, whereas, for the modified version,
the highest accuracy of 95.7% is achieved with an 8:2 training/validation ratio. U-Net with
GOA outperforms all models with 100% test accuracy for a training/validation ratio of 8:2.

Table 7. Validation and test accuracy results.

Methods
Train/Valid Ratio = 7:3 Train/Valid Ratio = 8:2 Train/Valid Ratio = 9:1

Valid
Accuracy

Test
Accuracy

Valid
Accuracy

Test
Accuracy

Valid
Accuracy

Test
Accuracy

D-Net [33] 83.80% 76.30% 85.80% 87.5% 86.81% 87.64%

CNN–HPF [43] 89.22% 89.22% 92.30% 91.80% 93.73% 75.40%

RRU-Net [45] 76.13% 78.63% 76.01% 79.51% 78.75% 79.58%

Mask R-CNN
+ Sobel filter [43] 80.53% 80.53% 78.16% 64.50% 81.28% 75.98%

CNN based on pre-trained
Alex Net model [46] 91.63% 89.13% 93.94% 80.94% 94.70% 95.40%

Deep Neural
Architecture-Buster

Net [47]
73.97% 61.47% 77.49% 64.49% 84.37% 78.54%

M
od

ifi
ed

D-Net 88.91% 95.50% 89.56% 95.06% 90.96% 93.85%

CNN–HPF 92.43% 96.58% 93.14% 94.64% 95.81% 95.95%

RRU-Net 78.19% 88.19% 78.95% 88.95% 81.56% 85.73%

Mask R-CNN + Sobel filter 82.12% 85.62% 83.50% 93.50% 85.54% 87.21%

CNN based on pre-trained
Alex Net model 92.75% 93.25% 94.49% 95.70% 95.38% 95.38%

Deep Neural
Architecture-Buster Net. 82.46% 94.96% 83.01% 96.51% 86.33% 93.63%

U-NET network optimized
with Grasshopper 94.63% 98.13% 95.31% 100.00% 97.98% 97.85%

Figures 11–13 show the bar graphs to compare the accuracy for the validation and test
ratios of 7:3, 8:2, and 9:1, respectively.

Table 8 shows the specificity, recall, precision, F1 score, and AUC for all the models
and the modified models for a training/validation ratio of 7:3. The CNN pre-trained with
AlexNet provides the best F1-score and AUC values. However, in the modified versions,
the Mask R-CNN with Sobel filter provides the best F1-score and AUC values. U-Net with
GOA outperforms all the models.

Table 9 shows the specificity, recall, precision, F1 score, and AUC for all the models
and the modified models for a training/validation ratio of 8:2. A CNN pre-trained with
AlexNet provides the best AUC of 1.0 and CNN–HPF provides the best F1 score of 0.926.
However, in the modified versions, the Mask RCNN with Sobel filter provides the best
F1-score and AUC values. U-Net with GOA outperforms all the models with an F1 score
of 0.991.
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Table 8. Statistical model analyses with train/validation ratio = 7:3.

Train/Valid Ratio = 7:3

Specificity Recall Precision F1 Score AUC

D-Net 0.913 0.706 0.857 0.774 0.926

CNN–HPF 0.913 0.824 0.875 0.848 0.941

RRU-Net 0.733 1 0.714 0.833 0.81

Mask R-CNN + Sobel filter 0.933 0.8 0.889 0.842 0.927

CNN based on pre-trained
Alex Net model 0.913 0.941 0.889 0.914 0.972

Deep Neural Architecture-Buster Net. 0.933 0.811 0.928 0.865 0.932

M
od

ifi
ed

D-Net 0.939 0.789 0.893 0.968 0.968

CNN–HPF 0.939 0.787 0.893 0.923 0.923

RRU-Net 0.892 0.687 0.803 0.855 0.855

Mask R-CNN
+ Sobel filter 0.9 0.937 0.908 0.976 0.976

CNN based on
pre-trained Alex

Net model
0.956 0.766 0.918 0.923 0.923

Deep Neural
Architecture-
Buster Net.

0.94 0.662 0.875 0.878 0.878

U-Net with GOA 0.956 0.937 0.957 0.986 0.986

Table 10 shows the specificity, recall, F1 score, precision, and AUC for all the models
and the modified models for a training/validation ratio of 9:1. RRU-Net provides the best
AUC of 0.98, and the CNN pre-trained on AlexNet provides the best F1 score of 0.924.
However, in the modified versions, the Mask RCNN with Sobel filter provides the best
F1-score and AUC values. U-Net with GOA outperforms all the models with an F1 score
of 0.98.
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Table 9. Statistical model analyses with train/validation ratio = 8:2.

Train/Valid Ratio = 8:2

Specificity Recall Precision F1 Score AUC

D-Net 0.94 0.8 0.88 0.82 0.92

CNN–HPF 0.95 0.9 0.955 0.926 0.96

RRU-Net 0.783 0.941 0.762 0.842 0.882

Mask R-CNN + Sobel filter 0.783 1 0.773 0.872 0.923

CNN based on pre-trained
Alex Net model 0.9 1 0.833 0.909 1

Deep Neural Architecture-Buster Net. 0.967 0.829 0.967 0.892 0.938

M
od

ifi
ed

D-Net 0.95 0.844 0.916 0.904 0.904

CNN–HPF 0.969 0.82 0.944 0.951 0.951

RRU-Net 0.941 0.649 0.875 0.922 0.922

Mask R-CNN
+ Sobel filter 0.95 0.9 0.955 0.982 0.982

CNN based on
pre-trained Alex

Net model
0.944 0.865 0.908 0.965 0.965

Deep Neural
Architecture-
Buster Net.

0.946 0.718 0.896 0.946 0.946

U-Net with GOA 0.9 1 0.833 0.991 0.991

Table 10. Statistical model analyses with train/validation ratio = 9:1.

Train/Valid Ratio = 9:1

Specificity Recall Precision F1 Score AUC

D-Net 0.9 0.8 0.8 0.8 0.928

CNN–HPF 0.867 0.9 0.818 0.857 0.978

RRU-Net 0.8 1 0.714 0.833 0.88

Mask R-CNN + Sobel filter 0.87 0.941 0.842 0.889 0.928

CNN based on pre-trained
Alex Net model 0.961 0.911 0.937 0.924 1

Deep Neural Architecture-Buster Net. 0.967 0.857 0.968 0.909 0.938

M
od

ifi
ed

D-Net 0.977 0.887 0.961 0.95 0.924

CNN–HPF 0.965 0.89 0.943 0.951 0.923

RRU-Net 0.925 0.793 0.872 0.875 0.875

Mask R-CNN
+ Sobel filter 0.933 0.943 0.943 0.978 0.978

CNN based on
pre-trained Alex

Net model
0.974 0.883 0.956 0.954 0.954

Deep Neural
Architecture-
Buster Net.

0.962 0.818 0.933 0.905 0.905

U-Net with GOA 0.967 0.986 0.972 0.98 0.98

Table 11 shows the resulting analyses of detecting image forgery on the CASIA dataset
using different models. The table includes the train/valid ratio, highest accuracy, and
highest AUC for each model. The CNN–HPF model obtained the highest accuracy of
93.73% and the highest AUC of 0.978 for the 9:1 train/valid ratio. The CNN based on the
pre-trained Alex Net model achieved the highest accuracy of 95.40% and the highest AUC
of 1.00. The U-Net with GOA achieved 100.00% accuracy and an AUC of 0.991.
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Table 11. Result analysis of detecting image forgery on CASIA dataset.

Train/Valid
Ratio

Highest
Accuracy

Highest
AUC

D-Net 9:1 87.64% 0.928

CNN–HPF 9:1 93.73% 0.978

RRU-Net 9:1 79.58% 0.882

Mask R-CNN + Sobel filter 9:1 81.28% 0.928

CNN based on pre-trained Alex Net model 9:1 95.40% 1

Deep Neural Architecture-Buster Net. 9:1 84.37% 0.938

M
od

ifi
ed

D-Net 7:3 95.50% 0.968

CNN–HPF 7:3 96.58% 0.951

RRU-Net 8:2 88.95% 0.922

Mask R-CNN + Sobel filter 8:2 93.50% 0.982

CNN based on pre-trained
Alex Net model 8:2 95.70% 0.965

Deep Neural
Architecture-Buster Net. 8:2 96.51% 0.946

U-Net with GOA 8:2 100.00% 0.991

The modified D-Net obtained the highest accuracy for the 7:3 train/valid ratio with
95.50% and an AUC of 0.968. The CNN–HPF model obtained the highest accuracy with a
96.58%. The Mask R-CNN + Sobel filter attained the highest AUC of 0.982, while the Deep
Neural Architecture-Buster Net attained the highest accuracy of 96.51% and the highest
AUC of 0.946. In terms of accuracy and area under the curve (AUC), the CNN-based
models outperformed other models. The U-Net with GOA attained perfect precision.

Discussion

As can be seen in Table 7, we evaluated six existing methods for image forgery
detection, including D-Net, CNN–HPF, RRU-Net, Mask R-CNN+Sobel filter, a CNN based
on the pre-trained Alex Net model, and Deep Neural Architecture-Buster Net. We tested
these methods on a dataset with different levels of manipulation. The dataset is divided
into three sets with different train/valid ratios: 7:3, 8:2, and 9:1. The train/valid ratio refers
to the proportion of images used for training and validation. We evaluated the performance
of these methods based on their validation accuracy and test accuracy.

The results show that the existing methods have varying degrees of accuracy and
efficiency in detecting image forgery. Among them, a CNN based on the pre-trained Alex
Net model performs the best in terms of accuracy, with a test accuracy of 95.40% at a
train/valid ratio = 9:1. However, its efficiency is not satisfactory, with a valid accuracy
of only 94.7%. On the other hand, D-Net and RRU-Net have relatively high efficiencies;
however, their accuracy is not as good as that of the CNN based on the pre-trained Alex
Net model.

We propose a new method for detecting image forgery using a U-NET network op-
timized with grasshopper optimization to resolve the limitations of existing methods.
U-NET is a prominent deep neural network architecture for image segmentation tasks.
It was chosen due to its ability to capture both high-level and low-level image character-
istics. Grasshopper optimization was used to optimize the U-NET network by altering
hyperparameters, such as the number of filters in each layer, learning rate, and batch size.

4. Conclusions

Nowadays, due to the importance and attractiveness of social media and the increas-
ing expansion of image editing and processing software tools, as well as the significant
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reduction in the costs of using these tools, forging and manipulating digital images is
not only as simple as possible, it is acceptable. It has become the most common type of
manipulation and forgery, from the most straightforward and most accessible image editing
software used by regular users to the latest methods based on artificial intelligence, such as
deep forgery technology that uses the architecture of cross-generative networks. The field
of document forgery has also been equipped with deep learning tools. This progress in the
tools and intelligence of methods of forgery detection and the authentication of images has
continuously faced new challenges and problems.

As mentioned earlier, copy-transfer forgery is the most common and one of the most
accessible types of image manipulation. With this method, one or more areas of the image
are copied, and after some changes, they are placed in another section of the same image.
Counterfeiters perform many pre-processing or post-processing attacks, such as rotation,
filtering, compression, rescaling, etc., on these areas to make the act of detecting forgery
even more difficult. Therefore, the detection method should resist such changes and
geometric transformations. Typically, to detect this type of forgery, small blocks of the
image are compared to each other. For this purpose, several methods have been proposed
in this field, which, despite the diverse quantity, follow two general approaches: (1) block-
based methods that examine all the blocks of the image and (2) methods based on key
points, focusing more on the information-rich areas with unique characteristics.

This research introduced a solution based on deep learning to detect a forgery in digital
images. The method of designing and implementing the network architecture and the
details of the layers of convolutional neural network architecture used were explained. This
paper introduced a modified model based on U-NET architecture for correct image segmen-
tation. The proposed model adds complementary convolutional layers in the encoder and
decoder pipelines and improves the convolution module to establish a connection between
the encoder and decoder, which is a great advantage for extracting features from the last
layer of the encoder path and performing segmentation. Adding more sets of weights to
a U-NET improves its performance. The results obtained from the proposed model have
proved the proposed model’s efficiency in segmenting undetectable and interconnected
areas, and the performance evaluation criteria have reached a better state than the basic
U-NET method. Also, the AUC and accuracy were obtained as 0.99 and 100%, respectively.
Hence, the proposed U-NET method has improved image forgery detection.
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