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Abstract: The purpose of this study is to show how machine learning can be leveraged as a tool to
govern social impact and drive fair and equitable investments. Many organizations today are estab-
lishing financial inclusion goals to promote social impact and have been increasing their investments
in this space. Financial inclusion is the opportunity for individuals and businesses to have access
to affordable financial products including loans, credit, and insurance that they may otherwise not
have access to with traditional financial institutions. Peer-to-peer (P2P) lending serves as a platform
that can support and foster financial inclusion and influence social impact and is becoming more
popular today as a resource to underserved communities. Loans issued through P2P lending can
fund projects and initiatives focused on climate change, workforce diversity, women’s rights, equity,
labor practices, natural resource management, accounting standards, carbon emissions, and several
other areas. With this in mind, AI can be a powerful governance tool to help manage risks and
promote opportunities for an organization’s financial inclusion goals. In this paper, we explore how
AI, specifically machine learning, can help manage the P2P platform Kiva’s investment risks and
deliver impact, emphasizing the importance of prediction model retraining to account for regulatory
and other changes across the P2P landscape to drive better decision-making. As part of this research,
we also explore how changes in important model variables affect aggregate model predictions.

Keywords: Kiva; social impact; equitable; machine learning; funding; AI; bias; natural language
processing; regression analysis

1. Introduction

There continues to be an exponential set of use cases for the application of AI. P2P
lending is another area where researchers have begun to explore and apply AI. Examples of
the use of AI in the financial industry have been highlighted throughout various research,
including the use of AI to (1) avoid challenges with related data, such as analyzing complex
and large volumes of financial data and processing information at scale with tools such as
natural language processing (NLP); to (2) automate credit and loan application decision-
making; and also to (3) develop deep learning models to deliver increased insights to
help address risks with potential biased decision-making and establish predictive models
to help quantify future opportunities, measure outcomes, and increase investments in
accountable, responsible, and equitable ways. The latter example is where we will focus
on expanding our research in the area of P2P lending. More specifically, we explore the
probability of a successful loan application in P2P lending to fund several social-impact-
related activities (food, agriculture, housing, women, refugees, education, and housing)
and develop a framework to help companies manage risks with bias and decision-making,
while increasing investment opportunities—all driven by predictive modeling and model
retraining. The idea of model retraining is to make certain that your models are reflective
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of current data and changes in the underlying environment in order to provide the most
up-to-date predictions. As the underlying business environment changes, the accuracy
of machine learning models can decline in comparison to model performance during the
testing phase. This concept is known as model drift, referring to the weakening of model
performance over time.

Many investments have led to social impact across the world today, from Kiara
Nirghin’s research and studies, which provide hope for increasing food security across the
globe; to Katherine Johnson’s expertise as a mathematician that promoted U.S. space explo-
ration; to Marcia Barbosa, the physicist whose discovery efforts on the complex structures
of water molecules could help solve water shortage concerns [1]; and Hedy Lamarr, who
is credited for her communication techniques which are said to be the foundation to the
wireless technologies we experience today [2]. These accomplishments, coupled with so
many other contributions specifically made by women to date, continue to highlight the
need to provide resources and increase investments in research to deliver impact globally—
much of which contributes to environmental, sustainability, and governance (ESG) areas
including environmental justice. While there exists some notable progress, research to
date continues to amplify that women-owned small business funding is not equivalent
to the resources and funding received by men-led start-ups, which has been attributed
to structural inequalities and steadfast biases [3]. To help address this known gap, many
organizations are intentionally creating and increasing access to funding and resources for
women start-ups—including grants, loans, mentoring, education, and revenue-generating
opportunities. In fact, as part of an organization’s ESG aspirational goals, the establishment
of funding platforms providing access to capital for underserved communities, including
women, to tap into through an application process is on the rise.

Organizations that are focused on addressing the gap with funding allocated to
underserved start-ups include IFundWomen, Visa, Grants for Women, the Small Business
Administration, Open Meadows Foundation, Cartier Women’s Initiative Award, and so
many others [4]. One organization in particular, Kiva, an international non-profit, is also
focused on increasing financial access to help under-resourced communities flourish. Kiva
accomplishes this objective through crowdfunding loans—the use of small amounts of
capital from a large number of individuals and/or groups to help finance new business
ideas for many under-served cohorts including women [5]. To date, 81% of Kiva’s borrowers
are women, with an overall repayment rate across all populations of borrowers of 96.4%.
Kiva noted in their 2021 annual impact report that women across the globe have less
access to fair credit, with 46% of men having access to financial services whereas only
27% of women do [6]. Kiva’s global reach spans from the United States to Europe and
the Middle East, to Latin America and the Caribbean, to Africa, to Asia and Oceania—
impacting over 4.5 M lives since its establishment and touching at least 10 sectors including
food, agriculture, housing, health, and education [6]. Organizations like Kiva continue
to measure and highlight their social impact, and today, in some cases, organizations are
monitoring financial inclusion through using independent ESG rating agencies to assess
risks and uncover issues along with opportunities.

For example, private equity investments that incorporate ESG (environmental, social,
and governance) aspects are becoming more and more common as investors look to align
their investments with their beliefs and reduce the risks associated with ESG concerns.
Using mathematical equations and references, the following is a basic description of how
ESG issues can be included into private equity investments:

Scoring ESG: Evaluating the portfolio firms’ ESG performance is the first stage in
incorporating ESG criteria into private equity investments. This can be accomplished
through employing ESG scoring models, which award organizations scores depending on
their ESG performance. An ESG score can be expressed mathematically as follows [7,8]:

ESG Score = w1 ∗ E + w2 ∗ S + w3 ∗ G
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where E, S, and G are the scores for environmental, social, and governance factors, respec-
tively, and w1, w2, and w3 are the weights assigned to each factor.

This can be accomplished through incorporating the ESG scores into the financial
models used to evaluate potential investments. The mathematical expression for an ESG-
integrated financial model can be written as:

V = (1 + r) ∗ (1 − L) ∗ (1 − C) ∗ (1 − ESG)

where V is the value of the investment, r is the expected return, L is the expected loss, C is
the expected cost, and ESG is the ESG score. The ESG score is subtracted from 1 to reflect
the negative impact of poor ESG performance on the investment value [9,10].

Kiva, as described above, has a vast amount of publicly available (non-personally
identifiable information) profile data that we leverage using AI to help more broadly
establish a sustainable governance framework that offers increased insights, continuous
testing for biases, and predictive modeling on timely funding and allocations for Kiva
applicants and can be expanded for use in other P2P lending institutions. In our previous
research, we conducted process evaluation for scholarship award decision-making utilizing
a sample dataset and refined prior algorithms to determine if our preliminary findings
were advanced when examining the types of responses that increase or decrease a student’s
chance of receiving a scholarship from a non-profit organization that focuses on the success
of diverse students and professionals [11]. We ultimately provided stakeholders with a
set of algorithms that lay the foundation for future automation work for the scholarship
award decision-making process supporting this non-profit’s aspiration goals to drive
equitable outcomes for higher education. In this research, we introduce the concept of
model retraining to drive sustainable goals relative to equitable outcomes for P2P funding.
This is especially important given the evolving regulations, laws, and rules regarding
equity crowdfunding.

Significance of Research

We focus on addressing the following questions in this research:

(1) How can a company (specifically in the peer-to-peer lending industry) monitor finan-
cial inclusion, given the wide range of investment opportunities to promote social
responsibility, with the use of AI?

(2) How can model retraining contribute to a risk management framework that helps
detect issues including bias with social impact investments?

Many organizations are using AI-enabled platforms to automate their P2P lending
processes including data mining, credit scoring, loan decision-making, and predicting
loan defaults. This research goes a level deeper and studies a collective set of select AI
algorithms and develops a model to predict the likelihood of loans being funded within a
given timeframe based on the nature of the loan request examined through feature variables.
Specifically, this research explores, provides transparency, and emphasizes the importance
of pre-processing activities (such as data cleansing) to model retraining to increase reliance
on the data and accuracy of the models. With respect to model retraining, the research
expands on the need to retrain models to achieve healthy outputs that reflect the current
environment. Finally, the research explores the use of several machine learning algorithms,
comparing key features of the algorithms to examine model performance (e.g., time to
train the model, precision, accuracy). The research ultimately highlights the opportunity
to assess ESG factors such as financial inclusion (e.g., gender, sector), particularly in P2P
lending and can help detect areas such as behavioral bias or uncover issues that are not
aligned to lending expectations.

To help unpack this research, we’ve structured the remaining outline of this paper
as follows: Section 2: Materials and Methods defines different types of crowdfunding
and includes examples of AI and peer-to-peer lending, existing challenges, and the AI
connection to broader social impact. This section also discusses predictive models and
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retraining. Section 3: Results includes an analysis of several types of AI algorithms applied
to the data from Kiva, and outcomes which can ultimately inform a risk management
framework to drive continuous monitoring of lending behaviors. In Section 4: Discussion,
we highlight different tools that can be leveraged today to detect bias. We wrap up our
conclusions in Section 5.

2. Materials and Methods

I. CROWDFUNDING

Crowdfunding is a well-liked method of raising money for a range of initiatives, goods,
and services. Through maximizing various factors, such as audience targeting, funding
goals, and success prediction, artificial intelligence (AI) has the potential to improve the
efficiency and effectiveness of crowdfunding campaigns. Here are some mathematical
models and references regarding AI-powered crowdfunding:

The success of campaign predictions implementing machine learning: Crowdfunding
campaign success has been predicted using machine learning algorithms like Random
Forest and Support Vector Machines (SVMs) based on many factors like campaign duration,
financing target, number of backers, and social media activity [12].

Random Forest: Random Forest is an ensemble learning algorithm that combines
multiple decision trees to improve the accuracy and stability of the predictions. The
mathematical expression for Random Forest can be written as follows [13,14]:

Let D = {(x_1, y_1), (x_2, y_2), . . ., (x_N, y_N)} be a dataset with N instances, where
x_i is the feature vector for the i-th instance and y_i is the corresponding label. A Random
Forest model consists of K decision trees T_k, where each tree is trained on a random subset
of dataset D’ and a random subset of the features F’ = {f_1, f_2, . . ., f_M’}:

T_k = DecisionTree(D′, F′)

For each instance x_i, the predicted label y_hat_i is obtained through taking the
majority vote of the K decision trees:

y_hat_i = argmax_j {1/K ∗ sum_k I(T_k(x_i) = j)}

where I() is the indicator function and T_k(x_i) is the predicted label of the i-th instance by
the k-th decision tree.

Support Vector Machines (SVMs): Support Vector Machines (SVMs) are a supervised
learning algorithm used for classification and regression tasks. SVM finds the hyperplane
that maximally separates the data points of different classes in a high-dimensional space.
The mathematical expression for SVM can be written as follows [15,16]:

Given a training dataset D = {(x_1, y_1), (x_2, y_2), . . ., (x_N, y_N)}, where x_i is the
feature vector for the i-th instance and y_i is the corresponding label (+1 or −1 for binary
classification), SVM finds the hyperplane wˆT x + b = 0 that maximizes the margin between
the two closest points of different classes. The margin is defined as the distance between
the hyperplane and the closest points and is given by:

margin = 2/‖w‖

subject to the constraints:

y_i (wˆT x_i + b) ≥ 1 for all i

where ‖w‖ is the Euclidean norm of the weight vector w. The optimization problem can be
formulated as:

minimize ‖w‖ˆ2/2.

subject to y_i (wˆT x_i + b) ≥ 1 for all i.
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The solution can be found using Lagrange multipliers, which gives rise to the dual
optimization problem:

maximize sum_i alpha_i − 1/2 sum_i sum_j alpha_i alpha_j y_i y_j x_iˆT x_j
subject to 0 ≤ alpha_i ≤ C for all i
and sum_i alpha_i y_i = 0
where alpha_i are the Lagrange multipliers, C is the regularization parameter, and

x_iˆT x_j is the inner product of the feature vectors x_i and x_j.
Using Bayesian networks to target the right audience: Based on their connections

in social networks and past behavior, Bayesian networks have been used to pinpoint the
most influential backers for crowdfunding campaigns [17]. Deep learning models, such
as Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM), have
been used to analyze campaign content and social media activity to identify fraudulent
crowdfunding projects [18–20].

Agent-based models have been used to simulate supporter behavior and forecast
the results of crowdfunding campaigns based on variables including the funding goal,
incentive structure, and social network effects [12].

Through forecasting success, improving funding targets, focusing on the correct
audience, identifying fraud, and modeling supporter behavior, these mathematical models
and AI techniques can increase the effectiveness and efficiency of crowdfunding campaigns.
AI can be used by crowdfunding platforms and campaign managers to make data-driven
decisions that will enhance the results of campaigns and help them meet their fundraising
targets.

In the simplest terms, crowdfunding is a community of people putting up money to
support a project or a specific cause. There are four types of crowdfunding, of which three
of the four are related to raising capital for small businesses or start-ups [21].

(a) Rewards-based crowdfunding: With this type of crowdfunding, an investor provides
an online contribution in return for a reward. This can include providing a product
that was launched with the funding for free or at a discount.

(b) Equity crowdfunding: With this type of crowdfunding, investors support the goal
of raising capital online in exchange for a percentage of equity ownership in the
business itself.

(c) Peer-to-peer (P2P) lending: Similar to acquiring a bank loan, this type of lending
instead comes from an individual as opposed to a financial institution. The loan is
expected to be repaid over a certain time.

(d) Donations: Similar to GoFundMe, this type of crowdfunding allows individuals or
groups to benefit from funding (without repayment) to support an individual cause
or project.

Our research focuses on peer-to-peer funding with the assistance of Kiva’s data.
There is an increased demand for investments to fulfill social impact goals, providing

many benefits to peer-to-peer lending given the societal impact resulting from such loans.
Whether investing in renewable energy projects creating programs and resources to increase
diversity amongst youth and their interest in STEM or creating programs to solve for
food shortage of affordable housing, P2P lending shows promise to those entrepreneurs
who wish to contribute and leverage untraditional sources of funding. One example
is LenderKit, which offers the opportunity to launch a customized ESG crowdfunding
platform, promoting environmental crowdfunding, socially responsible crowdfunding, and
impact investing platforms. With the emerging use of P2P platforms, especially to help
drive ESG goals, how does a company implement continuous monitoring procedures to
mitigate related risks while promoting the promise of positive global impact?

On a broader ESG level, there is power in pairing ethical AI and financial inclusion.
For example, AI solutions can collect and analyze large volumes of data related to ESG
risks and opportunities through assessing real-time company impact as well as gaps and
discrepancies in several ESG factors. AI can be used to conduct market narratives and
sentiment analysis. AI can also be used to assess a company’s compliance with related ESG
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regulations and disclosures. Furthermore, AI can be used on publicly available data to help
predict material ESG factors and inform future funding needs.

Specific applications of AI to promote social impact initiatives include:

(1) Natural language processing (NLP), a program trained to read the transcript of a
company’s quarterly earnings and investments public meetings, can analyze the
CEO’s use of words, and assess which parts of the discussion focus on social-justice-
related topics and, ultimately, develop an understanding of a company’s commitment
to ESG factors.

(2) Peer-to-peer lending has resulted in widely known impactful societal outcomes across
the globe. There are still challenges that exist in the P2P market, including limited
information to assess creditworthiness, volumes of applicant data for humans to
review to inform decision-making, fraudulent activities, data privacy, biased decisions,
loan defaults, the feasibility of lending platforms to collect information and process
applications in a timely manner, and the pace of evolving regulation. Fortunately, as
with social impact, even many of these challenges can be addressed with the use of
AI, and several indicators through existing research demonstrate this thought. There
are several examples demonstrating how AI can play a key and evolving role in
peer-to-peer lending markets.

(3) In the Indian P2P market, Kanwal Anil and Anil Misra explore the use of AI, con-
cluding how implementing AI capabilities would transform core financial processes
more securely and faster, including the underwriting phase (which at the time was
very manual), and offering predictive intelligence as a framework to inform process
efficiency, cost optimization, and client engagement [22].

(4) Turiel and Aste researched the use of AI in the P2P loan acceptance process and
default prediction and recommend an automated approach to predict loan defaults
and amplify the opportunity to transform the credit screening process [23].

(5) In research conducted by Klimowicz and Spirzewski, the use of logistic regression
machine learning is used to automatically build a credit scorecard to inform P2P
lending [24].

(6) Niu Beibei researched P2P lending platforms specifically regarding the integration
of social network information using machine learning to build more effective credit
scoring models. To predict the likelihood of a loan default, several machine learning
algorithms were used, including random forest, LightGBM, and AdaBoost along with
a logistic regression, to understand if any correlation exists between social network
information and loan default [25].

II. APPLICATION OF AI ALGORITHMS ON KIVA’S FUNDING DATA

Utilizing the public loan dataset from Kiva that consists of over 2 M observations
with over 30 attributes spanning a time frame of 2006 through 2021, an important set of
pre-processing activities were performed. Next, AI algorithms were applied to extract
unique insights into donor behaviors and to inform a governance framework that many
P2P platforms can leverage to promote increased funding for ESG-related activities in a
timely manner through a predictive lens. Additionally, this research also amplifies the
criticality of M/L model retraining.

As P2P policies and regulations as well as increased data collection activities evolve
over time, model retraining becomes necessary to reduce bias and negative effects on model
performance. Figure 1 below shows the distribution of loans over the period 2006–2021.
Some of the data attributes inclusive of the KIVA data are:

Loan ID
Loan Name
Funded Amount
Loan Use
Sector Name
Currency
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Posted Time
Planned Expiration Time
Raised Time
Tags
Borrower Information
Status
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The following steps were taken to guide this research using Kiva’s loan dataset:

(1) Given the nature and range of values in Kiva’s raw data, preprocessing activities
were performed to account for missing data, potential data quality issues, loans with
multiple requestors, data attributes that were added to Kiva’s existing dataset since
data inception, and changes in Kiva’s lending policies over time. To address some of
this, data cleansing and formatting are applied to the loan dataset.

(2) Furthermore, several data attributes consist of continuous features that are on different
scales, making this a critical area to address before we can apply machine learning
techniques to reduce bias in the model. To address this, data scaling, as depicted in
Figure 2 below, is performed to incorporate standardization. We also use encoding
to transform our categorical/text data into numerical data given that most machine
learning models can only interpret numerical data [26].

(3) To create the target variable, “Posted Time Plus Seven Days”, the existing data attribute
“Posted Time” is used, and 7 days is added to this value. To create the target variable
“Raised by Seven Days”, we denote “True” or “False” depending on whether the
existing attribute “Raised Time” is less than “Posted Time Plus Seven Days”. These
calculations are important to get the model to ultimately predict if a loan will be
funded in less than 7 days of it being posted.
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(4) As depicted in Figure 3 below, time-series data splitting [27] is performed where the
following datasets are established:

a. Training Set (2 months of data);
b. Validation Set (one month of data);
c. Test Set (one month of data).

(5) To achieve better predictions, data transformations are conducted on several data
attributes (e.g., Posted Time, Borrower Gender, Video ID, Image ID), and one hot
encoding, another method used to convert categorical data into numerical data (binary
features 0 and 1) for use in machine learning, is performed on several data attributes
(e.g., Activity Name, Currency, Country Name, Partner ID) [28].

(6) Mix Max Scaling is conducted on several data attributes to normalize our data (e.g.,
Loan Amount, Lender Term).
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3. Results
3.1. Machine Learning to Predict

(1) Gradient Boosting, a technique leveraged for regression and classification analy-
sis, is used in this research to build the desired predictive model, and reliance is
placed on the Area Under the Curve (AUC) given by the equation (Percent
Concordant + 0.5 * Percent Tied)/100 to evaluate the performance of the model.
Table 1 below shows performance outcomes across the range of AUC values [29].
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(2) To improve model performance, Hyperparameter Optimization (HPO) is used, while
model settings can take on very arbitrary amounts where one can try a number of
combinations to determine those settings which give the best model performance.
There are six techniques used to conduct HPO, which include manual search, random
search, grid search, evolutionary algorithms, Bayesian optimization, and gradient-
based methods.

(3) In this research, Bayesian HPO is applied. Leveraging this algorithm results in the
following predictions on the training set, validation set, and test set in Figures 4 and 5:

Table 1. Test quality levels for AUC values.

Area of Under the Curve (AUC) Values Test Quality

0.90–1.00 Excellent

0.80–0.90 Very Good

0.70–0.80 Good

0.60–0.70 Satisfactory

0.50–0.60 Unsatisfactory
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As shown above, AUC performance scores for training, validating, and testing are
very similar scores.
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3.2. Model Retraining

Retraining models is fundamental to make certain that the output is reliable and fair.
With the increasing number of ESG commitments and a company’s reliance on data and
KPIs to drive outcomes and progress, the intersection of AI and ESG, while promising,
comes with important continuous monitoring techniques which include model retraining.

Kiva’s data have evolved over time. Data attributes such as “Planned Expiration Time”
and “Tags” were added to the dataset in late 2012 and 2013, respectively. The number of
countries (“Country Name”) increased over time. Also, the maximum “Loan Amount”
increased over time, and there are several more examples of such additions and changes.
With these changes in mind, techniques we discussed earlier, including encoding, scaling,
and others, are a part of the “re-training” model.

Consider the following min/max scaling example. Let us say that in 2008, the maxi-
mum loan value was 125 and data was scaled through dividing all loan amounts by 125.
Let us say that in 2009, we had a new maximum loan value of 1000. However, we should
not scale the 2009 data with the maximum loan value from 2008, which was 125. The correct
approach is to scale the data according to the new maximum loan value of 1000 as depicted
in Figure 6 below.
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This could also be the case for a number of countries where, let us say, in 2008,
“Country Names” consisted of Zimbabwe, Uganda, and South Africa, and then in 2009, let
us say there were two more countries reflected in the data—Vietnam and Congo. Hence,
re-encoding is necessary to capture the new values reflected under “Country Name.”

With this example in mind, re-scaling and re-encoding are performed on some at-
tributes due to changes in the data set to demonstrate model performance when a model is
trained once versus monthly. In the below example, applying these techniques, including
the Gradient Boosting algorithm, and extracting the AUC in both the single-trained model
and the monthly retrained model, yields the outcomes in Figures 7 and 8.

As part of this analysis, we aim to understand data attributes or feature importance.
Understanding those data attributes that are most important to the model can be insightful
when it comes to predicting the likelihood of a loan being funded promptly (in this research,
within 7 days). Using topic modeling, specifically, BERTopic, the research highlights the
most important features of the model, while also incorporating Density-Based Spatial
Clustering of Applications with Noise (DBSCAN)—an important technique that detects
outliers in the dataset. With model retraining in mind, Figure 9 below shows a ranking of
important attributes in 2010, while Figure 10 shows the ranking of important attributes
in 2016.
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As you can see from Figures 9 and 10, “Loan Amount” and “Lender Term” continue
to be the most important attributes of the model during 2010 as well as in 2016, while the
Philippines was an important feature in the model during 2010, and in 2016, four other
countries (not including the Philippines) were one of the top 20 important features to the
model—Paraguay, Nicaragua, Peru, and Kenya.
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Figure 11 below depicts an overall process from data cleansing to model retraining that
can be incorporated into a governance process that relies on predictability and increased
accuracy in model performance.
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In summary, the process starts with data pre-processing to predict whether a loan
will be raised in several days (target variable creation), and then, due to data drift, over
time, the accuracy of the model decreases—informing the need for model retraining. This
ultimately allows for bias tracking through assessing feature (data attribute) importance.

The analysis above was expanded to understand and compare model performance
across several different algorithms on a smaller sample of data. In our initial analysis, we
selected Gradient Boosting as the choice algorithm, and as you can see in Table 2 below,
there are several other algorithms we can select from, highlighting the time it takes to train a
model to the outcomes of the AUC scores. For example, while Gradient Boosting takes a bit
longer to train than Linear Regression, we can see AUC score is higher than this algorithm.
Another example is the Logistic regression; while it takes longer to train the model, it
does perform slightly better when observing the AUC scores than the Gradient Boosting
algorithm. This highlights the importance of understanding the tasks that we want a model
to perform. Some key factors to consider when selecting an algorithm include the format
of data, interpretability, volume of data features, training time, linear relationships, and
prediction time.
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Table 2. Comparison of model performance across select algorithms.

Algorithm Time to Train (ms) Inference Time F1-Score AUC Recall Precision Accuracy

Linear Regression 1020 98 0.974 0.5 1 0.948 0.948

Logistic Regression 4750 87 0.797 0.752 0.668 0.987 0.677

K-Nearest Neighborhood 151 16,300 0.854 0.618 0.766 0.964 0.751

Multinomial Naive Bayes 120 86 0.792 0.655 0.669 0.972 0.667

Gradient Boosting 1030 101 0.893 0.74 0.822 0.978 0.814

4. Discussion

Collaboration was used as the starting point for the collection of empirical data from
Kiva that consists of over 2 M observations with over 30 attributes spanning a time frame
of 2006 through 2021, and subjects evolved based on practitioners’ real-world experiences.

The present literature in this field acknowledges the existence of bias in client-related
decision-making, but there is a lack of specificity in the application of bias theory. Cognitive
and motivational biases in decisions involving clients were acknowledged, and this gap
was filled. While we selected sample data in several cases to demonstrate the importance
of model retraining in this research, a leading practice is to use all available data.

There are several techniques and algorithms as highlighted in this research that,
when considered together, can contribute to a governance framework for continuously
monitoring the decisions and outcomes of P2P lending and addressing socially responsible
questions, including:

(1) Are more loans being funded to men in any given month, and what attributes are
highly correlated with men being funded a loan versus a woman being funded a loan?

(2) Are more loans being funded quicker for a given sector, and what factors are causing
those quick decisions (e.g., market trends, etc.)? What key attributes are highly
correlated with a loan request not being funded?

(3) In any given set of loan requests, how many are likely to be funded in 7, 10, or
20 days?

(4) With the introduction of new data and/or policies, does re-training the model and
model output highlight any risks or inconsistencies in achieving P2P lending expecta-
tions (e.g., does the number of funded loans suddenly decline)?

(5) How is a company managing behavior biases in P2P lending, for example, familiarity
bias, where a lender is likely to fund a borrower who shares a similar background,
experiences, or ethnicity? How is feature importance contributing to potential bias?

With respect to bias, there are many tools available today to promote bias detection.
In this section, we describe three of these available tools below:

(a) AWS Clarify is an Amazon Web Services (AWS) machine learning (ML) service that
streamlines the process of developing, training, and deploying correct computer
vision models. It provides a collection of tools for data labeling, data management,
and model training, as well as a suite of pre-built models, to let developers quickly
design and deploy unique image and video analysis applications [30,31]. Models that
have already been built: Pre-built models for popular computer vision tasks such
as object detection, semantic segmentation, and picture classification are available
through AWS Clarify. These models are trained on large-scale datasets and can be
tailored to specific use cases with custom data. Model deployment: AWS Clarify
offers a simple deployment mechanism for models created using the service. Models
can be deployed either on AWS or on premises [30,31]. Developers can use AWS
Clarify through following these steps:

1. Prepare the information: Collect and label the data used to train the model.
2. Train the model: On the labeled data, use AWS Clarify to train the model.
3. Examine the model: To determine the model’s accuracy, use the evaluation

metrics offered by AWS Clarify.
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4. Deploy the model: Deploy the model on AWS infrastructure or your servers.
5. AWS Clarify can be used for several tasks such as object detection, content

moderation, and medical picture analysis.

(b) Google What-If is a Google open-source software system that is useful in investigat-
ing and picturing the performance of ML models. The application can be used to
investigate both organized and unstructured data, such as photos, text, and tabular
data [32,33].

Data exploration: Google What-If enables developers to investigate the feature dis-
tributions, feature correlations, and sample data points that were used to train the model.
Exploration of the model’s output, such as anticipated labels, probabilities, and scores, is
possible with Google What-If. The model’s predictions can be compared to the dataset’s
actual labels by developers. What-If evaluation: Google What-If enables programmers to
examine many scenarios and comprehend how alterations to the input information or the
model’s parameters affect the results. For instance, to understand how the model might
react, developers can simulate changes to specific features or apply perturbations to the
input data [32,33].

(c) Developed by IBM, AI Fairness 360 is an open-source solution that can help detect
and remove bias in large datasets and machine learning models and can be applied
throughout the AI development lifecycle. This open-source Python solution is inclu-
sive of several fairness metrics and bias mitigation algorithms that can be applied in
many industries including the financial, talent and recruiting, healthcare, and law
enforcement industries. The toolkit also provides a good amount of transparency and
explainability around metrics and algorithms that can be applied to training data.
IBM provides an on-demand user experience to explore these algorithms to gain an
understanding of fairness and capabilities that can be leveraged to address bias, along
with user guidance. [34]

5. Conclusions

As noted previously, this research aimed to address the following two questions:

(1) How can a company (specifically in the peer-to-peer lending industry) monitor finan-
cial inclusion, given the wide range of investment opportunities to promote social
responsibility, with the use of AI?

Predicting the likelihood of a loan being funded in a timely manner before the loan
request expires is an important assessment in P2P lending. While other research focuses
on credit scoring and predicting loan defaults in lending practices, we examined feature
importance to help lenders understand those underlying factors that contribute to a loan
being funded timely. We introduced a collective set of algorithms to prepare data and dove
deeply into model performance to derive predictions. Deploying this type of predictive
analysis could help lenders proactively consider any refinements to their lending processes,
especially if lenders began to discover gaps or issues with promoting financial inclusion.

(2) How can model retraining contribute to a risk management framework that helps
detect issues including bias with social-impact-related investments?

We demonstrated in this research that as data gets updated, executing a predictive
analysis on models without retraining them can degrade model performance and can
lead to unreliable results for driving decision-making. Hence, this becomes an important
aspect of the continuous monitoring of ML models to help address some of the questions
identified in Section 4, along with other social impact performance-related questions.

Expanded research can include analyzing Kiva’s or other P2P datasets by sector to
obtain increased insights on those P2P loans that are being funded to address certain ESG
factors such as food and housing shortages and educational gaps. In this analysis, we
consider all sectors for which Kiva supports P2P lending.

A company being transparent about the intersection of AI and their ESG commitments—
including automated strategies—to deliver a sustainable governance model that incorpo-
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rates increased insights and bias reduction (in this case in P2P lending) can be a strategic
way to gain trust from customers and lenders as well as promote increased lender interest
to ultimately support more causes that positively impact the world.
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