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Abstract: An algorithm is presented for the construction of an asymptotic approximation of a stable
stationary solution to a diffusion equation system in a two-dimensional domain with a smooth
boundary and a source function that is discontinuous along some smooth curve lying entirely inside
the domain. Each of the equations contains a small parameter as a factor in front of the Laplace
operator, and as a result, the system is singularly perturbed. In the vicinity of the curve, the solution of
the system has a large gradient. Such a problem statement is used in the model of urban development
in metropolitan areas. The discontinuity curves in this model are the boundaries of urban biocenoses
or large water pools, which prevent the spread of urban development. The small parameter is the
ratio of the city’s outskirts linear size to the whole metropolis linear size. The algorithm includes
the construction of an asymptotic approximation to a solution with a large gradient at the media
interface as well as the steps for obtaining the existence conditions. To prove the existence and
stability theorems, we use the upper and lower solutions, which are constructed as modifications of
the asymptotic approximation to the solution. The latter is constructed using the Vasil’yeva algorithm
as an expansion of a small parameter exponent.

Keywords: system of elliptic equations; small parameter; internal transition layer; upper and lower
solutions; asymptotic approximation; Lyapunov asymptotic stability; local coordinates; discontinuity

1. Introduction

Boundary value problems for partial differential equations provide models of physical
processes in media with discontinuous characteristics [1–3]. In connection with this, ques-
tions arise about the existence and smoothness classes of solutions to these problems,
as well as the suitable difference methods for their numerical solution. In the literature,
one can find a variety of publications concerning the existence of non-classical solutions
for equations with discontinuous coefficients. In [4], extensive material on the properties
of generalized solutions to elliptic and parabolic equations with L2 inhomogeneities can
be found, and theorems on the comparison principle are formulated and proven. In [5],
the existence theorems for strong solutions to boundary value problems for elliptic equa-
tions with inhomogeneities of the Caratheriodori type are proven. The definition of the
upper and lower solutions is formulated, and the comparison principle is proven. The same
procedure was carried out for parabolic equations in these works [6,7]. There are few works
on systems of equations with discontinuous terms [8–10].

Here, we present an algorithm for the construction of an asymptotic approximation of
a stable stationary solution to a system of diffusion equations with discontinuous sources
by using the example of one model problem.

The statement of the problem considered in this paper arose in the course of devel-
oping a model for megacities’ growth [11,12]. According to this model, the expansion of
urban development is described using a system of autowave diffusion equations. Large
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megacities are characterized by a mosaic structure when densely built-up areas alternate
with urban biocenoses, such as parks or large reservoirs. The boundaries of biocenoses can
be interpreted mathematically as media interfaces. At the interface, a sharp transition layer
is formed from dense urban development to an almost natural landscape. The model also
takes into account the influence of inhibitors, which are factors that prevent development.
In [11], such a factor was the area of destroyed green spaces, which was limited by regula-
tions, and in [12], it was the cost per square meter of built-up area. We call the area in which
the activator and inhibitor change sharply from their values in the urban environment to
the values within biocenoses the internal transition layer. The linear size of the transition
layer is small compared with the linear size of the metropolis, and thus the mathematical
formulation of the model contains a small parameter. Based on the physical meaning,
the width of the transition layer of the activator is an order of magnitude smaller than that
of the inhibitor; that is, the transition layer has two scales. This is taken into account in the
model due to the different powers of the small parameter as a factor in front of the Laplace
operator in the diffusion equations. Note that such an occurrence of a small parameter
makes the problem singularly perturbed.

The functions on the right side of the system of equations contain information about
the interaction between the activator and the inhibitor. In its meaning, the activator
enhances the action of the inhibitor, and the inhibitor slows down the action of the activator.
Mathematically, this can be specified using the so-called quasi-monotonicity conditions,
which are conditions on the sign of the derivative of the source function in any equation
with respect to the argument corresponding to that solution component that is a parameter
in this equation.

A system of equations similar to the present work in the case of smooth right-hand
sides was considered in [13]. However, in this work, a system was considered with quasi-
monotonicity conditions with the same negative signs of the mentioned derivatives. In this
paper, we consider all four different versions of the quasi-monotonicity conditions, for
which the upper and lower solution method is presented in [14].

The novelty of this work should be noted:

• A technique is developed for studying problems with internal transition layers for
systems of parabolic and elliptic equations with discontinuous functions on the right-
hand side in two-dimensional domains. Earlier in [15], for simplicity, we studied
a similar problem on a segment. In this paper, we show how the algorithm for the
construction of an asymptotic approximation to the solution can be developed for
the case of a problem in two-dimensional domains. Furthermore, in Section 3.4,
we demonstrate the application of this algorithm using the example of a system of
equations that was used in the megacity development model [11,12].

• The substantiation of the existence of smooth solutions to elliptic and parabolic prob-
lems with functions on the right-hand side that have jumps along a smooth curve in a
two-dimensional domain is carried out.

The main contributions of this work are the following:

• The present work is the final study of one aspect of the mathematical validation of the
megacity development model. The proof of the existence of a stable stationary solution
with a large gradient in the vicinity of the media discontinuity line makes the numerical
solution of this problem justified, regardless of the applied solution schemes.

• The developed algorithm can also be applied to other biophysical problems, such as
the appearance of spots on animal skins [16].

2. Materials and Methods

We consider the following problem:
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ε4∆u− ut = f (u, v, x, ε), ε2∆v− vt = g(u, v, x, ε), x ∈ D, t ∈ R+;

∂u
∂nΓ

(xΓ, t) =
∂v
∂nΓ

(xΓ, t) = 0, xΓ ∈ Γ, t ∈ R+; (1)

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ D.

where D ⊂ R2 is a connected domain in the coordinate space x = (x1, x2) with a closed

smooth boundary Γ; ε ∈ (0, ε0] is a small parameter;
∂

∂nΓ
is the derivative with respect

to the internal normal to the curve Γ; and the functions u0(x), v0(x) are smooth in D and
satisfy the matching conditions

∂u0

∂nΓ
(xΓ) =

∂v0

∂nΓ
(xΓ) = 0, xΓ ∈ Γ.

It is assumed that the functions f (u, v, x, ε) and g(u, v, x, ε) have jumps on some surface
Iu × Iv,×γ, where γ is a simple, smooth closed curve lying entirely in the domain D:

f (u, v, x, ε) =

{
f (−)(u, v, x, ε), u ∈ Iu, v ∈ Iv, x ∈ D(−) ,
f (+)(u, v, x, ε), u ∈ Iu, v ∈ Iv, x ∈ D(+) ;

g(u, v, x, ε) =

{
g(−)(u, v, x, ε), u ∈ Iu, v ∈ Iv, x ∈ D(−) ,
g(+)(u, v, x, ε), u ∈ Iu, v ∈ Iv, x ∈ D(+) ,

(2)

where D(−) ∪ D(+)
= D and D(−) ∩ D(+)

= γ. For definiteness, we assume that D(−) is
the domain enclosed between the internal curve γ and the boundary Γ. In turn, D(+) is the
domain bounded by γ. The construction of an asymptotic approximation to the solution
is a generating part of the algorithm. A requirement for the functions f (∓)(u, v, x, ε) and
g(∓)(u, v, x, ε) to be sufficient to construct the nth-order asymptotic is that these functions

are of a class Cn+2(Iu × Iv × D(∓) × [0, ε0]), where Iu and Iv are some permissible intervals
for changing variables u and v, respectively. In order to appreciate the behavior of the
solution, it is enough to construct its asymptotic approximation of the zero or first order.
When proving the existence and stability theorems, we use the possibility of constructing
an asymptotic approximation of the order n = 3.

We define the solution to Problem (1) as follows:

Definition 1. A couple of functions (uε(x, t), vε(x, t)) of the class C
(

D×R+
0
)
∩C1,0(D×R+

)
∩

C2,1((D\γ)×R+) are called the solution to Problem (1) if they satisfy the equations (1) when
(x, t) ∈ (D\γ)×R+ and the boundary and initial conditions of this problem.

Obviously, the stationary solution to Problem (1) is the solution to the following elliptic
problem:

ε4∆u = f (u, v, x, ε), ε2∆v = g(u, v, x, ε), x ∈ D, (3)

∂u
∂nΓ

(xΓ) =
∂v
∂nΓ

(xΓ) = 0, xΓ ∈ Γ.

We will assume that the solution to this problem is in the sense of the following definition:

Definition 2. A pair of functions (uε(x), vε(x)) of the class C1(D) ∩ C2(D\γ) is called the
solution to Problem (3) if it satisfies the Equation (3) when x ∈ D\γ and the boundary conditions
of this problem.
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We are interested in a stationary solution with a large gradient at the media interface.
The algorithm that we present allows us to construct an asymptotic approximation of such
a solution and obtain the conditions for its existence. It consists of the following steps:

1. Construction of an asymptotic approximation to the solution using the Vasil’eva
algorithm [17];

2. Construction of the upper and lower solutions, using the asymptotic method of
differential inequalities as modifications of the asymptotic approximation [18];

3. Proof of the existence of a solution through the method of monotone iterations [14];
4. Proof of the stability of the solution through the barrier method [18].

3. Results

In the course of applying the algorithm, we obtained propositions under which
Problems (1) and (3) have a solution with a large gradient in the vicinity of the curve γ.

Proposition 1. There is an isolated solution u = ϕ(∓)(v, x) to each of the equations

f (∓)(u, v, x, 0) = 0 on Iv × D(∓), and the inequalities hold:

ϕ(−)(v, x) < ϕ(+)(v, x), v ∈ Iv, x ∈ γ;

f (∓)u (ϕ(∓)(v, x), v, x, 0) > 0, (v, x) ∈ Iv × D(∓).

Furthermore, we denote h(∓)(v, x) = g(∓)(ϕ(∓)(v, x), v, x, 0).

Proposition 2. There is an isolated solution v = ψ(∓)(x) to each of the equations h(∓)(v, x) = 0

on the set D(∓), and the inequalities hold:

ψ(−)(x) < ψ(+)(x), x ∈ γ ; h(∓)v (ψ(∓)(x), x) > 0, x ∈ D(∓).

In this paper, we study a stationary solution to Problem (3) that is close to the functions
(ϕ(−), ψ(−)) in the domain D(−) and to the functions (ϕ(+), ψ(+)) in D(+) which changes
sharply from the values of (ϕ(−), ψ(−)) up to (ϕ(+), ψ(+)) in a small vicinity of the curve γ.
In what follows, we will refer to this vicinity as the internal transition layer.

The next proposition is called the “quasi-monotonicity conditions”.

Proposition 3. Let one of four pairs of inequalities hold

f (∓)v (u, v, x, ε) < 0, g(∓)u (u, v, x, ε) < 0 (NN type);

f (∓)v (u, v, x, ε) > 0, g(∓)u (u, v, x, ε) > 0 (PP type);

f (∓)v (u, v, x, ε) < 0, g(∓)u (u, v, x, ε) > 0 (NP type);

f (∓)v (u, v, x, ε) > 0, g(∓)u (u, v, x, ε) < 0 (PN type)

for all (u, v) ∈ Iu × Iv, ε ∈ (0, ε0] with x ∈ D(∓).

When constructing asymptotic approximations for solutions to boundary value prob-
lems with internal transitional and boundary layers, an important stage is the study of
the so-called adjoint equations [17]. In this paper, the properties of the adjoint problems
determine the existence of functions that describe the internal transition layer. To construct
these functions, it is expedient to use local coordinates in a small vicinity Ω(γ) of the curve
γ in the same way as in [19].

We denote with nγ the normal to the curve γ directed inside the domain D(+). We
introduce local coordinates (y, r) in Ω(γ) as follows:

x = y + rnγ(y), (x ∈ Ω(γ), y ∈ γ). (4)
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The r coordinate is considered positive if x ∈ D(+) and negative if x ∈ D(−).
As noted in the introduction, the transition layer has two spatial scales. Therefore,

to describe the behavior of the solution in the transition layer, it is necessary to introduce
two different stretched variables:

τ =
r
ε

, σ =
r
ε2 . (5)

The existence and properties of the transition layer functions are related to the existence
and properties of the solutions ṽ(∓)(τ, y) and û(∓)(σ, y) to the following (adjoint) problems:

∂2ṽ(∓)

∂τ2 = h(∓)(ṽ(∓), y), τ ∈ R∓, y ∈ γ; (6)

ṽ(∓)(0, y) = q(∓)(y), ṽ(∓)(∓∞, y) = ψ(∓)(y), y ∈ γ,

∂2û(∓)

∂σ2 = f (∓)(û(∓), q(∓)(y), y, 0), σ ∈ R∓, y ∈ γ; (7)

û(∓)(0, y) = p(∓)(y), û(∓)(∓∞, y) = ϕ(∓)(q(∓)(y), y), y ∈ γ.

It is known [20,21] that under Propositions 1 and 2, there are nonempty sets K(∓) ⊂
[ψ(−)(y); ψ(+)(y)], P(∓) ⊂ [ϕ(−)(q(∓)(y), y); ϕ(+)(q(∓)(y), y)], y ∈ γ such that the solution
to each of the problems (Equations (6) and (7)) exists if q(∓)(y) ∈ K(∓) and p(∓)(y) ∈ P(∓).

We denote

Φ(∓)(ṽ(∓), y) :=
∂ṽ(∓)

∂τ
, Ψ(∓)(û(∓), q(∓)(y), y) :=

∂û(∓)

∂σ
.

With admissible values q(∓)(y) and ṽ(∓) ∈ [ψ(∓)(y); q(∓)(y)] for any y ∈ γ, there
exists a phase trajectory Φ(−)(ṽ(−), y) entering the point (ψ(−)(y); 0) on the phase plane
(ṽ, Φ) when τ → −∞ and a phase trajectory Φ(+)(ṽ(+), y) entering the point (ψ(+)(y); 0)
when τ → +∞. These phase trajectories can be written explicitly as

Φ(∓)(ṽ(∓), y) =

√√√√√√ 2
ṽ(∓)∫

ψ(∓)(y)

h(∓)(s, y)ds, (8)

With admissible values p(∓)(y) and û(∓) ∈ [ϕ(∓)(q(∓)(y), y); p(∓)(y)] for any y ∈ γ,
there exist phase trajectories entering the respective points (ϕ(∓)(q(∓)(y), y); 0) on the
phase plane (û, Ψ):

Ψ(∓)(û(∓), q(∓)(y), y) =

√√√√√√ 2
û(∓)∫

ϕ(∓)(q(∓)(y),y)

f (∓)(s, q(∓)(y), y, 0)ds. (9)

To construct an asymptotic approximation of the solution with an internal transition
layer to Problem (3), it is necessary to require that nonempty intersections of the sets of
admissible values p(∓) and q(∓) exist. In this case, we can introduce the functions

Hv
0 (q, y) := Φ(−)(q, y)−Φ(+)(q, y), q ∈ K(−) ∩ K(+), y ∈ γ; (10)

Hu
0 (p, q, y) := Ψ(−)(p, q, y)−Ψ(+)(p, q, y), p ∈ P(−) ∩ P(+), q ∈ K(−) ∩ K(+), y ∈ γ.

We have one more proposition:
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Proposition 4. Let q0(y) ∈ (ψ(−)(y), ψ(+)(y)) be the unique solution to the equation
Hv

0 (q, y) = 0 and the function p0(y) ∈ (ϕ(−)(q0(y), y), ϕ(+)(q0(y), y )) be the unique solu-
tion to the equation Hu

0 (p, q0(y), y) = 0.
Let some vicinity of the function q0(y) belongs entirely to the set K(−) ∩ K(+), and let some

vicinity of the function p0(y) entirely belongs to the set P(−) ∩ P(+). Then, the inequalities hold:

∂Hv
0

∂q
(q0(y), y) 6= 0, (NP, PN);

∂Hv
0

∂q
(q0(y), y) > 0, (NN, PP);

∂Hu
0

∂p
(p0(y), q0(y), y) > 0.

Remark 1. The functions p0(y), q0(y) in Proposition 4 are smooth with y ∈ γ due to the
properties of the functions Φ(∓), Ψ(∓) (see Equations (8) and (9)).

Remark 2. The inequalities from Proposition 4 are equivalent to

h(−)(q0(y), y)− h(+)(q0(y), y) 6= 0, (NP, PN);

h(−)(q0(y), y)− h(+)(q0(y), y) > 0, (NN, PP);

f (−)(p0(y), q0(y), y, 0)− f (+)(p0(y), q0(y), y, 0) > 0.

Furthermore, we introduce the functions

ν(∓)(v, x) := g(∓)v (ϕ(∓)(v, x), v, x, 0) +
f (∓)v (ϕ(∓)(v, x), v, x, 0)

f (∓)u (ϕ(∓)(v, x), v, x, 0)
· g(∓)u (ϕ(∓)(v, x), v, x, 0), (11)

on the sets (v, x) = Iv × D(−) for functions with the superscript “(−)” and

(v, x) = Iv × D(+) for functions with the superscript “(+)”, and introduce the notation

ν̄(∓)(x) := ν(∓)(ψ(∓)(x), x).

Proposition 5. Let ν̄(∓)(x) > 0 in the domains D(∓), and for ν(∓)(v, x) the relations hold:

v∫
ψ(−)(y)

ν(−)(s, y)ds ≥ 0, v ∈ [ψ(−)(y), q0(y)),

q0(y)∫
ψ(−)(y)

ν(−)(s, y)ds > 0,

ψ(+)(y)∫
v

ν(+)(s, y)ds ≥ 0, v ∈ (q0(y), ψ(+)(y)],

ψ(+)(y)∫
q0(y)

ν(+)(s, y)ds > 0, y ∈ γ.

3.1. Algorithm for the Construction of an Asymptotic Approximation of the Solution to the
Stationary Problem

The nth-order asymptotic representation (Un(x, ε), Vn(x, ε)) of the solution that has an
internal transition layer in the vicinity of γ for Problem (3) is built separately in each of the

domains D(∓):

Un(x, ε) =

{
U(−)

n (x, ε), x ∈ D(−) ,

U(+)
n (x, ε), x ∈ D(+) ,

Vn(x, ε) =

{
V(−)

n (x, ε), x ∈ D(−) ,

V(+)
n (x, ε), x ∈ D(+).

(12)

The asymptotic representations U(+)
n and V(+)

n consist of the regular part functions
depending on x, which we will mark with an overline, and functions of the transition layer
of two scales: Q-functions and M-functions, depending on the stretched variables τ and σ,
respectively, which are defined by the equalities in Equation (5). The asymptotic representa-
tions U(−)

n and V(−)
n , in addition to the regular part and the transition layer functions, also

include boundary functions of two scales that describe the solution in the vicinity of the
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boundary Γ. To determine them, local coordinates like those in Equation (4) and stretched
variables τΓ = rΓ/ε and σΓ = rΓ/ε2 are introduced in the vicinity of the boundary.

In turn, each component of the asymptotic representation is a sum over small parame-
ter exponents:

U(−)
n =

n

∑
i=0

εiū(−)
i (x) +

n

∑
i=0

εiQ(−)
i u(τ, y) +

n

∑
i=0

εi M(−)
i u(σ, y)+

+
n+1

∑
i=1

εiPiu(τΓ, yΓ) +
n+2

∑
i=2

εiRiu(σΓ, yΓ),

V(−)
n =

n

∑
i=0

εi v̄(−)i (x) +
n

∑
i=0

εiQ(−)
i v(τ, y) +

n+2

∑
i=2

εi M(−)
i v(σ, y)+

+
n+1

∑
i=1

εiPiv(τΓ, yΓ) +
n+2

∑
i=4

εiRiv(σΓ, yΓ);

x ∈ D(−), τ ≤ 0, σ ≤ 0; y ∈ γ, τΓ ≥ 0, σΓ ≥ 0, yΓ ∈ Γ; (13)

U(+)
n =

n

∑
i=0

εiū(+)
i (x) +

n

∑
i=0

εiQ(+)
i u(τ, y) +

n

∑
i=0

εi M(+)
i u(σ, y),

V(+)
n =

n

∑
i=0

εi v̄(+)
i (x) +

n

∑
i=0

εiQ(+)
i v(τ, y) +

n+2

∑
i=2

εi M(+)
i v(σ, y),

x ∈ D(+), τ ≥ 0, σ ≥ 0, y ∈ γ. (14)

The functions U(−)
n (x, ε) and U(+)

n (x, ε), as well as V(−)
n (x, ε) and V(+)

n (x, ε), are matched
continuously on the curve γ in such a way that the equalities are fulfilled:

U(−)
n (y, ε) = U(+)

n (y, ε) = p0(y) + . . . + εn pn(y) + O(εn+1) =: p(y);

V(−)
n (y, ε) = V(+)

n (y, ε) = q0(y) + . . . + εnqn(y) + O(εn+1) =: q(y), y ∈ γ, (15)

where p0(y) and q0(y) are the functions mentioned in Proposition 4. The functions pk(y)
and qk(y), k = 1, n at each step k are determined from the equalities of the derivatives of
the functions U(∓)

n , V(∓)
n :

∂U(−)
n

∂nγ
(y, ε) =

∂U(+)
n

∂nγ
(y, ε) + O(εn−1),

∂V(−)
n

∂nγ
(y, ε) =

∂V(+)
n

∂nγ
(y, ε) + O(εn), y ∈ γ. (16)

Furthermore, in the text, we will use the notations

f̄ (∓)u (x) := f (∓)u (ϕ(∓)(ψ(∓)(x), x), ψ(∓)(x), x, 0), x ∈ D(∓), (17)

f̃ (∓)(τ, y) := f (∓)(ϕ(∓)(ṽ(∓)(τ, y), y), ṽ(∓)(τ, y), y, 0),

g̃(∓)(τ, y) := g(∓)(ϕ(∓)(ṽ(∓)(τ, y), y), ṽ(∓)(τ, y), y, 0),

f̂ (∓)(σ, y) := f (∓)(û(∓)(σ, y), q(y), y, 0),

ĝ(∓)(σ, y) := g(∓)(û(∓)(σ, y), q(y), y, 0), y ∈ γ. (18)

The same notations will be used for the derivatives of the functions f and g.

3.1.1. The Regular Part of the Asymptotic Representation

The functions of the regular part, ū(∓)
k (x) and v̄(∓)k (x), k = 0, 1, . . ., are defined in such

a way that the following equalities are satisfied:
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∆

(
n

∑
i=0

εi+4ū(∓)
i (x)

)
− f (∓)

(
n

∑
i=0

εiū(∓)
i (x),

n

∑
i=0

εi v̄(∓)i (x), x, ε

)
= O

(
εn+1

)
,

∆

(
n

∑
i=0

εi+2v̄(∓)i (x)

)
− g(∓)

(
n

∑
i=0

εiū(∓)
i (x),

n

∑
i=0

εi v̄(∓)i (x), x, ε

)
= O

(
εn+1

)
.

In order to obtain the equations from which the regular part functions are determined, it is
necessary to expand the functions on the left side of these equalities according to the Taylor
formula and equate the coefficients at the same powers of epsilon.

In particular, in the zeroth order, Propositions 1 and 2 imply

v̄(∓)0 (x) = ψ(∓)(x), ū(∓)
0 (x) = ϕ(∓)(ψ(∓)(x), x).

The kth-order functions ū(∓)
k (x) and v̄(∓)k (x), k = 1, n , are the solutions to systems of

equations  f̄ (∓)u (x)ū(∓)
k (x) + f̄ (∓)v (x)v̄(∓)k (x) = F̄(∓)

k (x),

ḡ(∓)u (x)ū(∓)
k (x) + ḡ(∓)v (x)v̄(∓)k (x) = Ḡ(∓)

k (x),
(19)

where the notation in Equation (17) is used and F̄(∓)
k (x), Ḡ(∓)

k (x) are the known func-
tions, particularly

F̄(∓)
1 (x) := − f̄ (∓)ε (x), Ḡ(∓)

1 (x) := −ḡ(∓)ε (x).

The systems in Equation (19) are solvable due to Propositions 1–3.

3.1.2. The Transition Layer Functions

The transition layer functions describe a sharp change in the solution in the vicinity
of the curve γ. To determine them, we introduce the local coordinates determined by
Equation (4) and the stretched variables τ and σ defined by the equalities in Equations (5).
In this case, the operator ∆ is transformed as follows [19]:

∆ =
1
ε2

∂2

∂τ2 −
1
ε

k(y)
∂

∂τ
+ ∑

i≥0
εiLi(τ, y),

∆ =
1
ε4

∂2

∂σ2 −
1
ε2 k(y)

∂

∂σ
+ ∑

i≥0
ε2iLi(σ, y),

where y ∈ γ, Li(τ, y), Li(σ, y) are known differential operators of the first or second order [19]
and k(y) denotes the γ curvature. We assume that the curvature k(y) has a positive sign at
the point y ∈ γ if the center of the circle of curvature at this point is in the region D(+).

The systems of equations for the transition layer functions are obtained in the standard
way [17] by equating the coefficients at the same powers of ε in the Taylor expansion of the
equalities(

ε2 ∂2

∂τ2 − ε3k(y)
∂

∂τ
+ ∑

i≥0
εi+4Li(τ, y)

)[
n

∑
i=0

εiQ(∓)
i u(τ, y)

]
= Q(∓) f (τ, y, ε), (20)(

∂2

∂τ2 − εk(y)
∂

∂τ
+ ∑

i≥0
εi+2Li(τ, y)

)[
n

∑
i=0

εiQ(∓)
i v(τ, y)

]
= Q(∓)g(τ, y, ε), (21)(

∂2

∂σ2 − ε2k(y)
∂

∂σ
+ ∑

i≥0
ε2i+4Li(σ, y)

)[
n

∑
i=0

εi M(∓)
i u(σ, y)

]
= M(∓) f (σ, y, ε), (22)(

1
ε2

∂2

∂σ2 − k(y)
∂

∂σ
+ ∑

i≥0
ε2i+2Li(σ, y)

)[
n+2

∑
i=0

εi M(∓)
i v(σ, y)

]
= M(∓)g(σ, y, ε). (23)
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Here, we denote

Q(∓) f (τ, y, ε) := f (∓)
( n

∑
i=0

εi
(

ū(∓)
i (y + ετnγ(y)) + Q(∓)

i u(τ, y)
)

,

n

∑
i=0

εi
(

v̄(∓)i (y + ετnγ(y)) + Q(∓)
i v(τ, y)

)
, y + ετnγ(y), ε

)
−

− f (∓)
(

n

∑
i=0

εiū(∓)
i (y + ετnγ(y)),

n

∑
i=0

εi v̄(∓)i (y + ετnγ(y)), y + ετnγ(y), ε

)
,

and we define the functions Q(∓)g(τ, y, ε) in the same way;

M(∓) f (σ, y, ε) := f (∓)
( n

∑
i=0

εi
(

ū(∓)
i (y + ε2σnγ(y)) + Q(∓)

i u(ετ, y) + M(∓)
i u(σ, y)

)
,

n

∑
i=0

εi
(

v̄(∓)i (y + ε2σnγ(y)) + Q(∓)
i v(ετ, y)

)
+

n+2

∑
i=0

εi M(−)
i v(σ, y), y + ε2σnγ(y), ε

)
−

− f (∓)
( n

∑
i=0

εi
(

ū(∓)
i (y + ε2σnγ(y)) + Q(∓)

i u(ετ, y)
)

,

n

∑
i=0

εi
(

v̄(∓)i (y + ε2σnγ(y)) + Q(∓)
i v(ετ, y)

)
, y + ε2σnγ(y), ε

)
.

The functions M(∓)g(σ, y, ε) are defined by analogy with M(∓) f (σ, y, ε).
Proceeding in this way, we will obtain differential equations for the functions Q(∓)

i v,

M(∓)
i u, M(∓)

i v and finite equations for the functions Q(∓)
i u, i = 0, 1, . . . . We set the

supplementary condition of decreasing to zero at infinity for the differential equations and
also the conditions at τ = 0 and σ = 0 for the functions Q(∓)

i v, M(∓)
i u, in such a way that

the equalities in Equation (15) are satisfied in the ith order.
The functions M(∓)

0 v(σ, y) and M(∓)
1 v(σ, y) turn out to be trivial.

Furthermore, we denote

ũ(∓)(τ, y) := ϕ(∓)(ψ(∓)(y), y)+Q(∓)
0 u(τ, y), ṽ(∓)(τ, y) := ψ(∓)(y)+Q(∓)

0 v(τ, y), y ∈ γ.

From the equalities in Equation (20) in the zeroth order, we obtain the expressions for
the functions ũ(∓)(τ, y):

ũ(∓)(τ, y) = ϕ(∓)(ṽ(∓)(τ, y), y), y ∈ γ.

Next, we aggregate the zero-order terms in the Taylor expansions of the equalities in
Equation (21) and substitute the expressions for ũ(∓) into the resulting equalities. The equa-
tions we obtain this way coincide with Equation (6). We solve these equations on half-lines
τ < 0 and τ > 0 with additional conditions at infinity and the condition for τ = 0, which is
obtained from the equality in the second line of Equation (15):

ṽ(∓)(0, y) = q(y), ṽ(∓)(∓∞, y) = ψ(∓)(y), y ∈ γ.

As noted at the beginning of Section 3, the functions ṽ(∓)(τ, y) exist if ε is small enough
that the values of the function q(y) satisfy Proposition 4, and the following estimates are
valid [20,21]: ∣∣∣ṽ(∓)(τ, y)− ψ(∓)(y)

∣∣∣ ≤ C exp (−κ|τ|), y ∈ γ,

where C and κ are positive constants.
We denote

û(∓)(σ, y) := ϕ(∓)(q(y), y) + M(∓)
0 u(σ, y).
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For the functions û(∓)(σ, y), from the equalities in Equation (22), we obtain equations
that coincide with the adjoint equation (Equation (7)). We set for them the conditions from
the first equality in Equation (15) and conditions at infinity:

û(∓)(0, y) = p(y), û(∓)(∓∞, y) = ϕ(∓)(q(y), y).

The functions û(∓)(σ, y) exist if ε is sufficiently small and they have exponential esti-
mates [20,21]: ∣∣∣û(∓)(σ, y)− ϕ(∓)(q(y), y)

∣∣∣ ≤ Ce−κ|σ|, y ∈ γ,

where C and κ are positive constants.
We obtain the higher terms of the asymptotic representation (of the order k > 0) in

successive steps:

1. We determine the functions M(∓)
k+2v(σ, y) from the equations obtained from Taylor

expansion in the small parameter of the equalities in Equation (23) with supplementary
conditions at infinity:

∂2M(∓)
k+2v(σ, y)
∂σ2 = M(∓)

k g(σ, y), σ ∈ R∓, y ∈ γ, M(∓)
k+2v(∓∞, y) = 0,

where M(∓)
k g(σ, y) are known exponentially decreasing functions (see [17]).

2. From the equalities in Equation (20), algebraic equations are obtained, from which we

define the functions Q(∓)
k u(τ, y):

Q(∓)
k u(τ, y) = − f̃ (∓)v (τ, y)

f̃ (∓)u (τ, y)
·Q(∓)

k v(τ, y) +
Q(∓)

k f (τ, y)

f̃ (∓)u (τ, y)
,

where Q(∓)
k f (τ, y) are known functions decreasing exponentially to zero as τ → ∓∞;

in the first order they are as follows:

Q(∓)
1 f (τ, y) := − f̃ (∓)u (τ, y)

(
ū(∓)

1 (y) +
∂ϕ(∓)

∂nγ
(y)τ +

∂ϕ(∓)

∂v
∂ψ(∓)

∂nγ
(y)τ

)
−

− f̃ (∓)v (τ, y)

(
v̄(∓)1 (y) +

∂ψ(∓)

∂nγ
(y)τ

)
− ∂ f̃ (∓)

∂nγ
(τ, y)τ − f̃ (∓)ε (τ, y).

Here, we have taken the identities f (∓)(ϕ(v(x), x), v(x), x, 0) ≡ 0 into account and the
first part of Equation (19) for k = 1.

3. From the equalities in Equation (21) with known expressions for Q(∓)
k u, we obtain

equations for the functions Q(∓)
k v(τ, y). We solve them on the half-lines τ < 0 and

τ > 0 respectively, with the supplementary conditions at infinity and at τ = 0:

∂2Q(∓)
k v

∂τ2 = h(∓)v (ṽ(∓)(τ, y), y) ·Q(∓)
k v + Q(∓)

k g(τ, y), τ ∈ R∓, y ∈ γ,

Q(∓)
k v(0, y) = −v̄(∓)k (y)−M(∓)

k v(0, y), Q(∓)
k v(∓∞, y) = 0.

The functions Q(∓)
k g(τ, y) are known at each step; in the first order they are expressed as

Q(∓)
1 g(τ, y) := g̃(∓)u (τ, y)

(
ū(∓)

1 (y) +
∂ϕ(∓)

∂nγ
(y)τ +

∂ϕ(∓)

∂v
∂ψ(∓)

∂nγ
(y)τ +

Q(∓)
1 f (τ, y)

f̃ (∓)u (τ, y)

)
+

+g̃(∓)v (τ, y)

(
v̄(∓)1 (y) +

∂ψ(∓)

∂nγ
(y)τ

)
+

∂g̃(∓)

∂nγ
(τ, y)τ + g̃(∓)ε (τ, y) + k(y)

∂ṽ(∓)

∂τ
(τ, y).
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Here, the identities g(∓)(ϕ(ψ(∓)(x), x), ψ(∓)(x), x, 0) ≡ 0 and the second part of Equa-
tion (19) for k = 1 are taken into account. The functions Q(∓)

k g(τ, y), k = 0, 1, . . .
decrease exponentially to zero as τ → ∓∞.

4. We determine the M(∓)
k u(σ, y) functions. The equations for them are obtained from the

equalities in Equation (22). These functions are defined as the solutions to the problems

∂2M(∓)
k u

∂σ2 = f̂ (∓)u (σ, y)M(∓)
k u + M(∓)

k f (σ, y), σ ∈ R∓, y ∈ γ,

M(∓)
k u(0, y) = −ū(∓)

k (y)−Q(∓)
k u(0, y), M(∓)

k u(∓∞, y) = 0.

where M(∓)
k f (σ, y) are known exponentially decreasing functions as σ→ ∓∞. In par-

ticular, we have

M(∓)
1 f (σ, y) := ( f̂ (∓)u (σ, y)− f̃ (∓)u (0, y))(ū(∓)

1 (y) + Q(∓)
1 u(0, y)) + f̂ (∓)ε (σ, y)− f̃ (∓)ε (0, y).

The transition layer functions have estimates [17]:∣∣∣Q(∓)
k u(τ, y)

∣∣∣ ≤ Ce−κ|τ|,
∣∣∣Q(∓)

k v(τ, y)
∣∣∣ ≤ Ce−κ|τ|,∣∣∣M(∓)

k u(σ, y)
∣∣∣ ≤ Ce−κ|σ|,

∣∣∣M(∓)
k v(σ, y)

∣∣∣ ≤ Ce−κ|σ|, y ∈ γ, k = 0, 1, . . . , (24)

where C and κ are positive constants.

3.1.3. Matching of the Asymptotic Approximation Derivatives

Taking into account the expansions in Equations (13) and (14), we can represent the
conditions for matching derivatives (Equation (16)) as

n

∑
i=0

εi−2Hu
i (p, q, y) = O(εn−1),

n

∑
i=0

εi−1Hv
i (q, y) = O(εn), y ∈ γ, (25)

where the functions Hu
0 (p, q, y), Hv

0 (p, y) are defined by the expressions in Equation (10):

Hu
1 :=

∂M(−)
1 u

∂σ
(0, y) +

∂Q(−)
0 u
∂τ

(0, y)−
∂M(+)

1 u
∂σ

(0, y)−
∂Q(+)

0 u
∂τ

(0, y);

Hv
1 :=

∂M(−)
2 v

∂σ
(0, y) +

∂Q(−)
1 v

∂τ
(0, y) +

∂ψ(−)

∂nγ
(y)−

−
∂M(+)

2 v
∂σ

(0, y)−
∂Q(+)

1 v
∂τ

(0, y)− ∂ψ(+)

∂nγ
(y),

and similarly for Hu
i , Hv

i , i = 2, n.
The conditions for matching of the derivatives in Equation (16) in the zeroth order

are satisfied due to Proposition 4. The coefficients pk(y) and qk(y) of the expansions in
Equation (15) are determined from the equations obtained from the equalities in
Equation (25):

∂Hv
0

∂q
(q0(y), y)qk = Gv

k (y),
∂Hu

0
∂p

(p0(y), q0(y), y)pk = Gu
k (y), y ∈ γ.

These equations are solvable due to Proposition 4. Here, Gv
k (y), Gu

k (y) are known func-
tions; in the first order these functions are as follows:

Gv
1(y) = −Hv

1 (p0(y), y), Gu
1 (y) = −Hu

1 (p0(y), q0(y), y)−
∂Hu

0
∂q

(p0(y), q0(y), y)q1.
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3.1.4. Boundary Functions

The boundary functions for this problem were obtained in earlier works [22,23].

3.2. Algorithm for the Construction of the Upper and Lower Solutions Using the Asymptotic
Method of Differential Inequalities

We denote

Lu,ε[u, v] := ε4∆u− f (u, v, x, ε), Lv,ε[u, v] := ε2∆v− g(u, v, x, ε);

∂

∂n−γ
:= lim

x→y
(nγ(y) · ∇), x ∈ D(−), y ∈ γ,

∂

∂n+
γ

:= lim
x→y

(nγ(y) · ∇), x ∈ D(+), y ∈ γ.

Here, as above, nγ(y) is the normal to the curve γ at the point y ∈ γ directed inside the
domain D(+).

We use the definition of the upper and lower solutions of Problem (3) according to
what is given in [14] (see also [15]):

Definition 3. Pairs of functions
(
U(x), V(x)

)
and (U(x), V(x)) of the class C(D)∩C1(D\γ)∩

C2(D\γ) are called the upper and lower solutions to Problem (3), respectively, if the following
inequalities hold:

(A1). U(x) ≤ U(x), V(x) ≤ V(x), x ∈ D;
(A2). Lu,ε(U, v) ≤ 0 ≤ Lu,ε(U, v), V ≤ v ≤ V, x ∈ D\γ,

Lv,ε(u, V) ≤ 0 ≤ Lv,ε(u, V), U ≤ u ≤ U, x ∈ D\γ;

(A3).
∂U
∂nΓ

(yΓ) ≤ 0 ≤ ∂U
∂nΓ

(yΓ),
∂V
∂nΓ

(yΓ) ≤ 0 ≤ ∂V
∂nΓ

(yΓ) , yΓ ∈ Γ;

(A4).
∂U
∂n−γ

(y)− ∂U
∂n+

γ
(y) ≥ 0,

∂U
∂n−γ

(y)− ∂U
∂n+

γ
(y) ≤ 0, y ∈ γ,

∂V
∂n−γ

(y)− ∂V
∂n+

γ
(y) ≥ 0,

∂V
∂n−γ

(y)− ∂V
∂n+

γ
(y) ≤ 0, y ∈ γ.

Following [14], we then replace Condition (A2) for each particular type of quasi-
monotonicity with the corresponding more stringent condition

(NN) Lu,ε(U, V) < 0 < Lu,ε(U, V), Lv,ε(U, V) < 0 < Lv,ε(U, V);

(PP) Lu,ε(U, V) < 0 < Lu,ε(U, V), Lv,ε(U, V) < 0 < Lv,ε(U, V);

(NP) Lu,ε(U, V) < 0 < Lu,ε(U, V), Lv,ε(U, V) < 0 < Lv,ε(U, V);

(PN) Lu,ε(U, V) < 0 < Lu,ε(U, V)), Lv,ε(U, V) < 0 < Lv,ε(U, V). (26)

3.2.1. Construction of the Upper and Lower Solutions

The asymptotic method of differential inequalities is essentially an algorithm that
allows one to construct the upper and lower solutions based on an asymptotic expan-
sion in powers of a small parameter [13,18]. We will apply this method using the nth-
order asymptotic representation, by which we mean the functions in Equations (12)–(14)
with the parameters p(y) and q(y) (see Equation (15)) replaced by pn := ∑n

i=0 εi pi(y),
qn := ∑n

i=0 εiqi(y).
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The upper and lower solutions to Problem (3), as well as the asymptotic approximation

in Equation (12), will be constructed separately in the domains D(−) and D(+):

Un(x, ε) =

{
U(−)

n (x, ε), x ∈ D(−) ,

U(+)
n (x, ε), x ∈ D(+) ,

Vn(x, ε) =

{
V(−)

n (x, ε), x ∈ D(−) ,

V(+)
n (x, ε), x ∈ D(+) .

(27)

Un(x, ε) =

{
Un

(−)(x, ε), x ∈ D(−) ,

Un
(+)(x, ε), x ∈ D(+) ,

Vn(x, ε) =

{
Vn

(−)(x, ε), x ∈ D(−) ,

Vn
(+)(x, ε), x ∈ D(+) ,

(28)

where

U(−)
n = U(−)

n (x, ε) + εn
(

α(−)(x) + q(−)u(τ, y) + m(−)u(σ, y)
)
+ εn+2Cue−kuσΓ ,

x ∈ D(−), y ∈ γ, τ ≤ 0, σ ≤ 0, σΓ ≥ 0,

U(+)
n = U(+)

n (x, ε) + εn
(

α(+)(x) + q(+)u(τ, y) + m(+)u(σ, y)
)
+ εn+2Ωu(y),

x ∈ D(+), y ∈ γ, τ ≥ 0, σ ≥ 0;

Un
(−) = U(−)

n (x, ε)− εn
(

α(−)(x) + q(−)u(τ, y) + m(−)u(σ, y)
)
− εn+2Cue−kuσΓ ,

x ∈ D(−), y ∈ γ, τ ≤ 0, σ ≤ 0, σΓ ≥ 0,

Un
(+) = U(+)

n (x, ε)− εn
(

α(+)(x) + q(+)u(τ, y) + m(+)u(σ, y)
)
+ εn+2Ωu(y),

x ∈ D(+), y ∈ γ, τ ≥ 0, σ ≥ 0; (29)

V(−)
n = V(−)

n (x, ε) + εn
(

β(−)(x) + q(−)v(τ, y)
)
+ εn+2m(+)v(σ, y)+

+ εn+1Cve−kvτΓ , x ∈ D(−), y ∈ γ, τ ≤ 0, σ ≤ 0, τΓ ≥ 0,

V(+)
n = V(+)

n (x, ε) + εn
(

β(+)(x) + q(+)v(τ, y)
)
+ εn+2m(+)v(σ, y) + εn+1Ωv(y),

x ∈ D(+), y ∈ γ, τ ≥ 0, σ ≥ 0;

Vn
(−) = V(−)

n (x, ε)− εn
(

β(−)(x) + q(−)v(τ, y)
)
− εn+2m(−)v(σ, y)−

− εn+1Cve−kvτΓ , x ∈ D(−), y ∈ γ, τ ≤ 0, σ ≤ 0, τΓ ≥ 0,

Vn
(+) = V(+)

n (x)− εn
(

β(+)(x) + q(+)v(τ, y)
)
− εn+2m(+)v(σ, y) + εn+1Ωv(y),

x ∈ D(+), y ∈ γ, τ ≥ 0, σ ≥ 0. (30)

The terms εn+2Cue−kuσΓ and εn+1Cve−kvτΓ were added to ensure the fulfillment of the
inequalities in Condition (A3). For this, we choose the constants Cu, Cv, ku and kv to be
sufficiently large positives (see [23]), and εn+2Ωu(y), εn+2Ωu(y) are included to achieve
continuity of the functions Un(x, ε), Un(x, ε) on γ. They eliminate small residuals in the
condition of continuous matching introduced by the boundary layer functions. The terms
εn+1Ωv(y) and εn+1Ωv(y) eliminate jumps of order no lower than O(εn+1) for the functions
Vn(x, ε), Vn(x, ε) on the curve γ.

We include the functions α(∓)(x) and β(∓)(x) in the upper and lower solutions to
fulfill Condition (A2) far from the internal transition layer. For these functions, we have the
systems of equations

f̄ (∓)u (x) · α(∓)(x)− | f̄ (∓)v (x)| · β(∓)(x) = A,

−|ḡ(∓)u (x)| · α(∓)(x) + ḡ(∓)v (x) · β(∓)(x) = B,
(31)
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where A and B are positive constants. Notations like those in Equation (17) are used
here. These systems are uniquely solvable given Propositions 1–3 and 5 (the latter for
quasi-monotonicities of the NP and PN types), and their solutions are strictly positive
(see [23]).

The functions q(−)u(τ, y), q(−)v(τ, y) are defined for τ ≤ 0, y ∈ γ and q(+)u(τ, y),
q(+)v(τ, y) for τ ≥ 0, y ∈ γ in such a way as to remove residuals in the inequalities in
Condition (A2) (the second line) that the functions α(∓)(x) and β(∓)(x) introduce near the
transition layer. To satisfy the inequalities in Equation (26), we define these functions as the
solutions to

f̃ (∓)u (τ, y) · q(∓)u(τ, y)− | f̃ (∓)v (τ, y)| · q(∓)v(τ, y) + q(∓) f (τ, y)− due−κ
u |τ| = 0;

∂2q(∓)v(τ, y)
∂τ2 = −|g̃(∓)u (τ, y)| · q(∓)u(τ, y) + g̃(∓)v (τ, y) · q(∓)v(τ, y) + q(∓)g(τ, y), τ ∈ R∓, y ∈ γ;

q(∓)v(0, y) = δv − β(∓)(y), q(∓)v(∓∞, y) = 0. (32)

Here, we have

q(∓) f (τ, y) := f̃ (∓)u (τ, y) · α(∓)(y)− | f̃ (∓)v (τ, y)| · β(∓)(y)− A;

q(∓)g(τ, y) := −|g̃(∓)u (τ, y)| · α(∓)(y) + g̃(∓)v (τ, y) · β(∓)(y)− B,

and du, κu and δv are some positive constants that can be chosen in a way to provide
positive values of the functions q(∓)u(τ, y), q(∓)v(τ, y).

By expressing q(∓)u(τ, y), we come to the problems for the functions q(∓)v(τ, y). Note
that the equations for these functions are specific to various types of quasi-monotonicities:

(NN, PP)


∂2q(∓)v(τ, y)

∂τ2 = h(∓)v (ṽ(∓)(τ, y), y) · q(∓)v(τ, y) + G̃(∓)(τ, y), τ ∈ R∓, y ∈ γ,

q(∓)v(0, y) = δv − β(∓)(y), q(∓)v(∓∞, y) = 0;
(33)

(NP, PN)


∂2q(∓)v(τ, y)

∂τ2 = ν(∓)(ṽ(∓)(τ, y), y) · q(∓)v(τ, y) + G̃(∓)(τ, y), τ ∈ R∓, y ∈ γ;

q(∓)v(0, y) = δv − β(∓)(y), q(∓)v(∓∞, y) = 0.
(34)

Here, ν(∓)(ṽ(∓)(τ, y), y) are the functions defined by the expressions in Equation (11) and

G̃(∓)(τ, y) := q(∓)g(τ, y) +
|g̃(∓)u (τ, y)|
f̃ (∓)u (τ, y)

(
q(∓)f (τ, y)− due−κ

u |τ|
)

. (35)

We choose the constant δv so that for all y ∈ γ, the inequalities δv − β(∓)( y) > 0 hold;
the value du in the expression in Equation (35) is chosen large enough, and κu is chosen
small enough to provide the negativeness of the functions G̃(∓)(τ, y) in the corresponding
domains τ ≤ 0, y ∈ γ and τ ≥ 0, y ∈ γ. This guaranties that the solutions to Problems (33)
are strictly positive, and we can obtain these functions explicitly:

q(∓)v(τ, y) =
(

δv − β(∓)(y)
)Φ(∓)

(
ṽ(∓)(τ, y), y

)
Φ(∓)(q(y), y)

+

+ Φ(∓)
(

ṽ(∓)(τ, y), y
) τ∫

0

dτ1(
Φ(∓)(ṽ(∓)(τ1, y), y

))2

τ1∫
∓∞

Φ(∓)
(

ṽ(∓)(τ2, y)
)
G̃(∓)(τ2, y) dτ2,

where Φ(∓)(ṽ(∓)(τ, y), y) are defined in Equation (8).
In order for the solutions to Problems (34) in the case of the NP and PN types of quasi-

monotonicities to be strictly positive, Proposition 5 is required. In this case, the functions
q(∓)v(τ, y) are written as
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q(∓)v(τ, y) =
(

δv − β(∓)(y)
)

W(∓)(τ, y) +

+ W(∓)(τ, y)
τ∫

0

dτ1(
W(∓)(τ1, y)

)2

τ1∫
∓∞

W(∓)(τ2, y)G̃(∓)(τ2, y) dτ2,

where W(∓)(τ, y) are the solutions to

W(∓)
ττ − ν(∓)(ṽ(∓)(τ, y), y) ·W(∓) = 0, τ ∈ R∓, y ∈ γ, W(∓)(0, y) = 1, W(∓)(∓∞, y) = 0.

These functions are strictly positive and decrease exponentially to zero as |τ| → ∞ (see [15]
and [14] (T. 9.3 p. 354)), and for all y ∈ γ, the inequalities hold [15]:

∂W(−)

∂τ
(0, y) > 0,

∂W(+)

∂τ
(0, y) < 0. (36)

The functions q(∓)u(τ, y), expressed with the equalities in the first line of
Equation (32), also turn out to be positive since Proposition 1 is satisfied. They have
estimates like that in Equation (24) as well as the functions q(∓)v(τ, y).

The m(∓)u(σ, y) functions remove residuals in the inequalities in Condition (A2)
(the first line), introduced by the functions α(∓)(x), β(∓)(x), q(∓)u(τ, y), q(∓)v(τ, y) in the
transition layer. We set them as the solutions to

∂2m(∓)u
∂σ2 = f̂ (∓)u (σ, y) ·m(∓)u(σ, y) + F̂(∓)(σ, y), σ ∈ R∓, y ∈ γ,

m(∓)u(0, y) = δu − α(∓)(y)− q(∓)u(0, y), m(∓)u(∓∞, y) = 0,
(37)

where δu is a positive value and f̂ (∓)u (σ, y) has the sense of the notation from Equation (18):

F̂(∓)(σ, y) :=
[

f̂ (∓)u (σ, y)− f̃ (∓)u (0, y)
](

α(∓)(y) + q(∓)u(0, y)
)
+

+
[

f̂ (∓)v (σ, y)− f̃ (∓)v (0, y)
]
δv − Due−Ku |σ|.

The solutions to Problems (37) can be explicitly expressed:

m(∓)u(σ, y) =

=
(

δu − α(∓)(y)− q(∓)u(0, y)
)Ψ(∓)

(
û(∓)(σ, y), q(y), y

)
Ψ(∓)(p(y), q(y), y)

+ Ψ(∓)
(

û(∓)(σ, y), q(y), y
)
×

×
σ∫

0

dσ1(
Ψ(∓)

(
û(∓)(σ1, y), q(y), y

))2

σ1∫
∓∞

Ψ(∓)
(

û(∓)(σ2, y), q(y), y
)

F̂(∓)(σ2, y) dσ2. (38)

The constant δu is chosen so that the first terms in the expressions for m(∓)u(σ, y) are
positive, (this is possible due to the positiveness of the functions Ψ(∓); see Equation (9).)
and Du is chosen to be large enough and the positive constant Ku small enough so that
the functions F̂(∓)(σ, y) are strictly negative. Then, the values of m(∓)u(σ, y) are strictly
positive for σ ∈ R∓ and y ∈ γ. Like all transition layer functions, m(∓)u(σ, y) have
estimates like those in Equation (24).

We define the functions m(∓)v(σ, y) as the solutions to

∂2m(∓)v
∂σ2 = ĝ(∓)u (σ, y) ·m(∓)u(σ, y) + Ĝ(∓)(σ, y), σ ∈ R∓, m(∓)v(∓∞, y) = 0, y ∈ γ, (39)

where Ĝ(∓)(σ, y) are known functions with estimates like those in Equation (24).
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3.2.2. Proof of the Inequalities in Conditions (A1–A4)

In the previous section, we built the functions Un(x, ε), Un(x, ε), Vn(x, ε), Vn(x, ε).
Now, we have to prove that these functions satisfy Conditions (A1–A4) for sufficiently
small ε values and thus are indeed the upper and lower solutions of Problem (3). We will
carry this out using the example of the upper solution.

The functions α(∓)(x), β(∓)(x), q(∓)u(τ, y), q(∓)v(τ, y) and m(∓)u(σ, y) are defined so
that they take strictly positive values in their domains. This ensures that Condition (A1)
is satisfied.

We have built the asymptotic approximation in such a way that for any type of quasi-
monotonicity, these inequalities are true (see the equalities in Equations (20)–(23)), as well
as Equations (31), (32), (37) and (39):

Lu,ε(Un, v) ≤ −εn
(

A + due−κ
u |τ| + Due−Ku |σ|

)
+ O

(
εn+1

)
,

Lu,ε(Un, v) ≥ εn
(

A + due−κ
u |τ| + Due−Ku |σ|

)
+ O

(
εn+1

)
;

Lv,ε(u, Vn) ≤ −εnB + O
(

εn+1
)

, Lv,ε(u, Vn) ≥ εnB + O
(

εn+1
)

.

This provides fulfillment of the inequalities in Equation (26) for sufficiently small ε
values and positive constants A, B, du and Du.

Condition (A3) is proven in the same way as in [23].
The differences in the derivatives of the U and V components of the upper solution in

Condition (A4) can be expressed as follows:

∂U(−)
n

∂n−γ
(y, ε)− ∂U(+)

n

∂n+
γ

(y, ε) = εn−2

(
∂m(−)u

∂σ
(0, y)− ∂m(+)u

∂σ
(0, y)

)
+ O

(
εn−1

)
,

∂V(−)
n

∂n−γ
(y, ε)− ∂V(+)

n

∂n+
γ

(y, ε) = εn−1

(
∂q(−)v

∂τ
(0, y)− ∂q(+)v

∂τ
(0, y)

)
+ O(εn), y ∈ γ.

Using the explicit form (Equation (38)) of the functions m(∓)u(σ, y), we can obtain
the expression for the jump of the derivatives of the upper solution’s U component on the
curve γ that is valid for each type of quasi-monotonicity:

∂U(−)
n

∂n−γ
(y, ε)− ∂U(+)

n

∂n+
γ

(y, ε) = εn−2
(

δu ∂Hu
0

∂p
(p0(y), q0(y), y) + Ju(y)

)
+ O

(
εn−1

)
, y ∈ γ,

where the function Ju(y) is bounded and independent on δu. Here, we use the expression
in Equation (10) (the second line). Due to Proposition 4, it is sufficient to choose the value
δu to be sufficiently large so that the expression on the right-hand side is positive, and thus
Condition (A4) for the upper solution’s U component is satisfied.

For the jump of the derivative of the V component of the upper solution in the case of
NN and PP types of quasi-monotonicities, we have

∂V(−)
n

∂n−γ
(y, ε)− ∂V(+)

n

∂n+
γ

(y, ε) = εn−1
(

δv ∂Hv
0

∂q
(q0(y), y) + Jv(y)

)
+ O(εn), y ∈ γ,

where we use the expression in Equation (10) (the first line).
In the case of NP and PN types of quasi-monotonicities, the jump of the derivatives is

∂V(−)
n

∂n−γ
(y, ε)− ∂V(+)

n

∂n+
γ

(y, ε) = εn−1

(
δv

(
∂W(−)

∂τ
(0, y)− ∂W(+)

∂τ
(0, y)

)
+ Jv(y)

)
+ O(εn), y ∈ γ.

In each case, the function Jv(y) is bounded and independent on δv. Taking into account
Proposition 4 for a quasi-monotonicity of the NN or PP type, or taking into account the
inequalities in Equation (36) for the NP or PN type, one ensures that the expression on the
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right side for the difference of the derivatives of the V component is positive by choosing the
value of δv to be large enough. Thus, Condition (A4) will be satisfied for the V component.

3.3. Existence and Stability Results

Theorem 1. Assuming Propositions 1–4 and 5 (the latter for quasi-monotonicities of the NP and
PN types), for sufficiently small ε > 0 values, there exists a solution (uε(x), vε(x)) to Problem (3)
in the sense of Definition 2, for which the pair of functions (Un(x, ε), Vn(x, ε)) is an asymptotic
approximation uniform in D with an accuracy of O

(
εn+1); in other words, we have

|Un(x, ε)− uε(x)|+ |Vn(x, ε)− vε(x)| ≤ Cεn+1, x ∈ D, (40)

where C is a positive constant independent on ε.

Proof of Theorem 1. The proof of this theorem is based on the following statement:

Lemma 1. Let there be the pairs of functions
(
U(x), V(x)

)
and (U(x), V(x)), which are the upper

and lower solutions in the sense of Definition 3, respectively. Then, there exists at least one solution
(uε(x), vε(x)) to Problem (3) in the sense of Definition 2 for which the following inequalities hold:

U(x) ≤ uε(x) ≤ U(x), V(x) ≤ vε(x) ≤ V(x), x ∈ D. (41)

The proof of Lemma 1 can be carried out using the method of monotone iterations [14].
However, in [14] elliptic systems with continuous right-hand sides are dealt with. In the
case of the system in Equation (3) with the right-hand sides of Equation (2), the proof
given in [15] for the one-dimensional case is applicable, with reference to [5] regarding the
smoothness of the solutions to linear problems for the terms of iterative sequences as well
as reference to properties of the volume potential (see [24]) regarding the smoothness of
the solution to Problem (3).

From Lemma 1, given the upper and lower solutions defined by the Equations (27)–(30),
it follows that Problem (3) has a solution (uε(x), vε(x)) for which the inequalities in
Equation (41) are valid. From here, we have

Un(x, ε)−Un−1(x, ε) ≤ uε(x)−Un−1(x, ε) ≤ Un(x, ε)−Un−1(x, ε),

Vn(x, ε)−Vn−1(x, ε) ≤ vε(x)−Vn−1(x, ε) ≤ Vn(x, ε)−Vn−1(x, ε); x ∈ D.

The differences on the left and right sides of each double inequality have the order O(εn)
(see Equations (27)–(30)), and the same order is for the differences Un(x, ε) − Un(x, ε),
Vn(x, ε)−Vn(x, ε). To obtain the estimate (Equation (40)) from these inequalities, we just
have to replace the index n with n + 1.

Theorem 2. Assuming Propositions 1–4 and 5 (the latter for quasi-monotonicities of the NP and
PN types), for sufficiently small ε > 0 values, the stationary solution (uε(x), vε(x)) to Problem (1)
is locally unique as a solution to Problem (3) and asymptotically stable in the sense of Lyapunov,
with a domain of attraction no less than [U1(x, ε), U1(x, ε) ]× [V1(x, ε), V1(x, ε) ].

The proof of the theorem can be carried out similarly to one from [15] by rewriting it
for the two-dimensional case and using the properties of the volume potential [25].

3.4. Example

As an example, let us consider the problem in the unit disk D such that x2
1 + x2

2 < 1,
bounded by the circle Γ:
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ε4∆u− ut = u(u− a(x))(u− 1) + uv, ε2∆v− vt = v− b(x)u, x ∈ D, t ∈ R+;

∂u
∂nΓ

(xΓ, t) =
∂v
∂nΓ

(xΓ, t) = 0, xΓ ∈ Γ, t ∈ R+; (42)

u(x, 0) = u0(x), v(x) = v0(x), x ∈ D.

In the case of positive a(x) and b(x), this problem belongs to the “PN” type of quasi-
monotonicity.

Let γ be an ellipse 4x2
1 + 9x2

2 = 1. Hence, D(+) = {(x1, x2) : 4x2
1 + 9x2

2 < 1} and

D(−) = D\D(+):

a(x) :=

{
1, x ∈ D(−) ,
0.2, x ∈ D(+) ;

b(x) :=

{
0.5, x ∈ D(−) ,
0.2, x ∈ D(+) .

In the domain D(−), we have f (−)(u, v) = u(u− 1)2 + uv. Assuming v ≥ 0, the equation
f (−) = 0 has a unique root ϕ(−) ≡ 0, and therefore

h(−)(v) = v, ψ(−) ≡ 0, Φ(−)(ṽ(−)) :=

√√√√√2
ṽ(−)∫
0

vdv = ṽ(−), ν(−)(v) ≡ 1,

Ψ(−)(û(−), q) =

√√√√√2
û(−)∫
0

(u(u− 1)2 + uq)du = û(−)
√

1
2
(
û(−))2 − 4

3
û(−) + 1 + q. (43)

In the domain D(+), we have f (+)(u, v) := u(u− 0.2)(u− 1) + uv. The equation f (+) = 0
has three roots:

ϕ(1) ≡ 0, ϕ(2)(v) = 0.6−
√

0.16− v, ϕ(+)(v) = 0.6 +
√

0.16− v.

Only the function ϕ(+)(v) satisfies Proposition 1, and therefore

h(+)(v) = v− 0.2(0.6 +
√

0.16− v), ψ(+) ∼= 0.145,

Φ(+)(ṽ(+)) =

√√√√√√2
ṽ(+)∫

ψ(+)

(v− 0.2(0.6 +
√

0.16− v))dv =

√√√√(
v2 − 0.24v +

0.8
3
(0.16− v)3/2

)∣∣∣∣ṽ(+)

ψ(+)
,

ν(+)(v) = 1− 0.1√
0.16− v

; ν(+)(v) > 0, for 0 ≤ v < 0.15;

Ψ(+)(û(+), q) =

√√√√√√2
û(+)∫

ϕ(+)(q)

(u(u− 0.2)(u− 1) + uq)du =

√
(0.5u4 − 0.8u3 + (0.2 + q)u2)|û

(+)

ϕ(+)(q) =

=|û(+) − ϕ(+)(q)|
√

0.25(û(+))2 + (0.5
√

0.16− q− 0.1)û(+) + 0.1
√

0.16− q + 0.01− 0.25q. (44)

The functions Φ(∓)(ṽ(∓)) exist for each q ∈ [ψ(−), ψ(+)], and the functions Ψ(∓)(û(∓), q)
exist for q ∈ [0, 0.12]. The equation Hv

0 (q) = 0 has the unique solution q0 ∼= 0.08, and
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the equation Hu
0 (p, q0) = 0 has the unique solution p0 ∼= 0.181. Aside from that, for the

expressions mentioned in Remark 2, we have

h(−)(q0)− h(+)(q0) = 0.2 +
√

0.16− q0 > 0,

f (−)(p0, v0)− f (+)(p0, v0) = −0.8p0(p0 − 1) > 0.

Thus, Propositions 1–5 are valid for Problem (42).
The corresponding stationary problem therefore has the following zeroth-order asymp-

totic approximation to its solution:

U0(x, ε) =

{
û(−)(σ), σ ≤ 0, 4x2

1 + 9x2
2 ≥ 1;

ϕ(+)(ṽ(+)(τ)) + û(+)(σ), σ ≥ 0, τ ≥ 0, 4x2
1 + 9x2

2 ≤ 1;
(45)

V0(x, ε)

{
ṽ(−)(τ), τ ≤ 0, 4x2

1 + 9x2
2 ≥ 1;

ṽ(+)(τ), τ ≥ 0, 4x2
1 + 9x2

2 ≤ 1.

Here, we have ṽ(−)(τ) = q0eτ , and the function ṽ(+)(τ) is the solution to the problem

dṽ(+)

dτ
=

√√√√(
v2 − 0.24v +

0.8
3
(0.16− v)3/2

)∣∣∣∣ṽ(+)

ψ(+)
, τ > 0, ṽ(+)(0) = q0. (46)

Also in (45), ϕ(+)(ṽ(+)(τ)) = 0.6+
√

0.16− ṽ(+)(τ). The functions û(∓)(σ) are the solutions
to the problems

dû(∓)

dσ
= Ψ(∓)(û(∓), q0), σ ∈ R∓, û(∓)(0) = p0, (47)

where the functions Ψ(∓) are given in Equations (43) and (44). The solutions to Problems (46)
and (47) can be obtained numerically.

Figure 1a,b shows the zeroth-order asymptotic approximation in the case ε = 0. 1.
Furthermore, we can solve Problem (42) numerically by setting the initial conditions as

u0(x) = U0(x, ε), v0(x) = V0(x, ε). Note that these initial functions satisfy the propositions
of Theorem 2. Over a rather long period of time, the numerical solution stabilizes to the
stationary solution to Problem (42).

Figure 1c,d shows the stabilized numerical solution to Problem (42) in the case ε = 0. 1.
Figure 2 shows the graphs of the functions û(∓), depending on the argument

r = ε2σ = ετ and the sum û(+) + ϕ(+)(ṽ(+)) on the same argument. The influence of
the “slow” transition layer function ϕ(+)(ṽ(+)) can be seen quite clearly on the graphs in
domain r > 0.

The numerical results were obtained using Wolfram Mathematica 12.1 with the native
finite element method (FEM) extension. The calculations were performed by the standard
NDSolve function with the custom parameters Method -> {“FiniteElement”, “MeshOptions”
-> {MaxCellMeasure -> 0.00025}}, where MaxCellMeasure -> 0.00025 provided an extremely
fine mesh over the unit disk with the center at (0,0). It is worth noting that WM 12.1
automatically took into account the discontinuities in a(x) and b(x) during mesh creation
(by putting vertices onto the elliptic discontinuity curve) and during computations.
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Figure 1. The zeroth-order asymptotic approximation to the stationary solution to Problem (42):
(a) U component and (b) V component. For the stabilized numerical solution: (c) U component and
(d) V component. In each case ε = 0. 1.
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Figure 2. The graphs of the functions û(∓), depending on the argument r = ε2σ = ετ (yellow line)
and the sum û(+) + ϕ(+)(ṽ(+)) (blue line) on the same argument.

4. Discussion

The algorithm that we have presented here can be used to study singularly perturbed
boundary value problems with internal transition and boundary layers. It is based on the
asymptotic method of differential inequalities, which contains a technique for constructing
upper and lower solutions as modifications of the asymptotic approximation to the solution.
In turn, the presence of upper and lower solutions guarantees the existence of a solution that
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is uniformly approximated by the constructed asymptotics. In addition, the constructed
upper and lower solutions can be further used in the barrier method to prove the asymptotic
stability of the solution [26].

Since the application of the proposed algorithm leads to a proof of the existence and sta-
bility of the solution, it can be used to justify various models based on the diffusion equation.

The results of this study can be used to develop efficient numerical methods for solving
stiff problems, particularly to create suitable grids [27,28].

For practical purposes, it is sometimes convenient to solve the problem numerically
in a rectangular region. In this case, the algorithm for constructing the corner boundary
functions should be added to the proposed algorithm [17,29,30].

5. Conclusions

It is no secret that the formulation of model problems often goes beyond the known the-
oretical studies on the existence of solutions. Predictions according to such models are often
made only on the basis of numerical calculations. Despite the fact that numerical methods
for solving parabolic equations are being actively developed [31,32], calculations cannot
always be carried out with sufficient accuracy. Therefore, justification of the existence of
solutions with certain properties is an actual area of mathematical research. The algorithm
presented in our work allows us to partially solve the question of the applicability of the
model for the development of megacities based on the FitzHugh–Nagumo system, namely
the existence and stability of a solution that has a large gradient at the boundary of the
environmental characteristics’ discontinuity.
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