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Abstract: This work presents an efficient and effective system allowing hospitals to share patients’
private information while ensuring that each hospital database’s medical records will not be leaked;
moreover, the privacy of patients who access the data will also be protected. We assume that the
thread model of the hospital’s security is semi-honest (i.e., curious but honest), and each hospital
hired a trusted medical records department administrator to manage patients’ private information
from other hospitals. With the help of Homomorphic Encryption- and Private Set Intersection -
related algorithms, our proposed system protects patient privacy, allows physicians to obtain patient
information across hospitals, and prevents threats such as troublesome insider attacks and man-in-
the-middle attacks.

Keywords: private set intersection; medical records; homomorphic encryption; digital signature;
system security analysis

1. Introduction

The ever-increasing medical treatment and service progress has reduced patients’
burden of seeking appropriate medical care. For example, the migration from paper-based
medical records to electronic medical records has significantly enhanced the quality of
medical treatments. However, with the coming of an aging society, the medical services
required by elderly patients, especially those with chronic diseases, are usually dominated
by medicine-taking only. For convenience, medical institutions close to home are often
the principal places to seek medical services. However, it can be challenging for regional
medical institutions to provide comprehensive medical services. So, patients will seek
medical services in different institutions due to etiology and location considerations. This
phenomenon usually occurs in densely populated areas, such as Tokyo in Japan and Soul
in South Korea, if we take Asia as an example. However, seeking medical assistance from
different institutions, diagnosis-related information that should be paid attention to is often
overlooked due to the lack of or distributed storage of the patient’s past medical treatment
records. This fact damages the rights and interests of both physicians and patients. Before
successfully constructing a national unified medical information database, an alternative
way to solve the abovementioned problems is to enable various medical institutions to
exchange patient medical information under safe and secure conditions and regulations.

From the viewpoint of the physician side, according to the law, physicians do not
have the right to review a patient’s past medical records without obtaining the patient’s
authorization because this might infringe on the patient’s privacy. Worryingly, suppose
doctors cannot know the patient’s past medical history; in that case, they may be unable to
make a precise diagnosis and may have more concerns when making decisions, such as
whether it will cause drug allergies and adverse side effects. From the viewpoint of the
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patient side: When a patient wants to retrieve his past medical records from a hospital, the
patient needs to justify his identification (e.g., providing his ID number) to the hospital to
verify the patient’s legitimate identity. Although examining the ID allows the hospital to
complete her system-level identification, the patient may not want to be identified by the
hospital if data retrieving is his only objective. For example, discovering from the hospital’s
past records and knowing there is a medical dispute with the hospital may infringe on the
patient’s privacy and, more seriously, the patient’s rights and interests in treatment.

In addition to regulatory limitations, it may also be against the institution’s interests to
disclose the relevant medical records of patients receiving medical services there. Neverthe-
less, adequate and complete records of patient visits are necessary for medical institutions
to provide optimal patient care. To meet the conflicting needs of both sides, we propose a
system that allows patients to retrieve or even consult their past medical records stored in
other hospitals to help doctors make a precise diagnosis. The system is operated under the
guidance of the Hospital’s electronic medical records system (EMRS) administrator and
the corresponding patient’s consent. To safeguard privacy, other institutions should not
know which patients’ past medical records have been retrieved except the current medical
institution the patient is visiting. This system relieves the patient’s burden of remembering
or possessing all medical histories while maintaining patient privacy. It also allows doctors
to provide the best medical services with adequate patient medical records.

Notice that, with the aid of Homomorphic Encryption algorithms, our proposed
system provides an end-to-end secure secret exchanging capability and can operate directly
between hospitals. In other words, except for those who must be legally involved, there
is no need to acquire assistance from another third party. In addition, to overcome the
substantial computational load and memory space usage brought by the Homomorphic
Encryption schemes, we enhanced a series of existing acceleration mechanisms to improve
the system’s usability vastly. So, it can be treated as an effective and efficient system for
accessing or sharing private information among medical institutions. We justify our claim
through experiments with system parameters at a practice scale.

This article is organized as follows: in Section 2, we conduct a system security analysis,
identify the problems to be solved, discuss several feasible solutions to these problems,
and justify why we narrow the problem down to homomorphic encryption and private set
intersection schemes; Section 3 elaborates on how to retrieve private data with optimization
processes on homomorphic encryption and private set intersection schemes; Section 4
introduces the enhancement of labeled private set intersections and illustrates the entire
system protocol with the sequence diagram; Section 5 demonstrates the system’s feasibility
by providing the results of the execution time with different parameters; and Section 6
presents conclusions and future work.

For clarity, the glossary and acronyms are listed in Table 1.

Table 1. Glossary and Acronyms.

Abbreviation/Term Definition

EMRS Electronic Medical Records System
DES Data Encryption Standard
AES Advanced Encryption Standard
RSA Rivest–Shamir–Adleman public-key cryptosystem
HE Homomorphic Encryption

PHE Partially Homomorphic Encryption
SHE Somewhat Homomorphic Encryption
FHE Fully Homomorphic Encryption
AHE Additively Homomorphic Encryption
MHE Multiplicatively Homomorphic Encryption
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Table 1. Cont.

Abbreviation/Term Definition

(R) LWE Ring Learning With Errors
NTRU Number Theory Research Unit

PSI Private Set Intersection
PRF Pseudo-Random Function
OT Oblivious Transfer

SIMD Single Instruction Multiple Data

2. Problem Formulation and Related Work on Possible Solutions
2.1. The Strawman Protocol and Its Security Threat

The strawman protocol for providing symptom retrieval is used and monitored by
the administrator, A, of a hospital HA’s EMRS. For convenience, hereafter, we will not
indicate the name of the responsive hospital but directly refer the corresponding EMRS
to the administrator’s name, A. Therefore, the task of transmitting patients’ ID numbers
from hospital HA to other Hospitals, say Hospitals HB, HC, and HD, can be represented
by the information flow diagram shown in Figure 1. If Hospitals HB and HC did have the
relevant medical records of the searched patients, administrators B and C would send the
related symptoms back to administrator A, respectively.
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Figure 1. The Information Flow of the Considered Symptom Retrieving Protocol with the aid of a
Cooperative Electronic Medical Recording System.

The security threats of the Strawman protocol presented in Figure 1 can be understood
as follows. Suppose a doctor or other interested person in the hospital pretends to be the
administrator of the EMRS and initiates a request for symptom retrieval to other hospitals
without authorization. In that case, it will infringe on the patient’s privacy. This kind of
threat is tough to deal with and is well-known as an insider attack. An essential idea to
face insider attacks is that we can introduce a digital signature mechanism, allowing the
administrator of the EMRS to sign the message, and other hospitals will verify the message’s
origin after receiving it. On the one hand, if Hospitals receive the querying messages in
plaintext form, the hospitals can know which patient from which hospital is currently doing
the search and whose patient’s records are now being searched; both situations infringe on
the patient’s privacy. On the other hand, suppose Hospitals transmit medical records in
ciphertext form but the patient’s ID information in plaintext form through insecure channels
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(such as the Internet). Then, they will still be subjected to another severe security threat,
the so-called man-in-the-middle attacks, leading to contaminated sensitive information.

To conquer the threat caused by the middleman, encrypting all communication-related
messages, i.e., converting both patient ID and treatment records into the ciphertext domain,
is a feasible solution. However, using conventional encryption schemes such as DES and
AES, other hospitals have to decrypt the encrypted searching-related message, say the
patients’ ID, before conducting the record-seeking task. Consequently, this intermediate
decryption process will reveal the footprints of the search pattern. Moreover, after the
Hospitals find the records, they must encrypt them again before sending the documents
back to the Hospital that initiates the search.

Searchable Encryption and Homomorphic Encryption are two well-known applicable
cryptographic approaches to provide ways to relieve the burdens mentioned above. Many
searchable encryption schemes and Algorithms [1–6] have been proposed to provide vari-
ous exciting features, such as fine-grained access control, dynamic updates, and attribute
revocations. However, searching capabilities must be more potent in most schemes fulfill-
ing actual needs. Usually, they can embed only a single or limited number of keywords
into ciphertexts, which is inconvenient and makes searching time-consuming. Although
some schemes allow combining multiple keywords and providing ranked search results,
users can only fetch files containing all the keywords. Exploring efficient searchable encryp-
tion systems to secure medical information circulation and exchange is another exciting
and valuable work. We list it as one of our main future research topics. In contrast, in
this write-up, we will focus on the second method mentioned above: the Homomorphic
Encryption schemes.

2.2. The Homomorphic Encryption Schemes

Homomorphic encryption schemes provide efficient ways for computing and verifying
all the processed sensitive data while keeping data confidentiality simultaneously because
we can directly conduct all the computations in the encrypted domain. An encryption
scheme is called homomorphic over an operation “×” if it satisfies the following equality
of equation:

Enc (m1 )× Enc (m2 ) = Enc (m1 ⊗m2 ), ∀ m1, m2 ∈ M, (1)

where Enc (• ) denotes the encryption algorithm, ⊗ is an encryption domain operation, and
M is the set of all plaintext messages.

Rivest, Dertouzos, and Adleman, [7] first mentioned the concept of “privacy homo-
morphism” in 1978. RSA [8] is a well-known multiplicatively homomorphic encryption
scheme; however, it is not semantically secure. Goldwasser and Micali [9] proposed the first
semantically secure homomorphic encryption scheme, which is additively homomorphic
overZ2. More precisely, homomorphic encryption schemes can be classified into the follow-
ing three categories: Partially homomorphic encryption (PHE), Somewhat homomorphic
encryption (SHE), and Fully homomorphic encryption (FHE).

The category of PHE includes additively homomorphic encryption (AHE) and multi-
plicatively homomorphic encryption (MHE) schemes. AHE and MHE schemes can only
do add/sub and multiplication in the encrypted domain but not simultaneously. AHE
schemes with proofs of semantic security include Benaloh, Naccache-Stern, Okamoto and
Uchiyama, Paillier, Damgard, Jurik, Kawachi, Tanaka, and Xgawa. On the other hand,
RSA and ElGamal are the most well-known MHE schemes. Interested readers can find the
definitions and properties of all the PHE schemes mentioned above from the HE-related
Wikipedia website [10]. By definition, SHE schemes support both additive and multiplica-
tive operations. However, they can only do a limited number of operations because the
accumulated “rounding error” will contaminate the original data or the computational
results during the encryption process. When the SHE scheme has been applied several
times, the rounding errors mentioned above will grow proportionally and finally cause
a decryption failure. Some valuable SHEs have been proposed recently, such as Sander,
Young, Boneh, Goh, Nissim, Ishai, and Paskin. Likewise, interested readers can find the
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definitions and properties of all the schemes mentioned above from the SHE-related sur-
vey work [11]. The theoretical proof of the existence of FHE schemes was first provided
by Craig Gentry [12] in 2009. With the help of bootstrapping mechanism proposed by
Gentry, an unlimited number of arithmetic operations over the encrypted data is doable.
Gentry’s work inspired many researchers to pay attention to developing various FHE
schemes. According to the FHE-related survey given by Martins, Paulo, Leonel Sousa, and
Artur Mariano [13], FHE schemes can be categorized into the following four types: Ideal
Lattice-based, Integer-based, (R) LWE-based, and NTRU-like. The following two video
records give thorough and comprehensible reviews of the historical development, recent
progress, and the challenges that remained on FHE:

(i) “A Decade (or so) of fully homomorphic encryption, by Craig Gentry.” (https://www.
youtube.com/watch?v=487AjvFW1lk (accessed on 4 May 2023)), and

(ii) “Fully Homomorphic Encryption: Definitional issues and open problems, by Daniele
Micciancio” (https://youtu.be/b24WJyS0dmg (accessed on 4 May 2023)).

By its nature to represent and process messages in ciphertext form, by applying FHE,
our system not only can prevent the misconduct caused by the mediator but also ensures
that the fraud of leaking and infringing on patients’ privacy can be avoided.

In addition to conducting search operations in the encryption domain, we have to
grasp how to retrieve the patient’s symptoms in the plaintext domain to achieve our goal
and then analyze the challenges of escalating the problem to the ciphertext domain. Let us
probe into the problem in more detail. Assume the patient list sent by the administrator
of the EMRS of Hospital HA is plaintext; after another hospital, say Hospital HB, receives
the patient list, the easiest way to achieve our goal is to traverse HB’s database to find out
whether there is a matching patient. If the answer is yes, the related symptoms of the patient
in the database will be fed back to the administrator of the HB’s EMRS. Unfortunately, HE
only supports additions and multiplications on ciphertext, but not conditional branching
in a programming loop. In other words, no complex program logic, such as “if-else,” exists
in the HE-encrypted domain, which brings a significant obstacle to developing HE-based
applications in practice.

Therefore, we need to accomplish two tasks with the help of homomorphic encryption
algorithms. Task 1: Confirm whether the patient list sent by the administrator of Hospital
HA and the medical record databases of other hospitals have found matched patients. Task
2: If there is, return the symptoms corresponding to the matched patients. We can formulate
task 1 as “finding the intersection of two sets without leaking the elements of both sets,”
a.k.a. the Private Set Intersection (PSI) problem. Let us denote the set of patients in other
hospitals be X and the set of patients that the administrator of the EMRS of Hospital HA
wants to retrieve every day be Y. In our situation, it usually satisfies |X| >> |Y| (that is,
the number of elements of the set X is much larger than that of the set Y). To accomplish
Tasks 1 and 2, we will apply the PSI-related techniques, as detailed in Section 2.3.

2.3. The Private Set Intersection Problem and Its Possible Solutions

Reference [14] is one of the first papers to address the concept of PSI. That paper aims
to solve the authentication problem of two distrusting parties through an impartial third
party. [15] proposed a PSI protocol that does not require an impartial third party. It mainly
uses asymmetric cryptography mechanisms, supplemented by hash functions, so that
group members can know the intersection with other members. The protocol’s key idea
is to protect members’ privacy through signature and verification mechanisms. However,
this method faces a trade-off between information leakage and ease of use, and insiders
can also spoof this protocol. Then, [16] proposed a protocol based on Oblivious Polynomial
Evaluation; the primary polynomial can be expressed in the following formula:

P (y) = (y− x1)(y− x2 ) . . . (y− xn) (2)

https://www.youtube.com/watch?v=487AjvFW1lk
https://www.youtube.com/watch?v=487AjvFW1lk
https://youtu.be/b24WJyS0dmg
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where y ∈ Y, xi ∈ X, and i = 1, . . . , n. From Equation (2), if y is included in the set X, the
result after evaluating the polynomial will be 0, and otherwise, if it is not. Notice that we
can apply the above polynomial to transform the PSI problem into an HE realizable form.

Different from the conventional polynomial-based solution, [17] proposed the secure
Pseudorandom Function (PRF)-based solution for PSI, in which the security of PRF is
ensured by introducing an oblivious transfer (OT) protocol. Inspired by [17], many follow-
ups OT-based methods have been proposed to solve the PSI problem. For example, [18]
uses OT-extension optimization, which significantly improves the speed of Circuit-based
and Bloom-filter-based PSI. [19–21] also applied the OT method to find the optimal solution
for PSI. However, all the above OT-based methods have a common disadvantage: the
communication cost will be proportional to the sets of two parties. This condition does
not fit the requirement for our application landscapes (one set is large, and the other is
relatively small in size).

Reference [22] provided a HE-based PSI protocol. However, due to the time-consuming
calculation of HE, it is prone to calculation errors once the number of operations is extensive.
Hence, it took work to develop a practical PSI system with HE in the past. However, [22] did
improve the computational and communication complexity of the HE-based PSI problem
by combining many optimization methods so that it might be feasible to cope with an
immense amount of computation and speed up the execution time. Reference [23] extends
the work on [22] to deal with the Labeled PSI problem. Suppose a client wants to initiate
a Labeled PSI request to a server. The Labeled PSI can be interpreted as each element
in the set of servers having a corresponding label in the database, allowing the client to
obtain the labels of the intersection elements. A simple illustrative example is as follows:
Suppose there are three pieces of data on the Server, namely D1, D2, and D3, the labels
corresponding to these three pieces of data are L6, L11, and L18, respectively, denoted as
X = {(Di, Li)} = {(D1, L6), (D2, L11), (D3, L18)}. Suppose a client has two pieces of data, D2
and D5, denoted as Y = {Di} = {D2, D5}. Then, when the client initiates a PSI request to
the Server, the answer will be {D2} (because the intersection element of the two sets is D2).
When the client initiates a Labeled PSI request to the Server, the answer will be {(D2, L11)}
(because the intersection element of the two sets is D2, the corresponding label is L11).

Both [22] and [23] provide HE-based PSI solutions, and they meet the needs of our
system to suppress the adverse effects brought by the man-in-the-middle attack. Moreover,
both works have conducted optimization processes to deal with the case that |X| >> |Y|,
which aligns with our application landscape’s assumptions. Since [22,23] build up the
backbone of our system architecture, we will explain how [22,23] solves the PSI and the
labeled PSI with HE-related approaches in the next Section.

3. Retrieving Private Data with Optimization Processes on Homomorphic
Encryption Schemes

For convenience, in the following, we treat EMRSs of other hospitals as the Server side
and the administrator of the EMRS of Hospital HA who initiates the request as the Client
side. Moreover, we denote the Servers as X and the Clients as Y.

3.1. Transform the PSI Problem into a HE-Operatable Form

Reference [22] converts the PSI problem into the following polynomial form to meet
the types of operable operations (addition and multiplication) supported by HE and asks
the Server to calculate it on the encryption domain:

Fx(y) = (y− x1)(y− x2) . . .
(

y− x|x|
)
=

{
0, y ∈ X
else, y /∈ X

, (3)

where y ∈ Y is an element on the Client side, and xi ∈ X is an element on the Server side.
If the result of Fx(y) is 0, it indicates that y is also one of the elements on the server side
(i.e., there is an intersection between X and Y). If the result is not 0, y does not belong to
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the Intersection Set. It is worth noting that for the Server when calculating Fx(y), xi is the
plaintext form, while y is in the ciphertext form transmitted by the Client after conducting
the HE operations.

However, when the result of Fx(y) is not 0, the Client could infer the elements on the
Server by initiating multiple PSI requests to the Server, resulting in indirect leakage of the
elements on the Server. To eliminate the concerns about leaking elements on the Server,
multiplying the above polynomial by a random number r is an ingenious way, that is:

Fx(y; r) = (y− x1)(y− x2) . . .
(

y− x|x|
)

r =

{
0, y ∈ X
random, y /∈ X

, (4)

This simple operation can ensure that the Client cannot speculate the data on the
Server. We can now learn whether the two sets have an intersection through the evaluation
of Fx (y; r) on Y by the similar expounds associated with Fx(y). That is, we regard the Fx(y; r)
the Client requests the Server to evaluate the encryption domain as a PSI-checking request.
Next, if there is an intersection between X and Y, we hope to obtain the corresponding
labels of the intersected elements. As suggested in [23], a new polynomial Hx(y) could be
created based on Fx(y; r) to fulfill this requirement. That is

Hx(y) = Fx(y; r) + Gx(y), (5)

In Equation (5), Fx(y; r) is used to determine whether there is an intersection, and Gx(y)
is a curve-fitting polynomial passing through a sequence of given data points which is used
to retrieve the corresponding labels of the intersected elements. Taking the two-dimensional
space as an example, given the coordinates of k points, we can use the well-known Lagrange
Interpolation Formula to find the polynomial that passes through all the given k points
on the plane. Therefore, we can transform the server’s database into the coordinate and
retrieve the corresponding data label by polynomial interpolation. Suppose there are three
data on the server, say 1, 2, and 3, and the corresponding labels are 6, 11, and 18. Then, we
can regard the data and the corresponding labels as three points (1, 6), (2, 11), (3, 18) in the
two-dimensional space. Then, through the polynomial-based curve-fitting, we can find
the desired polynomial. Taking the Lagrange interpolation as an example, Gx(y) can be
written as:

Gx(y) = 6 (y−x2)(y−x3)
(x1−x2)(x1−x3)

+ 11 (y−x1)(y−x3)
(x2−x1)(x2−x3)

+ 18 (y−x1)(y−x2)
(x3−x1)(x3−x2)

= 6 (y−2)(y−3)
(1−2)(1−3) + 11 (y−1)(y−3)

(2−1)(2−3) + 18 (y−1)(y−2)
(3−1)(3−2) = y2 + 2y + 3

(6)

It can be easily checked that Gx(y) generated above does satisfy Gx(1) = 6, Gx(2) = 11,
Gx(3) = 18.

So far, we can use Hx(y) to complete Task 1 (by Fx(y; r)) and Task 2 (by Gx(y)) men-
tioned at the end of Section 2.2. Moreover, we can regard the Server’s evaluation of Hx(y)
based on the request sent from the Client in the homomorphic encryption domain as a
labeled PSI, which retrieves the corresponding labels of the intersected data on both sides
of the databases without leaking any sensitive information.

Let us focus on the situation of the pre-described symptom retrieval system. Suppose
that the administrator of the EMRS has a set of patient ID numbers Y = {A123456789,
X298659978, Z297466383, and so on}, and another hospital, say Hospital HA, has the
patient ID numbers and the associated symptoms set X = {(A123456789, hypertension),
(T203584780, heart disease, diabetes), (B119641539, asthma), and so on}. The administrator
of the EMRS initiates a labeled PSI request to the hospital HA to retrieve the patient’s
symptoms, ensuring that the remaining patient information stored in the hospital HA’s
database will not be known to the requester. Moreover, the administrator of hospital HA’s
EMRS cannot know which patients’ symptoms are being retrieved. Nonetheless, there are
still some issues to be resolved.
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In HE schemes, there is noise associated with each ciphertext, and sequence operations
on the ciphertext will increase the noise progressively. The nature of HE has the operation
(whether it is addition or multiplication) on a ciphertext always be a ciphertext. Therefore,
we can regard Fx(y; r) as multiplication operations among the server’s ciphertexts. Further
note, that when the noise is too loud, the ciphertext cannot be decrypted correctly. Adding
ciphertext and ciphertext, multiplying ciphertext and plaintext, and adding ciphertext and
plaintext will not enlarge the noise too much. However, if two ciphertexts are multiplied,
the noise will be amplified quickly. Notice that the larger the noise is, the slower the
calculation of the ciphertext will be. Therefore, we must resolve these issues; otherwise,
when the number of Fx(y; r) reaches an application-dependent threshold, say more than
10 million items, it will be difficult for the Server to calculate the polynomial correctly
within a short period. Therefore, we must optimize the server’s polynomial calculation
in the HE domain. The following Section briefly introduces the optimization methods
proposed in [22].

Before applying any optimization process, we summarize the above-mentioned labeled
PSI protocol between the Client and the Server as follows:

• Step 1: The Client encrypts each element in Y with the homomorphic public key and
transmits each encrypted element to the Server one by one.

• Step 2: The server samples two random numbers, r and r′, for each received ciphertext
y and calculates Fx (y; r) and Hx(y) = Fx(y; r′) + Gx(y) in the HE domain.

• Step 3: The Server returns the calculated result of Fx(y; r) and Hx(y) corresponding to
each received ciphertext y to the Client.

• Step 4: The Client decrypts the received results of Fx(y; r) and Hx(y) with the HE
decryption key. If the decrypted result of Fx(y; r) is 0, y is at the intersection of X
and Y, and then refer to the decrypted result of Hx(y) as the label associated with
y. On the contrary, if the decrypted result of Fx(y; r) is not 0, it means that y is not
at the intersection of X and Y, so the result of Hx(y) cannot be referred to as the
corresponding label.

The complexity of the above-mentioned labeled PSI protocol before applying any
optimization process is shown in Table 2.

Table 2. The Complexity of the non-optimized labeled PSI protocol.

Number of Ciphertexts that the Client
Needs to Send to the Server

Number of Ciphertexts that the Server
Needs to Send Back to the Client

Multiplication Depth of Applying
the HE Scheme

|Y| 1 |Y| log(|X|) 2

1 The number of elements in the Client set. 2 The number of elements in the Server set.

For the convenience of explanation, the following complexity analysis of optimized
Labeled PSI will take the complexity of its non-optimized version as a benchmark. Starting
from Section 3.2, we will briefly explain each optimization method proposed in [22,23]. The
prerequisite is that the Server and the Client share the following public information:

• |X|: The number of elements in the Server set
• |Y|: The number of elements in the Client set
• H: a secure Hash function
• h: The number of involved hash functions
• The bit length of an element in the data set (e.g., 8 bits, 16 bits, or 32 bits).

3.2. The Batching Process

Reference [24] proposed a technique for data batching in the HE domain. Batching
is a skill to encrypt multiple pieces of data into one ciphertext at a time so that multiple
pieces of data can be simultaneously processed on the encryption domain. In terms of
architectural language, those pieces can be operated in the Single Instruction Multiple
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Data (SIMD) modes. If n pieces of data are encrypted into one ciphertext at a time, the
complexity after optimization through batch processing is listed in Table 3.

Table 3. The Complexity of the Labeled PSI Protocol after Applying the Batch-based Optimization.

Number of Ciphertexts that the Client
Needs to Send to the Server

Number of Ciphertexts that the Server
Needs to Send Back to the Client

Multiplication Depth of Applying
the HE Scheme

|Y|/n |Y|/n log(|X|)

3.3. The Combined Process of Cuckoo Hashing, Multi-Hashing, and Permutation-Based Hashing

Theoretically, with hashing, the time complexity of data access can be reduced to O (1);
however, the hash collision problem should first be tackled using hashing. When a hash
collision occurs frequently, the time complexity of accessing the hash table will increase,
and in the worst case, it may degrade the measure to O (n). This problem has been solved
using Cuckoo hashing [25], a hashing algorithm that significantly reduces the probability
of hash collision. The trick is to use h (h > 1) hash functions to improve the usage rate of
the Hash-Table (where h hash functions will make each data corresponding to h different
hashing addresses), and the data access time of O (1) can be guaranteed. Therefore, with
both the Client and Server doing cuckoo hashing, the bucket-wise comparison between the
Client and the Server can produce the correct intersection. Among them, the Client’s Hash
Table has m (>|Y|) buckets, and each bucket has one slot, while the Server’s Hash Table
has m (>|Y|) buckets, and each bucket has s slots.

First, let the Client and the Server agree on the value of h and which hash functions
H1, H2, . . . , Hh to use, then both the Client and the Server insert their data into the Hash
Tables by using the Cuckoo hashing. Then, when the Client sends y to the Server to confirm
an intersection, we expect the Server also to check whether there is a y in the corresponding
bucket through Cuckoo hashing within O (1) time complexity. However, the Server cannot
know which Hash function was used to insert the elements in each bucket of the Client’s
Hash Table, so we need the Server to do multi-hashing.

Multi-hashing means the Server must insert data into the buckets at the hashing
addresses according to the outputs of all hash functions. In this way, no matter which
hash function the Client uses to insert the data during Cuckoo hashing; the Server can
always find the data in the bucket at the hashing address corresponding to one of the hash
functions. After the Server completes multi-hashing, the data may be gathered in the earlier
slots of each bucket if no processing is performed. In order to avoid data being located in
specific slots and indirectly leaking the Hash Table information on the Server, all the slots
in each bucket should be shuffled after all data was inserted into the Hash Table.

The permutation-based hashing proposed by [26] is a hashing technique that reduces
the data bit length that needs to be stored on the Hash Table by encoding a part of the data
in the bucket’s index. It can be used to cope with the problem that the bit number of the
data is too high and reduce the memory required to store the data. Suppose the bucket size
of the Hash Table is m (here we assume that m is a power of 2, interested readers can learn
how to generalize to other sizes from [26]), and split the bit representation of the data x into
xL and xR, where |xR| = log (m). Moreover, we denote the hashing address as Location
(x) = f (xL) ⊕ xR, where the actual Hash Table data is represented by |xL| bits and f is a
random function whose range is in [0, m). Compared with the original approach, only |xL|
bits are needed to store the entire x; that is, permutation-based hashing saves log (m) bits.

Combined with the permutation-based hashing and the Cuckoo hashing, we can
denote the data hashed with the i-th hash function and its new hashing address as <xL,
i> and Locationi (x) = Hi (xL) ⊕ xR, respectively. This approach reduces the size of each
data by (log (m) −
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denotes the ceiling function. Assuming that the
bucket size of the Hash Table is m, and there are s slots in each bucket, the complexity of
the Labeled PSI Protocol after applying all the hashing processes mentioned above is listed
in Table 4.
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Table 4. The Complexity of the Labeled PSI Protocol after Applying All Hashing-based Optimization
(with s slots in each bucket).

Number of Ciphertexts that the Client
Needs to Send to the Server

Number of Ciphertexts that the Server
Needs to Send Back to the Client

Multiplication Depth of Applying
the HE Scheme

m m log(s)

3.4. The Windowing Process

In HE operations, the addition and multiplication results between a ciphertext and
a plaintext will be in the ciphertext domain. If the depth of multiplication between two
ciphertexts is too high, it is easy to cause errors in the obtained results. Therefore, if the
Server directly performs the item-by-item operation on Fx(y; r), it is equivalent to doing
|X| times of inter-ciphertext multiplications. When |X| is a large number (e.g., |X| > 220),
the Server is prone to miscalculate the result.

Assuming that the Client wants to retrieve the labels corresponding to y on the Server,
an optimization method to reduce the multiplication depth is to let the Client send the
ciphertexts (y1) encrypted, (y2) encrypted, (y3) encrypted, . . . , (y|x|) encrypted to a Server. Next,
the Server can expand Fx (y; r) into Fx (y; r) = Σai yi, where 0 ≤ i ≤ |X| and ai is the
coefficient of the corresponding term of y raised to the power of i. From the Server’s
perspective, ai is a plaintext, and yi is a ciphertext sent by the Client, so the Server only
needs to multiply the plaintext and the ciphertext for each item and adds these items up
to obtain the answer. The communication cost after this optimization is O (|Y||X|), and
the multiplication depth of HE reduces to O (1). Although the multiplication depth of the
Server becomes O (1), the Client must send the ciphertext’s power of one to power of |X|
to the Server for each y, which will increase the communication cost of the Client by |X|
times. In our case, |Y| is much smaller than |X|, so this approach causes too much burden
for the Client.

Instead of having the Client send the ciphertext y (from the power of one to the
power of |X|) to the Server, the above-mentioned communication cost can be mitigated
by having the Client only send the y i·2ˆ(j`) to the Server, where ` is the window size,
for all 1 ≤ i ≤ 2`− 1 and 0 ≤ j ≤
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3.5. The Partitioning Process

Since the data stored on the Server have no dependencies with each other, the Server
can split the dataset X into α independent parts. We can then conduct the labeled PSI
once for each part and send the result of each PSI operation back to the Client so that the
Client will receive α split-PSI operation results. There is an intersection if any split-PSI
operation result is 0 and vice versa. After applying the Partitioning-based optimization,
the complexity of the labeled-PSI protocol is given in Table 6.
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Table 6. The Complexity of the Labeled PSI Protocol after Applying the Partitioning-based optimiza-
tion Process.

Number of Ciphertexts that the Client
Needs to Send to the Server

Number of Ciphertexts that the Server
Needs to Send Back to the Client

Multiplication Depth of Applying
the HE Scheme

|Y| α |Y| log (|X|/α)

Although the HE-related multiplication depth is indeed improved after applying the
partitioning process, the communication cost of the Server to the Client has also increased by
α times. In our case, |Y| is a small value; we can still alleviate the increased communication
cost due to partitioning. For this, we can use the following modulus switching technique.

3.6. The Modulus Switching Process

When performing homomorphic encryption operations, we will use a set of encryption
parameters to encrypt the data, one of which is the modulus q which defines the algebraic
structure of the ciphertext. In general, q is a product of multiple prime numbers, which
determines the ciphertext noise tolerance for correct decryption. The larger the q value,
the greater the noise tolerance, which means that more operations can be performed on
the ciphertext, and the size of the ciphertext would be more extensive. When the noise
tolerance of the ciphertext is less than or equal to 0, subsequent operations are prone to
produce erroneous results. Therefore, at the beginning of encryption, we should choose a
larger q to make the ciphertext capable of performing more operations and producing the
correct result. When it is determined that the ciphertext will not be subjected to subsequent
operations, the q value of the ciphertext can be switched to a smaller q′, thereby reducing
the size of the ciphertext and the transmission cost. In addition, replacing q with q′ will
not affect the correctness of the decrypted ciphertext. The above statement’s correctness
is because the ciphertext size is proportional to log (q). Optimizing this step will reduce
the ciphertext size by log (q)/log (q′) times. Similarly, Table 7 depicts the complexity of the
Labeled-PSI after applying the Modulus Switching Process.

Table 7. The Complexity of the Labeled PSI Protocol after Applying the Modulus Switching Process.

Number of Ciphertexts that the Client
Needs to Send to the Server

Number of Ciphertexts that the Server
Needs to Send Back to the Client

Multiplication Depth of Applying
the HE Scheme

|Y| |Y| 1 log(|X|)
1 The size of the ciphertext will be reduced by log (q)/log (q′) times.

4. The Enhanced Labeled-PSI System and the Full Protocol

This Section presents an improved version of the pre-described Labeled-PSI System
in which the system’s security level has been enhanced by combining Digital Signature
and Homomorphic Encryption Schemes. Figure 2 illustrates the full protocol of Enhanced
Labeled-PSI from a high-level perspective. A more in-depth sequence diagram is attached
as supplementary material to ease the procedure-checking addressed later and for readers
interested in an in-depth sequence diagram. The chart is big in size because it presents the
global view and the detailed interactions among all modules of our system. The specific
precautions and procedures can be understood as follows:

• Step 1: The administrator of the EMRS randomly generates a pair of new public-key
and private-key, respectively denoted as pkauth and skauth, every day to allow other
hospitals to do authentication tasks. In addition, the administrator of the EMRS also
needs to generate a pair of new public-key and private-key, respectively denoted as
pkhomo and skhomo, for encrypting and decrypting the data into/from the homomor-
phic domain.

• Step 2: The administrator of the EMRS broadcasts the randomly generated authen-
tication public key, pkauth, to other hospitals through a secure channel so that other
hospitals can record that key in their databases.
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• Step 3: The administrator of the EMRS needs to obtain the required parameters from
other hospitals that need to participate in labeled PSI, such as the partitioning size of
server data.

• Step 4: When initiating a request for symptom retrieval from other hospitals, the
administrator of the EMRS needs to encrypt the patient’s ID number with a homo-
morphic public key (cf. pkhomo) into ciphertexts (denoted as IDencrypted). In order
to prevent insider attacks, the administrator uses skauth to sign pkhomo, (denoted as
skauth (pkhomo)). The administrator of the EMRS can then initiate a labeled PSI request
to other hospitals. The administrator needs to transmit IDencrypted and skauth (pkhomo)
to other hospitals.

• Step 5: When other hospitals receive skauth (pkhomo), they can try to decrypt it with
the stored authentication public key (i.e., pkauth) in their databases. If the decryption
is successful, that is pkauth (skauth (pkhomo)) = pkhomo; it means the authentication is
successful. Under this condition, other hospitals can accept the labeled PSI request
initiated by the Hospital HA’s EMRS administrator and safely use this authenticated
pkhomo to retrieve symptoms from their EMRS in the HE domain. Otherwise, the
authentication process will fail if an insider wants to use the pk’homo created by himself
to initiate a request to retrieve symptoms from other hospitals. In this case, other
hospitals can ignore such labeled PSI requests, indirectly preventing insiders from
launching denial-of-service attacks.

• Step 6: The administrator of the EMRS can then perform decryption with skhomo after
obtaining the evaluated result from the server. All hospitals should clear their stored
public key for authentication in the database at the end of each day to prevent replay
attacks. In other words, pkauth should be highly timing-sensitive.
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5. Feasibility Analyses and Simulation Results

To justify the feasibility and applicability of our optimized labeled-PSI protocol, we
have conducted a series of experiments associated with different polynomial degrees, the
Client’s dataset size, and the Server’s dataset size. Our experimental settings are as follows:

• Hardware Setup: Asus X550JX 8-core CPU (i7-4720HQ) (CPU clock frequency is fixed
at 3.6 GHz)

• Memory: 8 GB
• Operating System: Ubuntu 18.04.5 LTS
• Homomorphic Encryption Framework: SEAL (BFV Scheme)
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• Multi-threading Framework: OpenMP

Tables 8 and 9, respectively, report our protocol’s Single-thread and Multi-thread
runtime timing performances associated with testing parameters that are practical for
regular-sized hospitals in Taiwan.

Table 8. The execution time associated with various testing parameters under the Single-thread
computation mode.

Polynomial Degree Client Data Size Server Data Size Runtime Results (Seconds)

16,384 100 216 8.12
16,384 1000 216 8.48
16,384 10,000 216 8.50
16,384 100 220 47.79
16,384 1000 220 47.92
16,384 10,000 220 47.93

Table 9. The execution time associated with various testing parameters under the multi-thread
computation mode.

Polynomial Degree Client Data Size Server Data Size Runtime Results (Seconds)

16,384 100 216 3.41
16,384 1000 216 3.38
16,384 10,000 216 3.39
16,384 100 220 16.62
16,384 1000 220 16.55
16,384 10,000 220 16.67

In Table 8, it is observed that when the size of the Server’s dataset is fixed, the size of
the Client’s dataset has little effect on the protocol’s execution time. This preferable property
came from our insertion of a hash table into the Client’s dataset during optimization and
did operations in batching mode. Although the Client’s dataset size is only 100, 1000, or
10,000, those remaining empty slots in the Hash Table will still be used by the Server as the
Server is unaware of which slot is empty. In addition, since the HE scheme cannot support
branching, there is no similar program logic in our protocol, such as if (empty slot), then skip.

Table 9 shows a similar experimental result to Table 8 under the multi-thread execution
mode. There are 8 CPU cores in our testing machine, which means up to 8 times acceleration
can be expected in an ideal case. However, only some of the entire program can be parallelly
executed as there are dependencies and costs for thread creation, lock acquisition, and
aggregation. Nevertheless, we can still see that the overall performance improved after
involving multi-threading.

To further prove the feasibility of our protocol, we enlarge the Server’s dataset size to
224, which is the limitation of our testing hardware settings. We demonstrate the runtime
timing performance in Table 10.

Table 10. The execution time associated with various testing parameters under the Multi-thread
computation mode and large Server dataset.

Polynomial Degree Client Data Size Server Data Size Runtime Results (Seconds)

16,384 100 221 90.51
16,384 100 222 107.52
16,384 100 223 127.66
16,384 100 224 139.77

In the above tables, Client data size = 100 means sending 100 data to the server. The
polynomial degree decides the maximum number of client data sent to the server. For
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example, polynomial degree = 16,384 means the number of client data that can be sent to the
server < 16,384. 8192 and 16,384 are the mostly used degree for homomorphic encryption.
The larger the degree, the longer the calculation time. Kindly remember that this article
intends to handle the case where the client set size is much smaller than the server. So, in
the Tables, we have reported the results associated with client data is 10,000, which should
be sufficient for a hospital. Hospital administrators are encouraged to request multiple
protocol runs if there is a case where more than 10,000 data is required.

6. Conclusions

Our proposed system can retrieve private data between hospitals through digital
signature and HE schemes and prevent insider and man-in-the-middle attacks. In addition,
the adopted optimization processes in our system proved the feasibility of private data
retrieval using HE schemes while achieving a considerable speedup in execution time.
Furthermore, we use the BFV HE scheme [27] in our implementation to encode the data
as integers to ensure the correctness of operations. As one of the anonymized reviewers
pointed out, our proposed system can apply not only to the case of Hospitals but also to
Banks, Department Stores, Research Institutes, and so force. Our proposed protocol aims
to preserve users’ privacy meanwhile allows for secure data transmission. Based on this,
we analyze many situations in practical usage, such as that the client set size is usually
much smaller than the server data size and the flexibility of use of BFV homomorphic
implementation to ensure 100% data security.

In other words, if the data can be encoded or indexed as integers, detailed information
about the symptoms can be accessed, such as diabetes and hypertension indexes. This
consideration can be extended to other scenarios, such as the interactions between insurance
companies and hospitals. According to our experiments, even if the Server’s dataset
size becomes huge, our protocol can complete one PSI task within 2.33 min with multi-
threading execution (eight threads in our setup). In practice, the frequency of secure patient
data exchanges among hospitals’ EMRSs is limited daily due to various administration
considerations. In other words, with the proposed protocol, each hospital can do secure
patient data exchanges with other hospitals approximately 600 times a day. In more
precious, let us take the longest execution time in our experiments into account (where
polynomial degree = 16,384, client data size = 100, server data size = 224, and the time spent
is 139.77 s). Then, considering we have 86,400 s per day, it takes 139.77 s for our proposed
protocol. So, 86,400/139.77 ≈ 621.58. That is the reason why we state that the hospital can
perform 600 such operations per day.

In the future, we will look for more possibilities to accelerate our protocol from the
hardware perspective and analyze more on memory usage optimization. Most recently,
Aner Ben Efraim, Olga Nissenbaum, Eran Omri, and Anat Paskin-Cherniavsky presented
a non-homomorphic encryption-based protocol, PSImple [28], to solve the Multiparty
Maliciously-Secure Private Set Intersection Problem. Instead of using homomorphic en-
cryption schemes, the construction of PSImple is based on oblivious transfer and garbled
Bloom filters. To demonstrate the practicality of PSImple, the authors implemented their
protocol and ran experiments with up to 32 parties and 220 inputs. Experimental results
showed that PSImple is competitive even with the state-of-the-art concretely efficient semi-
honest multiparty PSI protocols. Inspired by [28], how to extend our protocol to a malicious
threat model and integrate our protocol with non-homomorphic-based approaches, such
as PSImple, to further enhance the values of PSI in practical applications are listed at the
top of our future research list.
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