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Abstract: Brain storm optimization (BSO) and particle swarm optimization (PSO) are two popular
nature-inspired optimization algorithms, with BSO being the more recently developed one. It has been
observed that BSO has an advantage over PSO regarding exploration with a random initialization,
while PSO is more capable at local exploitation if given a predetermined initialization. The two
algorithms have also been examined as a hybrid. In this work, the BSO algorithm was hybridized
with the chaotic accelerated particle swarm optimization (CAPSO) algorithm in order to investigate
how such an approach could serve as an improvement to the stand-alone algorithms. CAPSO is an
advantageous variant of APSO, an accelerated, exploitative and minimalistic PSO algorithm. We
initialized CAPSO with BSO in order to study the potential benefits from BSO’s initial exploration as
well as CAPSO’s exploitation and speed. Seven benchmarking functions were used to compare the
algorithms’ behavior. The chosen functions included both unimodal and multimodal benchmarking
functions of various complexities and sizes of search areas. The functions were tested for different
numbers of dimensions. The results showed that a properly tuned BSO–CAPSO hybrid could be
significantly more beneficial over stand-alone BSO, especially with respect to computational time,
while it heavily outperformed stand-alone CAPSO in the vast majority of cases.

Keywords: nature-inspired optimization; evolutionary optimization; particle swarm optimization; brain
storm optimization; chaotic accelerated particle swarm optimization; chaotic maps; hybridization;
metaheuristic

1. Introduction

The constantly evolving families of evolutionary computation, swarm intelligence,
metaheuristic and nature-inspired optimization algorithms have penetrated into various
interdisciplinary scientific domains. Their applications to several optimization problems
have offered a plethora of results and conclusions [1]. Recent studies have indicated that
these optimization algorithms are here to stay since associated methodologies emerge
rapidly. Interesting discourse and debate regarding the classification of metaheuristic and
original nature-inspired algorithms have also been examined [2]. Thus, the need to evolve
both the algorithms themselves as well as our own knowledge of them has arisen [3,4].

Regarding the improvement of existing metaheuristics/nature-inspired algorithms
and their better utilization, one well-established approach is hybridization. We refer to
hybrid algorithms as a combination or augmentation of two or more algorithms (and/or
heuristics and metaheuristics) in order for them to work together to find the solution of
a problem more effectively. This synergy can be achieved in many fashions: algorithms
can work in parallel, compete or cooperate, switch places once or multiple times, or
augment each other by sharing techniques and knowledge. A hybrid method can be
more competitive or cooperative in nature, this depends on the hybridization scheme
and the algorithms chosen. In evolutionary optimization, hybridization seems to be very
popular and successful since it allows the utilization of advantages of more than one
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algorithms, while also combating some of their disadvantages. Many well-established
nature-inspired algorithms have been incorporated into hybrids with other algorithms or
techniques, resulting in many effective approaches which can also be utilized for diverse
applications [5–9].

Brain storm optimization (BSO) is a relatively new nature-inspired evolutionary al-
gorithm, which was originally introduced by Shi in [10]. BSO is considered a promising
optimization method with several variants [11–13] and applications, e.g., in electromagnetic
engineering [14]. BSO models the social behavior of brainstorming amongst a group of
people with different characteristics and backgrounds. The goal of BSO is to consistently
invent and improve ideas as solutions of a problem. On the other hand, particle swarm
optimization (PSO) is an immensely popular nature-inspired optimization algorithm that ef-
ficiently models the behavior of a flock of birds in search of food. The group cooperates and
shares some knowledge and alignment. Since its introduction and refinement by Kennedy,
Eberhart and Shi in [15,16], PSO has been used in a multitude of optimization problems and
proven to be a robust and relatively simple method. There exist several PSO variants that
expand on the algorithm’s topologies, cooperation behaviors, problem domains, stochastic
behaviors and more. The chaotic accelerated PSO (CAPSO) algorithm is such a variant [17],
which utilizes chaotic maps, and has been successfully applied to different optimization
problems, e.g., [18–20]. It constitutes an improvement of accelerated PSO (APSO), serving
as a more exploitative and simplified PSO algorithm [21,22]. It is worth noting that both
BSO (e.g., [23–27]) and PSO (e.g., [27–32]) are popular hybridization candidates.

For evolutionary global optimization algorithms, the importance of the exploration and
exploitation phases is tremendous. Exploration ensures that the algorithm reaches different
promising areas of the search space. Additionally, exploration serves the algorithm as a
means to escape getting trapped into a local optimum. Exploitation allows the algorithm to
effectively search a given promising area around a current solution. It is more comparable to
local search behavior. The right balance between exploration and exploitation is necessary,
but it is difficult to perfect. The most common approach is to encourage exploration during
the initial iterations of the optimization process and exploitation during the later ones. This
balance, also referred to as the exploration–exploitation trade-off, is one of the main points
of focus when such a metaheuristic is fine tuned with respect to its own parameters.

BSO has demonstrated better speed in its global exploration for a random initialization
compared to PSO, with the latter, however, being more competent at local exploitation
when given a predefined initialization [33]. BSO utilizes a clustering process that is im-
pactful and necessary for the algorithm’s update scheme, but, unfortunately, it can be
computationally heavy. Considering the above facts, in this work, we hybridized BSO
with CAPSO, which is computationally lighter than BSO and more simplistic than PSO.
Our main aim was to create a hybrid that served as a possible improvement compared
to BSO. The developed BSO–CAPSO hybrid initially ran as BSO, then it continued the
optimization process as CAPSO. The two algorithms were used as simple building blocks,
facilitating their development and application. Similarly, recent approaches can be found
in [34,35], where PSO is hybridized with strategies/algorithms considering exploration
and exploitation characteristics and benefits.

BSO–CAPSO was tested on seven benchmark functions of various characteristics for
different numbers of dimensions. Results showed advantageous behavior when compared
to stand-alone BSO and CAPSO. Particularly, the results provided demonstrated that the
BSO–CAPSO hybrid achieved the following:

1. It severely outperformed CAPSO for most types of optimization benchmarks that
were tested.

2. It was more effective when optimizing unimodal functions compared to BSO.
3. It showed advantageous behavior in multimodal problems with various degrees of

success compared to BSO.
4. It was noticeably computationally lighter than BSO, to around one third of its compu-

tation time.
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5. It led to high-quality local search areas within a short amount of iterations.

Thus, the BSO–CAPSO hybrid could be successfully used to explore areas of com-
plex optimization problems efficiently and provide useful solutions or local search areas.
It could improve both of the stand-alone algorithms, while its application was not of
greater complexity.

The rest of the paper is outlined as follows. In Section 2, the theoretical bases of
stand-alone BSO and CAPSO are presented in detail. In Section 3, we present the BSO–
CAPSO hybrid as a concept; its parameters and hybridization method are demonstrated
and explained. In Section 4, we expand on the experimental parameters and conditions
while the benchmarking functions are also provided in detail. Information regarding the
hybrid’s parameter tuning is provided alongside a detailed presentation of the parameters
used for our set of experiments. In Section 5, the results for all the experiments are provided.
The BSO–CAPSO hybrid is compared to the stand-alone BSO and CAPSO algorithms for
all the benchmarking functions and for different numbers of dimensions. Computation
time is also accounted for. The results are accompanied by several convergence diagrams to
visualize the differences of the algorithms’ behaviors and efficiency. Finally, in Section 6, the
observations regarding the results provided are organized and presented, and the benefits
of the BSO–CAPSO hybrid are discussed. Additionally, further discussions regarding the
applications of the proposed hybrid algorithm and future experimentation are included.

2. Background
2.1. Brain Storm Optimization (BSO)

BSO is inspired by the brainstorming process observed in groups of humans, which
is generally characterized by a plethora of behaviors and mental processes. During brain-
storming, a heterogeneous group of people tries to find solutions to a given problem. The
group has the ability to generate new ideas, exchange information, inspire each other, form
subgroups and constantly improve the candidate solution(s) formed within the group.

The algorithm modeling such a behavior was introduced by Shi in [10]. Precisely, a
group of N people gathers to facilitate solutions to a difficult problem. Through the various
interactions and dynamics, new ideas are generated with respect to Osborn’s four original
laws of the brainstorming process [36]:

1. Suspend judgement: No idea can be denoted as good or bad. Judging too early is also
advised against. The judgement of ideas is reserved for the end of the brainstorm-
ing process.

2. Anything goes: Any generated idea holds potential value, so every idea is presented to
and shared with the group.

3. Cross-fertilize (piggyback): A plethora of ideas can come to life when an already exist-
ing idea is further explored and improved. Ideas themselves should be treated as
generators of new ideas.

4. Go for quantity: It is of great importance to generate a very large number of ideas.
Improved ideas come from other ideas, so quality depends on quantity for this concept
and it will naturally emerge in time.

2.2. The BSO Algoritm

The original BSO algorithm has received various modifications to improve its effec-
tiveness and adaptability to optimization problems. BSO, as it has been developed in this
work, is described in the following steps.

1. Population initialization: As is common for evolutionary stochastic optimization, N
points in a D-dimensional search space are randomly generated. In BSO, they are
referred to as ideas. The initialization formula for the ith idea is

xd
i = xd

min + rand()(xd
max − xd

min), (1)
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where d is one of the D dimensions and xd
max, xd

min are its maximum and minimum
boundaries, respectively. The function rand() returns a number between 0 and 1 via a
uniform distribution.

2. Idea clustering: The N ideas are clustered into m groups, depending on their po-
sitions in the search space. Various clustering methods have been applied to and
experimented with BSO. In this work, we used the k-means algorithm [10,37], which
is the most popular. The variant applied to k-means is k-means++.

3. Idea evaluation: Each idea’s fitness is evaluated with respect to the objective function,
f . The best idea in each one of the m clusters is denoted as the cluster center.

4. Cluster center disruption: This occasionally occurs to increase the population’s diver-
sity. Disruption is controlled by the probability prep. A random number is generated.
If this number is smaller than prep, one of the clusters is randomly selected and its
center is replaced by a newly generated idea according to Equation (1).

5. Idea population update: The most important step in evolutionary global optimization
algorithms is the update scheme. In BSO, a new idea can be generated from a chosen
one. The update formula, see [10], is

xd
new = xd

chosen + ξN (0, 1), (2)

where N (0, 1) is a Gaussian random value with mean 0 and variance 1. The original
BSO algorithm [10] used a logarithmic sigmoid function for ξ, while alternative
approaches were also developed [38–40]. In this work, see [14,33], ξ is calculated by

ξ(t) = κ rand() exp
(

1− T
T − t + 1

)
, (3)

where T is the maximum number of iterations, t is the current iteration and κ adapts
to the size of the search space as

κ = 0.25(xmax − xmin). (4)

The idea xchosen can be a single selected idea from one cluster or a combination of two
ideas from two clusters. This is similarly controlled by a probability, pgen.

(a) In one-cluster idea selection, a single cluster is selected. The probability of
choosing a cluster is proportional to its size. After the cluster is chosen, xchosen
is either its center or a randomly chosen idea in it. This is controlled by poneC.

(b) In two-cluster idea selection, two clusters are randomly chosen. The probability
of choosing each cluster is the same. Similarly to one-cluster selection, either
two centers or two random ideas are chosen. This is controlled by ptwoC. The
two selected ideas are combined as

xd
chosen = rand()xd

selected1 + (1− rand())xd
selected2. (5)

Then, xd
chosen is used to generate a new idea by means of Equation (2). The newly

generated idea is compared to the current idea, i. If it is evaluated as better, it replaces
the current idea. Namely, for minimization problems, we have

f (xnew) < f (xi) : xi = xnew, (6)

while for maximization problems we have

f (xnew) > f (xi) : xi = xnew. (7)

This iterative process takes place for all the individuals (ideas) in the population until
the entire population has been updated for the cases when Equations (6) or (7) apply.
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6. Termination criteria: Many termination criteria can be applied to BSO. One of the
most common ones, and the one used in this paper, is when the maximum number of
iterations T is reached. This mean that the population update process occurs T times.

Algorithm 1 contains simple pseudocode for the developed BSO.

Algorithm 1: BSO Algorithm

Set parameters;
Initialize the population with N randomly generated ideas;
Initialize iteration number, t;
while T is not reached do

Cluster N ideas into m clusters;
Evaluate ideas and find cluster centers;
if rand() < prep then

Disrupt the center of a randomly selected cluster;
end
for each idea i in the population: do

if rand() < pgen then
Select one cluster;
if rand() < poneC then

Select center idea;
else

Select random idea;
end

else
Select two clusters;
if rand() < ptwoC then

Select and combine centers;
else

Select and combine two random ideas;
end

end
Generate a new idea;
if the new idea is better than current idea i then

Update the current idea i as the new one;
end

end
Update t;

end

Clustering: k-Means Algorithm

In general, a clustering algorithm is presented with a set of objects (or data points)
and groups them into clusters, meaning groups, according to the similarities they share.
Clustering is a process met in many fields, such as data analysis, machine learning and
pattern recognition. BSO utilizes clustering in order to group similar ideas (solutions)
together. In BSO, ideas exist in the D-dimensional space of the optimization problem, thus
similarity is examined as the distance between them in that space.

The k-means algorithm is a clustering algorithm that groups objects according to their
Euclidean distance with respect to the space they belong in [41]. It forms groups around
centers (centroids), which are the same in number as the number of clusters needed, and
keeps refining them according to their distances from the iteratively updated centroids.
Basic pseudocode for the k-means clustering process is presented in Algorithm 2.

In the k-means++ variant of the algorithm [42], the process is exactly the same except
for the consideration of more refined sampling during the centroid initialization phase in
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order to speed up convergence. Particularly, it initializes the centroids to be adequately
distant from each other, leading to (probably) better results than random initialization.

Algorithm 2: k-means Algorithm

Set number of clusters, k;
Randomly initialize k random points in the same space as the data and denote
them as centroids;

Set termination criterion, T;
while T is not reached do

Assign all points to the nearest centroid based on Euclidean distance ;
Recalculate the cluster centroids of each cluster as the average value per
dimension;

end

It should be emphasized that the centroid of the k-means or k-means++ algorithm is
not related to the cluster center we referred to in the BSO algorithm. The centroid is not
necessarily a member of the population, it is a point in space that serves as a center and
a point of reference. On the other hand, the cluster center is defined after the clusters are
obtained as the solution with the fittest objective function evaluation.

2.3. Chaotic Accelerated Particle Swarm Optimization (CAPSO)

The original PSO algorithm [15,16] is inspired by the swarm intelligence observed in
the behavior of swarms of birds in search for food. Swarms of birds (and other species,
e.g., schools of fish) have the ability to cooperate instead of compete in order to find food
sources. The members of the swarm have the ability to maintain cohesion, alignment
and separation, while they also exhibit cognitive behaviors. They have memory for their
own past success during the exploration process, while they can also communicate useful
information to each other regarding food allocation.

Usually, in PSO algorithms, we do not refer to animals, but particles, meaning points
(vectors) in the D-dimensional solution space. Each particle, i, represents a member of
the swarm with position xi and velocity vi, both being vectors of RD. In the original
PSO algorithm, each particle takes into account both the global best position, g, and its
individual (local) best position, x∗i , when it updates its velocity, vi.

The updated velocity is then used to update the position xi. So, the update scheme of
PSO is performed in two steps.

The accelerated PSO (APSO) algorithm was proposed by Yang in 2008 [21,22]. Since
the individual best of PSO is mainly used for necessary diversity, in the APSO algorithm
this is instead simulated by randomness. Additionally, in APSO, each particle’s position
updates in a single step (contrasting the two steps of PSO) as follows:

xd
new,i = (1− β)xd

i + βgd + αN (0, 1), (8)

where β, commonly taken in [0.2, 0.7], is referred to as the attraction parameter for the
global best and α, multiplied by a probability distribution, offers useful randomness to the
updates. Here, a Gaussian random distribution is chosen. Moreover, it has been shown
that a decreasing α is beneficial for the algorithm since, in this manner, it controls the
exploration–exploitation trade-off more adequately during the iterative process. To this
end, a strictly-decreasing function, α(t), was chosen, with a commonly used one being

α(t) = γt, (9)

where γ ∈ (0, 1) is a control parameter and t refers to time (the current iteration). It is important
to fine-tune α(t) to the nature of the optimization problem and search area [17,21,22].



Algorithms 2023, 16, 208 7 of 20

The chaotic APSO (CAPSO) [17] is a variant of the APSO algorithm. In the CAPSO
algorithm, the same single-step routine with APSO is utilized (i.e., Equation (8)), but a
varying β is deemed beneficial for improved performance. This global attraction parameter
is updated through a chaotic map. In [17], many chaotic maps were tested, and the most
advantageous results stemmed from the sinusoidal and singer maps. Here, a simplified
sinusoidal map was chosen for β, particularly

βk+1 = sin(πβk), β0 = 0.7. (10)

Algorithm 3 contains simple pseudocode for CAPSO.

Algorithm 3: CAPSO Algorithm

Set parameters;
Initialize the population with N randomly generated particles;
Initialize iteration number, t;
while T is not reached do

Evaluate the particles of the population;
Find the global best, g∗, for the current iteration;
Update α through a decreasing function;
Update β through a chaotic map;
for each particle in N do

Update particle’s position;
end
Update t;

end

3. The BSO–CAPSO Hybrid Concept

The BSO–CAPSO hybrid approach is fairly simple. Since BSO has better initial explo-
ration compared to PSO [33], we can safely assume that this could be similar for CAPSO.
Additionally, if CAPSO is provided with a predetermined initialization (which is practically
a form of information exploitation), it could potentially converge to even better solutions
than PSO, since it favors acceleration and exploitation.

Thus, the proposed hybrid algorithm randomly initializes its population, and it first
runs as BSO for a fixed number of iterations. When this number of iterations is reached, it
continues the optimization process as CAPSO, taking the last BSO updated population as its
“initial” population, meaning that the CAPSO phase is active for the remaining iterations.
It is worth mentioning that CAPSO is easy to implement and less computationally heavy
than BSO, which uses clustering. Hence, the BSO–CAPSO hybrid is expected to demand
less computation time than stand-alone BSO.

Important parameters: We refer to the iteration during which the switch between algo-
rithms occurs as tswitch; this parameter depends on the optimization problem. The guideline
for selecting an advantageous tswitch is to approximately choose an iteration during which
BSO starts to favor exploration less and begins to favor exploitation more. This could be
observed in convergence diagrams or determined through some sampling procedure.

Furthermore, α(t) of the CAPSO phase is crucial since it affects a great part of CAPSO’s
exploration–exploitation behavior. CAPSO’s α(t) and BSO’s ξ(t) are, after all, the functions
that also represent the exploration–exploitation trade-off of their respective algorithms
and they need to be adequately synchronized for the hybrid. The CAPSO phase of the
BSO–CAPSO hybrid begins with α(tswitch). Since the initial exploration is carried out by
BSO, α(t) must be adjusted to the optimization problem in a way that when the switch
happens the value α(tswitch) is as follows:

1. Not too large (too much added diversity), meaning CAPSO would not take advantage
of BSO’s initial exploration.
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2. Not too small (too little added diversity), meaning CAPSO would greatly favor
exploitation too early and possibly become trapped in a local minimum and not be
able to escape.

As with stand-alone APSO/CAPSO, it is recommended to investigate and fine-tune
the decreasing function α(t) versus the optimization problem’s characteristics, as well
as tswitch.

Clustering management: It is also important to note that since BSO utilizes the k-means
(k-means++) algorithm, the results of the clustering process need to be appropriately
managed. If there is some converging behavior during the BSO process of the hybrid, there
is a possibility that the clustering algorithm returns with less clusters than the ones set as its
parameter. In the hybrid algorithm’s developed code, we implemented simple mechanisms
that always check the cluster number returned by the k-means algorithm and we adjusted
the probabilities of cluster/idea picking accordingly so that the algorithm never chooses an
empty cluster or nonexistent solution and, thus, fails.

Boundary enforcement: There exist many methods to ensure that candidate solutions
remain within the lower and upper boundaries of the available D-dimensional space;
indicatively, we refer to [43,44]. In this iteration of the hybrid BSO–CAPSO algorithm, the
technique we applied was absorbing walls. This technique is quite straightforward: if a
boundary is crossed, the value of the stray variable becomes the minimum (or maximum)
value allowed, depending on which boundary is crossed. For the ith idea/solution, if there
is boundary crossing in the dth dimension, the rule is enforced as follows (for the lower and
upper boundary, respectively):

xi
d < xmin

d : xi
d = xmin

d (11)

xi
d > xmax

d : xi
d = xmax

d (12)

A simple technique was chosen since the examined benchmark functions were all of a
different nature. In general, when an algorithm is applied to an open or complex problem,
it is preferable to choose boundary conditions that cooperate sufficiently with the problem’s
characteristics and constraints.

A flowchart diagram of the BSO–CAPSO hybrid algorithm is presented in Figure 1.
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Figure 1. Flowchart diagram of the BSO–CAPSO hybrid algorithm.

4. Considerations and Setup for the Numerical Experimentation

The BSO–CAPSO hybrid and stand-alone BSO/CAPSO algorithms were tested using
the same benchmark functions to showcase the advantages of the hybrid approach.

It is noted that in this work, the proposed hybrid was compared to its parental
algorithms; this is a fairly common practice, as can be seen in, e.g., [26,29,33], or similarly
when a developed variant is examined against the main algorithm and/or closely-related
variants [17,39,40,45].
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BSO and PSO are very popular algorithms and their advantages and disadvantages
are well documented. Moreover, CAPSO shares the same family tree with its main parental
algorithm, PSO. Additionally, for CAPSO it has been demonstrated that it serves as an
improvement to APSO and that it outperforms chaotic PSO (CPSO) [17]. Based on these
considerations, the BSO–CAPSO hybrid is specifically examined as an improved alternative
to the use of stand-alone BSO or CAPSO.

4.1. Benchmark Functions

Benchmark functions are typically used for testing optimization algorithms; Yang’s
proposed test functions are widely utilized [46], while a recently organized collection is
presented in [47]. In this work, we selected the functions fk presented in Table 1. Specifically,
functions f1, f2, f3 are unimodal, while functions f4, f5, f6, f7 are multimodal.

Table 1. Benchmark functions.

Function Formula Global Minimum Search Area

Sphere f1 =
D

∑
i=1

x2
i

f1(x∗) = 0,
x∗ = {0, . . . , 0} [−100, 100]D

Rosenbrock f2 =
D−1

∑
i=1

[100(xi+1 − x2
i )

2 + (1− xi)
2]

f2(x∗) = 0,
x∗ = {1, . . . , 1} [−10, 10]D

Schwefel 2.21 f3 = max
i=1,...,D

|xi|
f3(x∗) = 0,

x∗ = {0, . . . , 0} [−100, 100]D

Rastrigin f4 = 10D +
D

∑
i=1

[x2
i − 10 cos(2πxi)]

f4(x∗) = 0,
x∗ = {0, . . . , 0} [−5.12, 5.12]D

Ackley f5 = −20exp

−0.2

√√√√ 1
D

D

∑
n=1

xi
2

− exp

(
1
D

D

∏
i=1

cos 2πxi

)
+ e + 20 f5(x∗) = 0,

x∗ = {0, . . . , 0} [−32.768, 32.768]D

Griewank f6 =
1

4000

D

∑
i=1

x2
i −

D

∏
i=1

cos
(

xi√
i

)
+ 1 f6(x∗) = 0,

x∗ = {0, . . . , 0} [−600, 600]D

Alpine 1 f7 =
D

∑
i=1
|xi sin (xi) + 0.1xi|

f7(x∗) = 0,
x∗ = {0, . . . , 0} [−100, 100]D

In related works, the benchmarking experimentation process of an optimization al-
gorithm has been examined in various manners. The original BSO [10] was initially only
tested on two functions. In the hybrids presented in [27,29,32,33], the proposed algorithms
were tested on two or three complex problems or designs in order to be evaluated. In this
work, the above collection of seven popular functions served as an efficient and reliable
experimental basis, with our approach being similar to [17,45], where six popular bench-
marking functions were selected and examined. It is also important to note that multimodal
functions are usually significantly more complex to optimize than unimodal ones. For this
reason, more multimodal than unimodal functions were selected.

4.2. Experimental Parameters and Conditions

The stand-alone BSO, CAPSO and BSO–CAPSO hybrid algorithms were developed
with Python3, with all experiments executed in the same computational platform. The
employed k-means clustering algorithm was the one included in the scikit-learn library [48],
which by default uses the k-means++ variant.

For each test, each algorithm was run 25 distinct times, for a maximum number of
iterations T = 2000, and the size of the population, N, was set as 4D + 1 for D = 10, 20, 30,
yielding N = 41, 81, 121, respectively. The numbers of clusters were set as one fifth or less
of the population sizes, as is recommended in Ref. [14], thus m = 8, 16, 24, respectively.
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4.2.1. BSO Parameters

Both for the stand-alone BSO and the BSO–CAPSO hybrid, prep = 0.2, pgen = 0.8,
poneC = 0.4 and ptwoC = 0.5, as suggested by BSO parameter selection studies [49].

4.2.2. CAPSO Parameters

For α(t), we used Equation (9). We set the parameter γ as γ = 0.99 in order to be
similar and comparable to the parameters chosen for the BSO–CAPSO hybrid.

4.2.3. BSO–CAPSO Hybrid Parameters

For the CAPSO phase, the β parameter updated through Equation (10). Additionally,
its values were normalized in [0.2, 0.7] [17]. For α(t), we used Equation (9). Through
experimentation, we noticed that values of γ ' 0.99 were the most beneficial. To produce
such values, we used the following formula (a similar approach can be found in Ref. [50]):

γ = (10−20)
1

c T , (13)

where c > 0, for which values of c ∈ (1, 7.5) were adequate. It is also recommended to
increase and adjust γ using (13) if the dimensions of the optimization problem increase. The
adjusted tswitch and the γ values per benchmark function fk are shown in Table 2. We note
that if tswitch was chosen somewhere between 2.5% and 20% of the number of iterations,
T, the hybrid provided adequate solutions. The following tswitch values were chosen with
BSO’s behavior and the optimization problem’s complexity in mind.

Table 2. BSO–CAPSO hybrid parameter values per benchmark function.

D = 10 D = 20 D = 30
tswitch γ tswitch γ tswitch γ

f1 50 0.9817479430199844 50 0.9885530946569389 50 0.9885530946569389

f2 250 0.9923540961321005 250 0.9929401613666818 250 0.9934427784709274

f3 200 0.9916619195386764 200 0.9942600739529567 200 0.9958222329003689

f4 400 0.9947206857569770 400 0.9947805211255779 400 0.9948099330498242

f5 100 0.9885530946569389 100 0.9892228001155464 100 0.9902907258434653

f6 100 0.9885530946569389 100 0.9954054173515270 100 0.9967159968972744

f7 200 0.9942600739529567 200 0.9958222329003689 200 0.9967159968972744

We note that parameter tuning was applied while considering performance, but also
stability. In general, stochastic algorithms, such as the ones employed in this paper, have a
chance of providing outlier results, or results of varying orders of magnitude; this could
be seen in BSO’s behavior for f6, f7, or the hybrid’s results for f6, as presented in Table 3.
During the process of parameter selection, the hybrid provided outlier-like results for
some parameter sets ( tswitch and γ). This was more probable in multimodal functions or
functions with broader search areas when the parameters were not adequate. The provided
sets of parameters and results were chosen with algorithm stability in mind, and each set of
25 algorithm runs was handled as a unit, a nonseparable experiment. It is also noted that
for an acceptably wide range of parameter sets, outlier results were seldom and comparable
to typical stochastic/metaheuristic algorithm behavior.
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Table 3. Simulation results for D = 10.

BSO BSO–CAPSO Hybrid CAPSO

D : 10 Mean Best Worst Time Mean Best Worst Time Mean Best Worst Time

f1 5.08 × 10−14 2.69 × 10−15 2.50 × 10−13 99.95 5.59 × 10−32 3.30 × 10−32 1.17 × 10−31 13.20 1.92 × 10−17 6.95 × 10−18 3.22 × 10−17 11.44

f2 5.74 × 100 4.08 × 100 6.48 × 100 105.97 1.70 × 100 5.03 × 10−2 5.53 × 100 23.87 3.22 × 100 0.34 × 100 7.92 × 100 12.53

f3 2.92 × 10−6 3.14 × 10−7 1.01 × 10−5 97.45 7.35 × 10−8 5.08 × 10−8 1.05 × 10−7 19.07 2.72 × 10−9 1.85 × 10−9 3.54 × 10−9 10.74

f4 4.38 × 100 9.95 × 10−1 7.96 × 100 109.46 9.55 × 100 1.99 × 100 1.89 × 101 34.76 1.65 × 101 4.97 × 100 3.28 × 101 13.88

f5 7.34 × 10−8 9.34 × 10−9 2.45 × 10−7 116.02 3.03 × 10−10 1.83 × 10−10 5.08 × 10−10 18.84 5.52 × 10−9 3.38 × 10−9 7.44 × 10−9 14.74

f6 4.0 × 10−2 7.40 × 10−3 9.60 × 10−2 116.70 1.09 × 100 3.71 × 10−1 1.98 × 100 20.88 1.53 × 101 7.98 × 100 2.61 × 101 15.22

f7 7.05 × 10−8 1.21 × 10−8 4.52 × 10−7 114.81 3.97 × 10−2 3.17 × 10−4 2.64 × 10−1 24.31 1.13 × 100 2.04 × 10−7 6.87 × 100 13.41

5. Results

The simulation results are given in Tables 4 and 5 and they are organized per the
number of dimensions, D. The results obtained were the mean, best and worst functions’
values, as well as average computation times (referred to as time), in seconds.

5.1. Time Calculations

In order to determine the computation time/cost for each experiment, Python 3’s
library, Time (specifically time.perf_counter()), was used to calculate the difference between
the moments in time an experiment began and ended. The signaling of an experiment’s
beginning and ending remained exactly the same for each experiment, so that the results
were as accurate as possible. All the experiments were performed on the same personal
computer (CPU-AMD Ryzen 5 1600, RAM-8,00GB @ 1197MHz, OS-Windows 10 Pro 64-bit).

Table 4. Simulation results for D = 20.

BSO BSO–CAPSO Hybrid CAPSO

D : 20 Mean Best Worst Time Mean Best Worst Time Mean Best Worst Time

f1 2.17 × 10−10 2.53 × 10−11 1.28 × 10−9 187.46 1.93 × 10−19 1.10 × 10−19 3.40 × 10−19 45.74 6.11 × 10−17 3.65 × 10−17 8.17 × 10−17 42.72

f2 1.68 × 101 1.55 × 101 1.76 × 101 213.09 1.28 × 101 9.90 × 100 1.70 × 101 68.54 2.46 × 101 1.25 × 101 1.52 × 102 48.19

f3 1.57 × 10−4 5.84 × 10−5 5.05 × 10−4 185.89 2.05 × 10−5 1.42 × 10−5 2.62 × 10−5 55.29 4.53 × 100 3.96 × 10−9 1.37 × 101 40.49

f4 1.32 × 101 6.96 × 100 1.89 × 101 224.78 1.91 × 101 9.95 × 100 3.88 × 101 85.31 4.66 × 101 3.18 × 101 8.36 × 101 53.41

f5 2.91 × 10−6 1.18 × 10−6 5.00 × 10−6 230.73 1.49 × 10−9 1.08 × 10−9 1.93 × 10−9 61.73 7.46 × 10−9 5.57 × 10−9 9.95 × 10−9 54.26

f6 3.15 × 10−3 3.97 × 10−10 2.22 × 10−2 246.62 1.56 × 10−1 9.75 × 10−9 1.38 × 100 68.86 3.12 × 101 9.77 × 100 5.01 × 101 59.24

f7 1.25 × 10−4 1.37 × 10−6 1.79 × 10−3 260.69 3.72 × 10−1 3.63 × 10−2 1.42 × 100 68.83 2.70 × 100 1.42 × 10−1 1.32 × 101 51.48

Table 5. Simulation results for D = 30.

BSO BSO–CAPSO Hybrid CAPSO

D : 30 Mean Best Worst Time Mean Best Worst Time Mean Best Worst Time

f1 4.88 × 10−9 8.11 × 10−10 1.95 × 10−8 313.01 3.75 × 10−19 2.38 × 10−19 5.95 × 10−19 99.64 1.38 × 10−16 8.92 × 10−17 2.18 × 10−16 92.19

f2 2.77 × 101 2.69 × 101 2.86 × 101 347.05 2.39 × 101 2.08 × 101 2.92 × 101 137.79 3.08 × 101 2.18 × 101 1.25 × 102 108.55

f3 9.99 × 10−4 3.75 × 10−4 2.25 × 10−3 288.03 6.10 × 10−4 5.02 × 10−4 7.65 × 10−4 110.77 1.28 × 101 6.48 × 100 2.06 × 101 89.58

f4 2.22 × 101 9.95 × 100 3.38 × 101 379.65 3.64 × 101 1.59 × 101 6.27 × 101 167.25 8.45 × 101 3.58 × 101 1.50 × 102 118.06

f5 1.51 × 10−5 6.73 × 10−6 2.20 × 10−5 375.91 1.48 × 10−8 1.13 × 10−8 1.89 × 10−8 130.91 8.30 × 10−9 6.99 × 10−9 9.47 × 10−9 119.61

f6 1.25 × 10−6 8.74 × 10−8 4.41 × 10−6 419.78 1.91 × 10−2 3.42 × 10−6 7.60 × 10−2 145.27 6.72 × 101 3.55 × 101 9.58 × 101 129.30

f7 1.67 × 10−3 3.03 × 10−5 4.73 × 10−3 390.75 1.24 × 100 3.77 × 10−1 2.54 × 100 142.58 5.46 × 100 5.94 × 10−1 1.34 × 101 114.90

5.2. Convergence Diagrams

In Figures 2–10, we depict certain convergence diagrams. Particularly, we plotted the
average global best value of the considered benchmark function per iteration to provide
some visual representations of the BSO–CAPSO hybrid’s behavior versus that of the BSO
and CAPSO algorithms. The dimensions D = 10, 20 and 30 were considered. It was
evident that the hybrid algorithm successfully accelerated convergence after tswitch, while,
simultaneously, it maintained the quality of the solutions compared to stand-alone BSO. It
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severely improved CAPSO. It specifically seemed to converge (or otherwise “accelerate”)
more efficiently than CAPSO, while also improving the quality of its solutions in the vast
majority of cases, especially regarding the complex multimodal functions. The diagrams’
data were obtained by the provided detailed results in Tables 4 and 5.
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Figure 2. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone
CAPSO algorithms for the sphere ( f1) function with D = 10. Convergence acceleration occurred after
tswitch = 50.
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Figure 3. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and CAPSO algorithms
for the Ackley ( f5) function with D = 10. Convergence acceleration occurred after tswitch = 100.



Algorithms 2023, 16, 208 14 of 20

0 250 500 750 1000 1250 1500 1750 2000
Number of Iterations

0

20

40

60

80

100

120

140

Be
st
 Fi
tn
es
s A

ve
ra
ge

Griewank, D = 10

BSO
BSO-CAPSO Hybrid
CAPSO

Figure 4. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and CAPSO algorithms
for the Griewank ( f6) function with D = 10. Convergence acceleration occurred after tswitch = 100.
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Figure 5. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone CAPSO
algorithms for the Griewank ( f6) function with D = 20. Convergence acceleration occurred after
tswitch = 100.
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Figure 6. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone CAPSO
algorithms for the Rosenbrock ( f2) function with D = 20. Convergence acceleration occurred after
tswitch = 250.
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Figure 7. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone
CAPSO algorithms for the Ackley ( f5) function with D = 20. Convergence acceleration occurred
after tswitch = 100.
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Figure 8. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone CAPSO
algorithms for the Rosenbrock ( f2) function with D = 30. Convergence acceleration occurred after
tswitch = 250.
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Figure 9. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone CAPSO
algorithms for the Schwefel 2.21 ( f3) function with D = 30. Convergence acceleration occurred after
tswitch = 200.
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Figure 10. Convergence diagram of the stand-alone BSO, BSO–CAPSO hybrid and stand-alone
CAPSO algorithms for the Alpine 1 ( f7) function with D = 30. Convergence acceleration occurred
after tswitch = 200.

6. Discussion and Conclusions
6.1. Observations and Remarks

The results demonstrated that the BSO–CAPSO Hybrid showcased improved behav-
iors compared to the stand-alone BSO and CAPSO algorithms. The hybrid provided better
solutions regarding all unimodal functions, compared to both BSO and CAPSO. The only
exception to this was the Schwefel 2.21 function, f3, for D = 10 dimensions, where CAPSO
offered the best results. However, for larger numbers of dimensions the hybrid severely
outperformed CAPSO for the said benchmark. For multimodal functions, the results were
less absolute, but they were in favor of the hybrid approach. The hybrid outperformed
CAPSO for all multimodal functions—with the exception of the Ackley function, f5, only
for D = 30. In some cases, this was very impactful, such as for the Griewank function, f6.
Compared to BSO it showcased both more and less advantageous results. Nevertheless, it
decreased BSO’s computational time significantly— up to a third or less—while providing
acceptable and comparable results. Additionally, the BSO–CAPSO hybrid accelerated
convergence at tswitch. This means that the BSO initialization could, indeed, be beneficial for
CAPSO’s local exploitation. Additionally, acceleration at tswitch often showcases the ability
to discover a high-quality local search area (a high-quality attraction basin) very early
during the iterative process, which means access to high-quality solutions with minimal
computational costs; see, e.g., Figures 3 and 6.

Moreover, it was observed that in some functions (e.g., f3, f4, f6) discovering a good
value for γ of α(t) (cf. Equation (9)) was challenging and demanded some intuition and a
trial-and-error approach. This possibly implies that a different α(t) function could be more
beneficial for these cases, since this function is also problem-dependent to some degree.
In this work, however, guidelines regarding the tuning of the hybrid’s parameters were
provided; thus, a solid baseline regarding parameter setting was solidified. Good results
were obtained, and they supported the usage of the hybrid approach. Hence, it is also
implied that the BSO–CAPSO’s performance on multimodal functions could be further
improved; this was also discussed in Sections 2.2 and 2.3, above. Future investigation into
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α(t) could benefit not only the BSO–CAPSO hybrid but also CAPSO’s use of hybridization
in general. Additionally, although the sinusoidal chaotic map was showcased as the top
performer in previous research regarding CAPSO [17], it is possible that different chaotic
maps could be beneficial for some problems and should be considered in the BSO–CAPSO
hybridization.

6.2. Further Discussion

Since BSO–CAPSO outperformed BSO significantly when applied to unimodal func-
tions, we can assume that this hybrid approach could be efficiently utilized for local search
in combination with global search optimization algorithms when applied to complex prob-
lems. If BSO–CAPSO is provided with a single attraction basin, or a small number of
attraction basins, the results of this paper imply that it could outperform stand-alone BSO
and provide a better result faster. This could extend to several multimodal functions, since
the hybrid provided optimal results in some cases.

Regarding CAPSO, the hybrid approach demonstrated significant improvements
compared to the stand-alone version, so it is advantageous to propose replacing CAPSO
with the BSO–CAPSO hybrid when it is applied to a complex problem.

An important point of discussion is that several optimization problems remain open,
very complex and computationally heavy (e.g., engineering optimization problems such
as antenna design). In such problems, calculating the value of the objective function for
a single solution or a set of solutions can be a time-consuming process. This means that
the process of optimization through a metaheuristic global optimization method (which
traditionally evaluates the objective function several hundreds or thousands of times)
can be very computationally demanding. Thus, the use of the proposed hybrid could be
applicable and valuable for such cases. This is reinforced if the BSO–CAPSO hybrid is
applied to classes of problems that are known to benefit from BSO or algorithms with
similar behaviors and effectiveness. Furthermore, when the global best solution of the
problem is unknown, and, instead, the goal of the global optimization is a solution that
serves specific quality conditions and constraints, BSO–CAPSO could prove fairly valuable
since it is noticeably less time consuming and it shows a tendency to discover high-quality
local search areas after tswitch, which is a point early in the iterative process. Even in
case of a potential loss of accuracy (when compared to standalone BSO), BSO–CAPSO
could be an advantageous trade-off if solutions of the desired quality are obtained in a
significantly smaller amount of computational time. Finally, the hybrid’s ability to discover
high-quality local search areas early on is also promising for the future use of CAPSO
hybridization, regarding the acceleration of optimization algorithms that utilize clustering
or computationally heavy topologies for their exploration.
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