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Abstract: Due to the often substantial size of the real-world point cloud data, efficient transmis-
sion and storage have become critical concerns. Point cloud compression plays a decisive role in
addressing these challenges. Recognizing the importance of capturing global information within
point cloud data for effective compression, many existing point cloud compression methods over-
look this crucial aspect. To tackle this oversight, we propose an innovative end-to-end point cloud
compression method designed to extract both global and local information. Our method includes
a novel Transformer module to extract rich features from the point cloud. Utilization of a pooling
operation that requires no learnable parameters as a token mixer for computing long-distance de-
pendencies ensures global feature extraction while significantly reducing both computations and
parameters. Furthermore, we employ convolutional layers for feature extraction. These layers not
only preserve the spatial structure of the point cloud, but also offer the advantage of parameter
independence from the input point cloud size, resulting in a substantial reduction in parameters. Our
experimental results demonstrate the effectiveness of the proposed TransPCGC network. It achieves
average Bjontegaard Delta Rate (BD-Rate) gains of 85.79% and 80.24% compared to Geometry-based
Point Cloud Compression (G-PCC). Additionally, in comparison to the Learned-PCGC network, our
approach attains an average BD-Rate gain of 18.26% and 13.83%. Moreover, it is accompanied by a
16% reduction in encoding and decoding time, along with a 50% reduction in model size.

Keywords: point cloud geometry compression; transformers; convolution

1. Introduction

With the rapid advancement of real-time sensors such as depth cameras and LiDAR,
point clouds have found widespread applications in Simultaneous Location And Mapping
(SLAM) [1], 3D reconstruction [2], object detection [3], and more. Spatial data collection has
been considerably improved with the invention of LiDAR and other laser scanning tech-
nologies [4]. However, the increased volume of point clouds leads to higher transmission
costs, making it imperative to research point cloud compression algorithms. Point cloud ge-
ometry compression methods can be broadly classified into two categories: lossy geometry
compression and lossless geometry compression. Lossy geometric compression algorithms
have been extensively studied due to their high compression ratio properties [5–8]. Lossless
geometry compression aims to strike a balance between compressed data size and data
quality [9–13]. When more bits are used, it is possible to obtain a value closer to the input.
This concept is formalized in the basic rate-distortion tradeoff, where “rate” stands for bit
rate and “distortion” is formalized as the difference between the original and disordered
point clouds.

The sparsity and disorder of point clouds pose significant challenges to data processing
and compression. Consequently, point clouds are converted into structured representations,
such as tree structures, heightmaps, or voxel representations, which are then compressed us-
ing their inherent spatial correlation. With the emergence of deep learning-based methods,
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several studies have explored neural network-based point cloud compression. Previous
research [5–15] focused on voxel-based approaches, while [16–18] utilized tree structures,
and [19] employed a heightmap representation. Deep learning-based methods achieve
superior compression performance compared to traditional algorithms by learning more
memory-efficient encoding strategies from training data. However, there is still space for
improvement in these methods.

This paper presents a point cloud geometry compression based on the Transformer
method (TransPCGC). The main contributions of this scheme are as follows:

• We design a novel Transformer-based network for compressing geometric information
in point clouds. This network comprises preprocessing modules for voxelization and
partitioning of point clouds, compression networks to optimize the BD-Rate, and post-
processing modules for point cloud reconstruction. In contrast to pure convolutional
neural networks, our designed network achieves remarkable compression gains.

• The effectiveness of point cloud compression is hindered due to convolutions de-
signed with fixed receptive fields and fixed weights, which cannot aggregate enough
information from sparse and disordered point clouds. There is a need for a solution
that can better exploit correlations among global and local information point clouds.
As the Transformer architecture designed for processing images is not well suited for
point clouds, we develop a Transformer capable of handling point clouds. Utilizing
this Transformer, we extract the richness of both global and local features from the
point cloud.

• Extensive experiments validate the compression performance of the proposed
TransPCGC on multiple point cloud datasets, while also demonstrating its low spatial
and temporal complexity.

The remainder of this paper is as follows: Section 2 provides a summary overview
of the related work; Section 3 describes our proposed compression and decompression
network; Section 4 offers the experimental details and presents the experimental results;
Section 5 briefly concludes the paper.

2. Related Work
2.1. Non-Deep Learning Methods

Over the past few years, a series of Point Cloud Compression (PCC) standards have
been developed under the MPEG consortium. Prominent examples include the geometry-
based PCC (G-PCC) v14 [20] and V-PCC [21]. Meshes, voxels, and point clouds serve as
widely used 3D representation forms. Mesh models consist of vertices and faces formed by
the connections/topology between vertices. Mesh compression methods [22] save topology
memory through intermediate representations, where vertices can also be compressed us-
ing topological information, resulting in improved subjective quality with fewer encoding
bits. For geometry compression based on octrees, the octree structure is commonly utilized
to provide better context for entropy coding. Point cloud encoding is executed through
manually defined rules and data structures. The octree geometry codec in PCL [23] and
MPEG standard G-PCC [24] are two popular octree-based methods. Google’s Draco [25]
employs a kd-tree to partition space and encodes points based on the occupancy of par-
titioned space. Some algorithms do not directly compress the 3D geometric structure of
point clouds; they project the point clouds onto 2D images and apply video compression
algorithms, as seen in the V-PCC method in the MPEG standard [20]. Dumic et al. [26]
presented a dynamic point cloud compression based on different projection types and
bit depth combined with the surface reconstruction algorithm and video compression for
obtained geometry and texture maps. Yu et al. [27] proposed an improved compression
means for dynamic point cloud based on curvature estimation and hierarchical strategy.
Certain works [28] also explored the compression of dynamic point cloud sequences by
introducing motion estimation between consecutive frames. These non-learning-based
methods encode coordinates via predefined rules and generally exhibit robustness across
different types of point clouds, but their encoding performance may be limited.
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2.2. Deep Learning Methods

With the development of deep learning architectures, networks have recently been
created for the autoencoder-based reconstruction [29,30], completion [31], or production
of point clouds [32]. Learning-based geometric compression techniques have been devel-
oped to enhance compression performance by acquiring efficient representations from
point clouds, leveraging point cloud autoencoder techniques. Some of these methods
involve converting raw point clouds into voxels and subsequently employing a 3D CNN
to encode the geometry into a binary form. Quach et al. [5] introduced a geometric
information compression algorithm based on convolutional operations and uniform quan-
tization. This approach utilizes a tradeoff parameter for joint optimization of rate and
distortion, transforming the decoding process into a binary classification problem of point
cloud occupancy. Subsequently, an improved version was proposed, incorporating entropy
coding with hyperprior modeling, optimal threshold decoding, and sequential model
training [6]. Wang et al. [7] presented an end-to-end learning-based algorithm for efficient
compression of point cloud geometric information using a stacked convolutional neural
network-based variational autoencoder. They also leveraged the sparsity of point clouds to
perform progressive resampling for hierarchical point cloud reconstruction [8] and further
proposed voxel compression using inter-scale and intra-scale correlations [9]. Researchers
like André [14] and others [10] enhanced compression performance by adding modules
to the multi-scale point cloud geometry compression network. Yu et al. [33] proposed a
multi-layer residual module designed on sparse convolution-based autoencoders which
progressively down-samples the input point clouds and hierarchically reconstructs them.
Zhuang et al. [34] introduced a rate expansion method based on contrastive learning to
expand the bit rate range of the model.

Nguyen et al. [10] introduced a lossless compression method for point cloud geometry
information, leveraging neural networks and context-adaptive arithmetic coding. To ad-
dress the slow inference caused by predicting occupancy probability in voxel order in prior
designs, a multi-scale architecture was proposed, optimizing voxel occupancy modeling
from coarse to fine order [11]. They subsequently suggested using neural network esti-
mation of voxel occupancy probability distribution [12]. Wang and Nguyen later delved
into attribute compression of point clouds [13,15]. You et al. [35] proposed a patch-based
point cloud compression algorithm, followed by enhancements in patch-based point cloud
compression [36]. On another front, the authors of [24] attempted to process coordinates
directly based on PointNet++ [37]. While this method performed well on small and sparse
models, its limited robustness became apparent, as global features used for reconstruction
struggled to generate accurate contours on unseen shapes. Depoco [16] developed an
autoencoder compression framework for sparse point cloud graphs, utilizing features
extracted from the encoder and associated points as compression data. Liang et al. [17]
introduced a novel network model called TransPCC, employing a Transformer autoen-
coder architecture for point cloud geometry compression. Despite its high robustness, its
application remained confined to sparse points within blocks segmented from original
dense point clouds. These point-based compression methods avoid the accuracy loss seen
in voxel networks, but their complex network structures limit their ability to effectively
utilize dense points. Octsqueeze [18] and VoxelcontextNet [38] are part of a series of works
dedicated to outdoor scene compression, introducing network improvements in entropy
coding performance. Muscle [39] took a step further by incorporating spatiotemporal
relationships between multiple scans of outdoor scenes, thereby reducing the bitrate of
both geometric and intensity values.

2.3. Transformer Methods

Transformer [40] is a model based on a self-attention mechanism that not only per-
forms powerfully in modeling global contexts, but also shows excellent transferability to
downstream tasks under large-scale pre-training. This success is widely witnessed in the
fields of machine translation and natural language processing. In 2018, Devlin et al. [41]
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proposed the Bert model based on a Transformer with a bidirectional coding structure based
on a masking mechanism, achieving state-of-the-art results on multilingual tasks. In addi-
tion, many Transformer-based language models, including Bert, such as GPTv1-3 [42–44],
T5 [45], etc., have demonstrated strong performance. CNNs have been dominant in com-
puter vision tasks due to their inherent inductive preferences, such as translation invariance,
localization, and other properties. However, the limited sensory field of CNNs makes it dif-
ficult to capture global contextual information. Inspired by the success of the Transformer
model on linguistic tasks, several recent studies have applied Transformer to computer
vision tasks. Parmar et al. [46] designed the image Transformer model for image genera-
tion tasks based on the problem of generating or transforming autoregressive sequences
for the Transformer decoder. Recently, Dosovitskiy et al. [47] introduced another visual
Transformer model, ViT, which adopts the standard structure of Transformer in its structure
completely. ViT has achieved state-of-the-art performance on several image recognition
benchmark tasks. Point Transformer V2 [48] introduced grouped vector attention along
with a weight encoding layer, expanding upon the Point Transformer [49] architecture.
Moreover, the Transformer architecture has found applications in numerous other computer
vision challenges, including target detection [50–52] and semantic segmentation [53–56].
Owing to their outstanding performance, Transformer-based models are being adopted by
an increasing number of researchers to enhance various vision-related tasks.

3. Methods

The network architecture for point cloud geometry compression based on Transformer,
known as TransPCGC, is depicted in Figure 1. It encompasses a preprocessing module,
a compression network, an entropy coding module, and a post-processing module.
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Figure 1. TransPCGC. “Conv” denotes the number of output channels, and the kernel size, “Trans-
former *1/*2”, indicates the cascading of one/two Transformer modules. “↑” and “↓” signify the
operations of zoom-in and zoom-out, “ReLU” refers to the rectified linear unit, Entropy is expressed
as Entropy Rate Modeling.

3.1. Pre-Processing

The original point cloud’s representation format preserves discrete geometric infor-
mation in a three-dimensional space. However, this format cannot be directly utilized for
3D convolutions. Therefore, the TransPCGC method initially processes the original point
cloud representation, converting it from the discrete point set format to a volumetric model
represented by voxels. Voxelized point clouds describe correlations between voxels in a
three-dimensional space. This aids deep learning techniques in extracting meaningful fea-
tures from point clouds. The voxel representation format has a unit length of 1, and when
scaling or downsampling is necessary, the voxel size is typically set to a value greater
than 1. End-to-end neural network algorithms depend on the backpropagation function.
To ensure differentiability, a method involving the addition of stochastic quantization
noise is employed. This allows gradients propagation and facilitation of updates to model
parameters during the training process, as illustrated in Equation (1). Here, t represents the
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quantized data, µ represents random uniform noise with a distribution range from − 1
2 to 1

2 ,
and t̂ represents the simulated quantized data after noise addition.

t̂ = t + µ. (1)

The cost of processing a whole voxel rises dramatically when voxels are used, leading
to a large increase in data volume. The processing cost can be decreased by dividing the
voxels into non-overlapping chunks. These blocks are typically of a smaller size, denoted
by M × M × M, as expressed in Equation (2). Here, (bc, nc, gc) represents the specified
position of a block, T̂n denotes the global coordinates of the voxel, and T̂loc

n signifies the
local coordinates of all blocks (bc, nc, gc) encoded using an octree encoder.

T̂loc
n = T̂n − (bc ×M, nc ×M, gc ×M). (2)

3.2. Encoder and Decoder Modules

The encoder–decoder of TransPCGC primarily consists of Transformer blocks, which
extract both global information and local neighborhood features from the point cloud.
As the decoder shares the same module composition as the encoder, it is introduced in the
following subsection together.

Transformer Block

The transformer encoder consists of two components. One is the attention module
for mixing information among tokens and we term it a token mixer. The other component
contains the remaining modules, such as channel MLPs and residual connections. The com-
putational complexity of multi-head attention increases quadratically with the number of
tokens [57]. In related work, Ref. [58], attention was replaced with Fourier Transform and
still achieved an around 97% accuracy compared to vanilla Transformers. Inspired by [59],
we introduced a pooling operation that does not require any learnable parameters as a
token mixer to compute long-distance dependencies. This approach ensures global feature
extraction while significantly reducing both computations and parameters. Additionally,
we utilized convolutional layers for feature extraction. These convolutional layers preserve
the spatial structure of the point cloud, and the parameter count is independent of the
input point cloud’s size, leading to a further reduction in parameters. Specifically, we used
a convolution kernel size of 1 × 1 × 1. Consequently, our developed Transformer module
excels at extracting local features with translation invariance using convolution operations
and capturing long-distance information in sequences. We applied the proposed Trans-
former block to compress point cloud geometry data, resulting in promising experimental
outcomes. Figure 2 illustrates the schematic diagram of the structure.

  Input(N Channel)

AvePooling x3
3
 ReLU

ConvMLP x1
3
 ReLU

  Output(N Channel)

Batch Normalization

Batch Normalization

Figure 2. Transformer block.



Algorithms 2023, 16, 484 6 of 14

First, the input T̂loc
n undergoes an input embedding process [60], where it is partitioned

into patches and transformed into a token sequence, as demonstrated in Equation (3). Then,
the tokens are processed by the Token Mixer within the Transformer, enabling the exchange
of information between tokens, as depicted in Equation (4).

Q = InputEmb
(

T̂loc
n

)
, (3)

G = TokenMixer(Norm(Q)) + Q. (4)

Norm(·) represents normalization techniques such as Group Normalization, Layer
Normalization, and Batch Normalization. TokenMixer(·) is a token mixer constructed using
a pooling operation without any learnable parameters. ConvMLP consists of a convolution
operation with a kernel size of 1× 1× 1, as shown in Equation (5). W1 and W2 represent
the learnable parameters within ConvMLP(), and they are accompanied by a nonlinear
activation function such as GELU, ReLU, or Swish.

Z = σ(Norm(G)W1)W2 + G. (5)

3.3. Entropy Coding

As a result of its superior compression capabilities, arithmetic coding is frequently
used in entropy encoding, and TransPCGC also employs it to compress features. To enable
more accurate probability estimation within the neural network, Equation (6) is used to
approximate the bitstream quantization of the features. Here, E represents the quantization
process, and pt̂ stands for the probability density function of the input value. TransPCGC
draws inspiration from feature encoders and hyperprior encoders in image compression to
achieve conditional probability estimation. In the hyperprior encoder, convolutional opera-
tions are likewise utilized to extract hyperprior information z, which assists in decoding
the hyperprior information for auxiliary bitstream estimation of t̂. Quantization strategies
are employed for manipulating the hidden feature t and hyperprior z. The entropy model
represents a fully factorized probabilistic model, in Equation (7), where U represents a
uniform distribution and ψ(i) denotes the parameters of each univariate distribution pẑi |ψ(i) .
As for t̂, it is assumed to follow a Laplace distribution L, and the probability density func-
tion is estimated based on the hyperprior ẑ, in Equation (8). Here, the hyperprior ẑ yields
the variance σi, mean µi, and parameters for each element of t̂i.

Rt̂ = E
[
− log2 pt̂(t̂)

]
, (6)

pẑ|ψ(ẑ | ψ) = ∏
(

pẑi |ψ(i)

(
ψ(i)

)
∗U(−1/2, 1/2)

)
(ẑi), (7)

pt̂|ẑ(t̂ | ẑ) = ∏
i
(L(µi, σi) ∗U(−1/2, 1/2))

(
t̂i
)
. (8)

3.4. Loss Function

It is common practice to consider both the bitstream and the distortion simultane-
ously while optimizing the compression of point clouds, utilizing the Lagrangian loss and
weighted binary cross-entropy as a joint loss function. In Equation (9), this optimization
strategy balances the bitstream and distortion tradeoff. Here, the bitstream is symbol-
ized by R, the distortion is represented by D, and λ regulates the weight of the BD-rate.
As demonstrated in Equation (10), the bitstream is formed from ti and zi, and its estimation
can be stated using the cross-entropy loss function. The two bitstreams are added to create
the complete bitstream, which is represented as R = Rt̂ + Rẑ, with the hyperprior bitstream
ẑ acting as auxiliary data.

Jloss = R + λD, (9)
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 Rt̂ = ∑i − log2

(
pt̂i |ẑi

(
t̂i | ẑi

))
Rẑ = ∑i − log2

(
pẑi |ψ(i)

(
ẑi | ψ(i)

)) . (10)

To evaluate the distortion of point cloud compression, the weighted binary cross-
entropy loss function is employed to classify the decoded voxels. This loss function,
as depicted in Equation (11), measures the probability value, denoted as px̃ = sigmoid(x̃),
of voxel occupancy ranging between 0 and 1. Here, x̃o represents the occupied voxel,
x̃n signifies the unoccupied voxel, and α is a hyperparameter that controls the relative
weight, typically set to 3. Furthermore, No and Nn represent the quantities of occupied and
unoccupied voxels, respectively.

DWBCE =
1

No

No

∑− log px̃o + α
1

Nn

Nn

∑− log(1− px̃n). (11)

3.5. Post-Processing

As the decoded voxels x̃ fall within the interval of (0, 1), it becomes necessary to per-
form a binary classification operation on the decoded voxels. In TransPCGC, an adaptive
thresholding approach is employed, where the threshold is determined based on the num-
ber of occupied voxels in the original point cloud. Subsequently, the position information
of points is extracted from the voxel blocks.

4. Experiment
4.1. Experimental Set

We randomly selected approximately 12,000 point cloud models from ShapeNet [61]
for our study. During training, these point clouds were randomly cropped into blocks of
size 64× 64× 64, resulting in a total of 3× 105 blocks. The loss function employed in our
approach is presented in Equation (9). To generate models with different compression rates,
we set the rate-distortion weight λ to 2, 3.5, 6, 10, and 16. During the training process, we
initially set λ to 16 and trained a high-rate model, which was then utilized to initialize
the training of low-rate models. We used a learning rate of 10−5, a batch size of eight,
and the AdamW optimizer. After 2× 105 iterations, the training models began to converge.
The experiments were conducted using the TensorFlow 2.4 deep learning framework on
the Ubuntu 20.04 platform. The system configuration included an Intel Xeon(R) Gold
6134 processor (Intel Corporation, Santa Clara, CA, USA), 256 GB of memory, and an
NVIDIA GeForce RTX 3090 GPU (Nvidia Corporation, Santa Clara, CA, USA).

4.2. Experiment Results

The experiment evaluated the compression performance of TransPCGC using five
datasets: 8i Voxelized FullBodies (8iVFB) [62], Owlii dynamic human mesh (Owlii) [63],
MUVB [64], ShapeNet-Core [61], and ModelNet40 [65]. Because of the substantial size of
the ShapeNet-Core [61] and ModelNet40 [65] datasets, 32 mesh models were randomly
selected from each dataset and subjected to random rotations and voxelization.

The proposed TransPCGC was compared and analyzed against other point cloud ge-
ometry compression algorithms, including G-PCC (O) [20], G-PCC (T) [20], GeoCNNv2 [6],
ADL-PCC [14], Learned-PCGC [7], MRM-PCGC [33] and VA-PCC [34]. Among them,
MRM-PCGC [33] and VA-PCC [34] utilize data from their papers for comparison. Objective
comparisons were performed using BD-rate analysis for lossy compression, measuring
point-to-point error (D1), point-to-plane error (D2), and PSNR derived from both metrics.
Additionally, the bits per input point (bpp) were used to assess the compression rate.
Figure 3 shows the rate-distortion curves for different point clouds. It can be observed
that the D1 and D2 metrics of TransPCGC outperform the compared algorithms across
different bitrates. The results are shown in Tables 1 and 2. Our method achieved averages
−80.84% and −77.59% gains against G-PCC(T) [20], −97.09% and −97.37% gains against
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G-PCC(O) [20], −37.9% and −40.27% gains against ADL-PCC [14], −39.01% and −34.64%
gains against GeoCNNv2 [6], −14.39% and −16.66% gains against Learned-PCGC [7],
−4.63% and −10.78% gains against MRM-PCGC [33], −14.12% and −15.99% gains against
VA-PCGC [34] measured via respective D1 and D2 based BD-Rate.
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Figure 3. Rate distortion curves plotted on different test samples.
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Table 1. BD-rate reduced G-PCC(T) [20], G-PCC(O) [20], ADL-PCC [14], GeoCNNv2 [6], Learned-
PCGC [7], MRM-PCGC [33] and VA-PCGC [34] in D1 based BD-rate measurement (percentage/%).

Point Clouds
D1(p2point)

G-PCC(T)
[20]

G-PCC(O)
[20]

ADL-
PCC [14] GeoCNNv2 [6] Learned-

PCGC [7]
MRM-

PCGC [33] VA-PCC [34]

Longderss_vox10 −81.35 −97.33 −42.36 −43.08 −16.31 −5.98 −15.63
Loot_vox10 −79.47 −96.96 −40.42 −39.5 −14.9 −5.74 −15.06

Red&black_vox10 −80.71 −92.04 −29.52 −44.58 −17.26 −1.68 −10.46
Soldier_vox10 −80.62 −95.48 −39.4 −43.42 −41.21 −5.11 −13.47
Queen_vox10 −79.19 −98.23 −34.1 −29.07 −9.73 - -
Player_vox11 −81.76 −99.85 −41.63 −38.55 −15.07 - −15.29
Dancer_vox11 −82.79 −99.71 −37.89 −34.89 −13.24 - −14.78

Average −80.84 −97.09 −37.9 −39.01 −14.39 −4.63 −14.12

Table 2. BD-rate reduced G-PCC(T) [20], G-PCC(O) [20], ADL-PCC [14], GeoCNNv2 [6], Learned-
PCGC [7], MRM-PCGC [33] and VA-PCGC [34] in D2 based BD-rate measurement (percentage/%).

Point Clouds
D2(p2plane)

G-PCC(T)
[20]

G-PCC(O)
[20]

ADL-
PCC [14] GeoCNNv2 [6] Learned-

PCGC [7]
MRM-

PCGC [33] VA-PCC [34]

Longderss_vox10 −76.56 −96.95 −41.07 −36.26 −12.24 −12.19 −17.79
Loot_vox10 −74.84 −96.41 −39.5 −32.37 −13.53 −11.22 −16.37

Red&black_vox10 −75.28 −94.24 −30.47 −33.16 −13.17 −9.21 −14.99
Soldier_vox10 −75.97 −95.25 −37.8 −36.57 −12.95 −10.51 −15.82
Queen_vox10 −75.27 −98.78 −38.07 −20.81 −11.78 - -
Player_vox11 −82.66 −99.99 −47.06 −40.72 −21.62 - −15.48
Dancer_vox11 −82.52 −99.98 −47.95 −42.58 −31.3 - −15.51

Average −77.59 −97.37 −40.27 −34.64 −16.66 −10.78 −15.99

From Table 3, it can be observed that our method, TransPCGC, demonstrates superior
performance when compared to the G-PCC(O) [20] method on the 8iVFB, Owlii, and MUVB
datasets. Across the three datasets, our method achieves an average BD-rate gain of
85.79% and 80.24% for D1 and D2 metrics, respectively. We also compared our proposed
TransPCGC method with the Learned-PCGC [7] method on five datasets. Across all five
datasets, our method showcases average BD-rate gains of 18.26% and 13.83% for D1 and D2
metrics, respectively. These results demonstrate the superior performance of our method
compared to the comparative approaches across multiple datasets.

Table 3. BD-rate reducest G-PCC(O) [20] and Learned-PCGC [7] in D1 and D2 based BD-rate
measurement (percentage/%).

Point Clouds
G-PCC(O) [20] Learned-PCGC [7]

D1 D2 D1 D2

8iVFB −96 −96.32 −15.13 −13.08
Owlii −78.03 −75.55 −13.45 −29.4

MVUB −83.34 −68.85 −9.86 −2.53
ModelNet - - −24.57 −12.06
ShapeNet - - −28.27 −12.1
Average −85.79 −80.24 −18.26 −13.83

In Figures 4 and 5, we provide a visual comparison between the original point cloud
and the decompressed point clouds. To visualize the geometric details of the point cloud,
we initially compute the normal vectors for each point using the surrounding 20 neigh-
boring points and render the point cloud. This approach provides a superior visual effect.
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Additionally, we generate error maps based on the D1 error between the decompressed
and original point cloud, allowing us visualization of the error distribution. Comparing
the resulting point clouds from different compression methods, our method stands out in
preserving intricate details and generating visually superior point clouds, as indicated by
the red and blue dashed boxes in Figures 4 and 5. It is noteworthy that G-PCC (T) [20]
introduces noticeable holes, while both G-PCC (O) [20] and G-PCC (T) [20] exhibit sparser
reconstructed point clouds with significant quantization loss compared to other methods.
This phenomenon occurs because octree-based encoding methods often lose details in leaf
nodes at low bit rates. On the contrary, ADL-PCC [14] and Learned-PCC [7] demonstrate
better preservation of details and fill a significant number of holes. However, our method
surpasses them in terms of detail preservation.

(c) Learned-PCGC
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Figure 4. Visual comparison of “longdress” for Ground Truth, Ours, Learned-PCGC [7], ADL-
PCC [14], G-PCC (T) [20] and G-PCC (O) [20].
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Figure 5. Visual comparison of “Soldier” for Ground Truth, Ours, Learned-PCGC [7], ADL-PCC [14],
G-PCC (T) [20] and G-PCC (O) [20].

In Table 4, we compare the running time of different methods. The table displays the
encoding and decoding time as well as the storage space of each method. It is evident that
the traditional method G-PCC(O) [20] has the fastest encoding and decoding time, resulting
in a 16% reduction in encoding and decoding time and a 50% reduction in storage space
compared to the Learned-PCGC [7]. The slightly slower decoding time of our method is
primarily attributed to the generation of more voxels in the reconstruction process, which
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is based on a binary classification method. We plan to further optimize this aspect in
future work.

Table 4. Compare the Enc time, Dec time, and Model size of different methods (unit: second/s).

G-PCC(O) [20] G-PCC(T) [20] Learned-
PCGC [7] Ours

Encoding time 1.6 8.16 6.63 7.42
Decoding time 0.6 6.58 17.49 12.85

Model size 2.6 M 2.6 M 8.0 M 4.0 M

4.3. Ablation Study

The effectiveness of the Transformer modules in TransPCGC was validated through
disintegration experiments. We performed disintegration by stacking and adjusting various
parameters of the Transformer Blocks, including the network structure, activation function,
normalization layer, and patch size. The outcomes indicated that utilizing ReLU activation,
Batch Normalization, and a patch size of seven led to the designed Transformer Blocks
achieving superior BD-Rate, as demonstrated in Table 5.

Table 5. Ablation for Transformer Blocks on the “longdress” point cloud.

Ablation Variant Bpp D1 D2

Baseline [Trans, Trans, Trans] 0.59 75.45 79.53

Hybrid Stages [Trans, Trans, Trans] → [Trans, Trans*2, Trans] 0.58 75.48 79.57
[Trans, Trans, Trans] → [Trans, Trans*3, Trans] 0.59 75.45 79.53

Activation GeLU → ReLU 0.55 75.45 79.58
GeLU → Swich 0.55 74.53 78.58

Normalization Group Normalization → Layer Normalization 0.54 75.22 79.36
Group Normalization→ Batch Normalization 0.55 75.54 79.71

Token mixers Pooling size 7→5 0.55 75.47 79.62
Pooling size 7→9 0.55 75.46 79.58

5. Conclusions

In this paper, we introduce a Transformer-based point cloud geometric compression
network. It includes preprocessing modules for voxelization and partitioning of point
clouds, compression networks to achieve optimal BD-Rate, and postprocessing modules for
point cloud reconstruction. This approach addresses the common problem in mainstream
point cloud geometric compression algorithms, which often overlook global information in
point cloud data. We propose a low-complexity and low-computation Transformer module,
incorporating a pooling operation that does not require any learnable parameters as a
token mixer to compute long-distance dependencies. This method ensures global feature
extraction while significantly reducing both computations and parameters. In addition, we
employ the convolutional layer for feature extraction, which further reduces the number
of parameters while preserving the spatial structure of the point cloud. The experimental
results demonstrate that our method improves the reconstruction quality of the point cloud
and preserves more details. Moreover, our method outperforms other compared algorithms
in terms of BD rate gain. Compared with the data from the latest VA-PCC published paper,
our method achieves an average BD-Rate gain of 14.12% and 15.99% for D1 and D2 distor-
tion criteria, respectively. Furthermore, when compared with the Learned-PCGC network,
our method shows improvement in BD-Rate while reducing encoding and decoding time
by 16% and model size by 50%. There are numerous interesting topics for exploration in the
future, including (1) enhancing the entropy coding module by constructing more accurate
context probability models using the Transformer module, (2) attribute compression (e.g.,
RGB colors), and (3) motion capturing for dynamic point clouds.
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