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Abstract: A plethora of methods are used for solving equations in the finite-dimensional Euclidean
space. Higher-order derivatives, on the other hand, are utilized in the calculation of the local
convergence order. However, these derivatives are not on the methods. Moreover, no bounds on the
error and uniqueness information for the solution are given either. Thus, the advantages of these
methods are restricted in their application to equations with operators that are sufficiently many
times differentiable. These limitations motivate us to write this paper. In particular, we present the
more interesting semi-local convergence analysis not given previously for two sixth-order methods
that are run under the same set of conditions. The technique is based on the first derivative that only
appears in the methods. This way, these methods are more applicable for addressing equations and
in the more general setting of Banach space-valued operators. Hence, the applicability is extended
for these methods. This is the novelty of the paper. The same technique can be used in other methods.
Finally, examples are used to test the convergence of the methods.

Keywords: Banach spaces; Fréchet derivative; convergence order; semi-local convergence;
convergence ball

MSC: 65H10; 65G99; 47H99; 49M15

1. Introduction

Let us consider a Fréchet derivable operator F : Ω ⊆ X → Y, where X, Y are Banach
spaces and Ω( 6= ∅) is a convex and open set. In computational sciences and other related
fields, equations of the type

F(x) = 0, (1)

are regularly used to address numerous complicated problems. It is important to realize
that obtaining the solutions to these equations is a challenging problem. The solutions are
only being found analytically in a limited number of cases. Therefore, iterative procedures
are often developed to solve these equations. However, it is a difficult task to create an
effective iterative strategy for dealing with Equation (1). The popular Newton’s method is
widely used to solve this equation. In order to increase the convergence order modifications
of methods such as Chebyshev’s, Jarratt’s, etc. have been developed.

Various higher order iterative ways computing solution of (1) have been provided
in [1–3]. These methods are based on Newton-like methods [2–10]. In [11], two cubically
convergent iterative procedures are designed by Cordero and Torregrosa. Another third-
order convergent method based on the evaluations of two F, one F′, and one inversion
of the matrix is presented by Darvishi and Barati [5]. In addition, Darvishi and Barati [5]
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also suggested methods having convergence order four. Sharma et al. [12] composed two
weighted-Newton steps to generate an efficient fourth-order weighted Newton method for
nonlinear systems. In addition, fourth and sixth-order convergent iterative algorithms are
developed by Sharma and Arora [13] to solve nonlinear systems.

The main objective of this article is to extend the application of the sixth convergence
order methods that we have selected from [13,14], respectively. These methods are:

yn = xn − αF′(xn)
−1F(xn)

zn = xn −
(

23
8

I − 3F′(xn)
−1F′(yn) +

9
8

(
F′(xn)

−1F′(yn)
)2
)

F′(xn)
−1F(xn) (2)

xn+1 = zn −
(

5
2

I − 3
2

F′(xn)
−1F′(yn)

)
F′(xn)

−1F(zn)

and

yn = xn − αF′(xn)
−1F(xn)

zn = xn −
(

I +
21
8

F′(xn)
−1F′(yn)−

9
2
(F′(xn)

−1F′(yn))
2 (3)

+
15
8
(F′(xn)

−1F′(yn))
3
)

F′(xn)
−1F(xn)

xn+1 = zn − (3I − 5
2

F′(xn)
−1F′(yn) + (

1
2

F′(xn)
−1F′(yn))

2)F′(xn)
−1F(zn),

respectively. If α =
2
3

methods (2) and (3) are reduced to the methods designed in [12,14],
respectively. The motivation and the benefits of using these methods have been well
explained in [13,14]. These methods require the evaluation of two derivatives, one inverse,
and two operator evaluations per iteration. The convergence analysis was given in the
special case when X = Y = Ri. The local convergence of these methods is shown with
the application of expensive Taylor formulas. Moreover, the existence of derivatives up to
order seven is assumed. These derivatives do not appear in the methods. However, this
approach reduces their applicability.

Motivation for writing this paper. Let us look at the following function to explain a
viewpoint

F(t) =
{

0, if t = 0,
2t3 ln(t) + t5 − t4, if t 6= 0,

(4)

where X = Y = R and the F is defined on Ω = [−0.5, 1.5]. Then, the unboundedness of
F′′′ makes the previous functions’ convergence results ineffective for methods (2) and (3).
Notice also that the results in [15,16] can not be used to solve equations with operators
that are not at least seven times differentiable. However, these methods may converge.
Moreover, existing results provide little information regarding the bounds of the error, the
domain of convergence, or the location of the solution.

Novelty of the paper. The new approach addresses these concerns in the more general
setting of Banach spaces. Moreover, we use only conditions on the derivative F′ that appears
in these methods. Furthermore, we investigate the ball analysis of an iterative method in
detail in order to determine convergence radii, approximate error bounds, and calculate
the region where x∗ is the only solution. Another benefit of this analysis is that it simplifies
the very difficult task of selecting x0. Consequently, we are motivated to investigate and
compare the semi-local convergence of (2) and (3) (not given in [15,16]) under an identical
set of constraints. Additionally, an error estimates ||xn − x∗|| and the convergence radii, the
convergence theorems. Furthermore, the uniqueness of the convergence ball is discussed.

Future Work. The methods mentioned previously can also be extended with our
technique along the same lines. These methods can be used to solve equations in the related
works [15–17].
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The following is a summary for the rest of this article: Section 2 contains results on
majorizing sequences. Section 3 gives the convergence of the methods. The remaining
Sections 4 and 5 contain numerical examples and conclusions, respectively.

2. Majorizing Sequences

The real sequences defined in this section shall be shown to be majorizing for method
(2) and method (3) in the next Section.

Let t0 = 0 and s0 = |α|ξ for some ξ ≥ 0 and consider functions w0 : [0, ∞) → [0, ∞),
w : [0, ∞)→ [0, ∞), to be continuous and nondecreasing. Define the sequence {tn} for all
n = 0, 1, 2, ...

bn =


w0(tn) + w0(sn)
or
w(sn − tn),

γn =
bn

1− w0(tn)
, (5)

δn =
(

1 +
∫ 1

0
w0(tn + θ(un − tn))dθ

)
(un − tn) +

1
|α| (1 + w0(tn))(sn − tn),

un = sn +
1

8|α| (8|α− 1|+ 6γn + 9γ2
n)(sn − tn),

tn+1 = un +
(

1 +
3
2

γn

) δn

1− w0(tn)
,

pn+1 =



(
1 +

∫ 1
0 w0(tn + θ(tn+1 − tn))dθ

)
(tn+1 − tn) +

1
|α| (1 + w0(tn))(sn − tn)

or∫ 1
0 w((1− θ)(tn+1 − tn))dθ(tn+1 − tn) +

1
|α| (1 + w0(tn))(sn − tn)

+(1 + w0(tn))(tn+1 − tn),

and

sn+1 = tn+1 +
|α|pn+1

1− w0(tn+1)
.

We use the same convergence notation for the second sequence

un = sn +
1

8|α| (8|1− α|+ 6γn + 9γ2
n + 15γ3

n)(sn − tn),

tn+1 = un +
1
4
(3 + 8γn + γ2

n)
δn

1− w0(tn)
, (6)

and

sn+1 = tn+1 +
|α|pn+1

1− w0(tn+1)
.

Next, the same convergence criteria are developed for these sequences.

Lemma 1. Suppose that either sequence {tn} generated by Formula (5) or Formula (6) satisfy

w0(tn) < 1, (7)

and
tn < τ, (8)

for some parameter τ > 0 and all n = 0, 1, 2, ....
Then, these sequences are bounded from above by τ, nondecreasing and convergent to the same

t∗ ∈ [0, τ].
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Proof. If follows by the Formulas (5) and (6) and the conditions (7) and (8) that the conclu-
sions if the Lemma 1 hold. In particular, the limit point t∗ is the unique least upper bound
of these sequences.

Notice that τ and t∗ do not have to be the same for each sequence.

If the function w0 is strictly increasing, the possibly choice for τ = w−1
0 (1).

The semi-local convergence is discussed in the next Section.

3. Convergence

The following common set of conditions is sufficient for the convergence of these
methods.

Suppose:
(C1) There exist a starting point x0 ∈ Ω and a parameter ξ ≥ 0 such that

F′(x0)
−1 ∈ L(Y, X) and

‖F′(x0)
−1F(x0)‖ ≤ ξ.

(C2) ‖F′(x0)
−1(F′(v)− F′(x0))‖ ≤ w0(‖v − x0‖) for all v ∈ Ω, where the function

w0 : [0, ∞)→ [0, ∞) is continuous and nondecreasing.
(C3) Equation w0(t)− 1 = 0 has a smallest positive solution ρ.
Set T = [0, ρ) and Ω0 = B(x0, ρ) ∩Ω.
(C4) ‖F′(x0)

−1(F′(v2)− F′(v1)‖ ≤ w(‖v2 − v1‖) for all v2, v1 ∈ Ω0, where the func-
tion w : T → [0, ∞) is continuous and nondecreasing.

(C5) The conditions (7) and (8) hold.
and
(C6) B[x0, t∗] ⊂ Ω.
Next, the semi-local convergence is given first for method (2).

Theorem 1. Suppose that the conditions (C1)–(C6) hold. Then, the sequence {xn} generated by
the Formula (2) is well defined in the ball B(x0, t∗), stays in the ball B(x0, t∗) and converges to a
limit point x∗ ∈ B[x0, t∗] satisfying t F(x∗) = 0. Moreover, the solution x∗ relates to the method
(2) and the sequence {tn} by

‖xn − x∗‖ ≤ t∗ − tn f or all n = 0, 1, 2, . . . . (9)

Proof. The following items shall be shown using mathematical induction on the number k:

‖yk − xk‖ ≤ sk − tk, (10)

‖zk − yk‖ ≤ uk − sk, (11)

‖xk+1 − zk‖ ≤ tk+1 − uk. (12)

Item (10) holds for k = 0, since by the condition (C1), the definition of the method (2)
and the sequence (5)

‖y0 − x0‖ = |α||‖F′(x0)
−1F(x0)‖ ≤ |α|ξ = (s0 − t0) < t∗.

Notice also that the iterates y0, z0 and x1 are well defined and y0 ∈ B(x0, t∗). Then, for
v ∈ B(x0, t∗), conditions (7), (C1) and (C2) give

‖F′(x0)
−1(F′(v)− F′(x0))‖ ≤ w0(‖v− x0‖) < 1.

This estimate together with the standard lemma by Banach on linear operator [2]
implies that

‖F′(v)−1F′(x0)‖ ≤
1

1− w0(‖v− x0‖)
. (13)
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By replacing the value of yk given in the first substep in the second substep of the
method (2), we have

zk − yk = (αI − 23
8

I + 3Ak −
9
8

A2
k)F′(xk)

−1F(xk)

= − 1
8α

[8(α− 1)I − 6(I − Ak)− 9(I − Ak)
2](yk − xk). (14)

In view of the definition of the sequence (5), condition (C3), (13) (for v = xk) and the
identity (14), we obtain the estimate

‖zk − yk‖ ≤
1

8|α| (8|α− 1|+ 6γ̄k + 9γ̄2
k)‖yk − xk‖

≤ 1
8|α| (8|α− 1|+ 6γk + 9γ2

k)(sk − tk) = uk − sk, (15)

where

b̄k =


w0(‖xk − x0‖) + w0(‖yk − x0‖)
or
w(‖yk − xk‖)

and γ̄k =
b̄k

1− w0(‖xk − x0‖)
.

The following estimates are also used

‖I − Ak‖ = ‖F′(xk)
−1(F′(xk)− F′(yk))‖

≤ ‖F′(xk)
−1(F′(xk)− F′(x0))‖+ ‖F′(xk)

−1(F′(yk)− F′(x0))‖

≤ w0(‖xk − x0‖) + w0(‖yk − x0‖)
1− w0(‖xk − x0‖)

= γ̄k

≤ w0(tk) + w0(sk)

1− w0(tk)
= γk,

and similarly

‖I − Ak‖ ≤ ‖F′(xk)
−1F′(x0)‖‖F′(x0)

−1(F′(xk)− F′(yk))‖

≤ w(‖yk − xk‖)
1− w0(‖xk − x0‖)

= γ̄k ≤
w(sk − tk)

1− w0(tk)
= γk.

It also follows from (15) that the estimate (11) holds and

‖zk − x0‖ ≤ ‖zk − yk‖+ ‖yk − x0‖ ≤ uk − sk + sk = uk < t∗.

Thus, the iterate zk ∈ B(x0, t∗).
By the first substep of method (2) one can write in turn that

F(zk) = F(zk)− F(xk) + F(xk)

=
∫ 1

0
F′(xk + θ(zk − xk))dθ(zk − xk)−

1
α

F′(xk)(yk − xk)

leading to the estimate

‖F′(x0)
−1F(zk)‖ ≤ (1 +

∫ 1

0
w0(‖xk − x0‖+ θ‖zk − xk‖)dθ)‖zk − xk‖

+
1
|α| (1 + w0(‖xk − x0‖)‖yk − xk‖ = δ̄k ≤ δk. (16)
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Then, by the third substep of method (2)

‖xk+1 − zk‖ = ‖(I +
3
2
(I − Ak))F′(xk)

−1F(zk)‖

≤ (1 +
3
2

γ̄k)
δ̄k

1− w0(‖xk − x0‖)
≤

(1 + 3
2 γk)δk

1− w0(tk)
= tk+1 − uk, (17)

and
‖xk+1 − x0‖ ≤ ‖xk+1 − zk‖+ ‖zk − x0‖ ≤ tk+1 − uk + uk = tk+1 < t∗.

Hence, the iterate xk+1 ∈ B(x0, t∗) and the item (12) hold.
Method (16) also gives

F(xk+1) = F(xk+1)− F(xk) + F(xk)

=
∫ 1

0
F′(xk + θ(xk+1 − xk))dθ(xk+1 − xk)−

1
α

F′(xk)(yk − xk)

leading to

‖F′(x0)
−1F(xk+1)‖ ≤ (1 +

∫ 1

0
w0(‖xk − x0‖+ θ‖xk+1 − xk‖)dθ‖xk+1 − xk‖

+
1
|α| (1 + w0(‖xk − x0‖))‖yk − xk‖ = p̄k+1

≤ (1 +
∫ 1

0
w0(tk + θ(tk+1 − tk))dθ)(tk+1 − tk)

+
1
|α| (1 + w0(tk))(sk − tk) = pk+1, (18)

since

‖xk+1 − xk‖ ≤ ‖xk+1 − zk‖+ ‖zk − xk‖+ ‖yk − xk‖
≤ tk+1 − uk + uk − sk + sk − tk = tk+1 − tk.

On the other hand, we can write

F(xk+1) = F(xk+1)− F(xk)− F′(xk)(xk+1 − xk)

− 1
α

F′(xk)(yk − xk) + F′(xk)(xk+1 − xk)

and

‖F′(x0)
−1F(xk+1)‖ ≤

∫ 1

0
w((1− θ)(‖xk+1 − xk‖))dθ‖xk+1 − xk‖

+
1
|α| (1 + w0(‖xk − x0‖))‖yk − xk‖

+(1 + w0(‖xk − x0‖))‖xk+1 − xk‖ = p̄k+1

≤
∫ 1

0
w((1− θ)(tk+1 − tk))dθ(tk+1 − tk) (19)

+
1
|α| (1 + w0(tk))(sk − tk) + (1 + w0(tk))(tk+1 − tk) = pk+1.

Then, by the first substep of the method (2)

‖yk+1 − xk+1‖ ≤ |α|‖F′(xk+1)
−1F′(x0)‖‖F′(x0)

−1F(xk+1)‖

≤ |α| p̄k+1
1− w0(‖xk+1 − x0‖)

≤ |α|pk+1
1− w0(tk+1)

= sk+1 − tk+1, (20)
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and ‖yk+1 − x0‖ ≤ ‖yk+1 − xk+1‖ + ‖xk+1 − x0‖ ≤ sk+1 − tk+1 + tk+1 = sk+1 < t∗. It
follows that the item (10) hold for k + 1 replacing k and yk+1 ∈ B(x0, t∗). Then, the
induction for the items (10)–(12) is completed.

The condition (C5) implies that the sequence {tk} is Cauchy as convergent. Con-
sequently, the sequence {x‘k} is also Cauchy by estimates (10)–(12), and as such it is
convergent to some limit point x∗ ∈ B[x0, t∗]. Furthermore, the continuity of the operator F
and (18) imply F(x∗) = 0 if k→ ∞.

Let m ≥ 0. Then, by (10)–(12) the following can be written in turn

‖xk+m − xk‖ ≤ ‖xk+m − xk+m−1‖+ ‖xk+m−1 − xk+m−2‖+ ... + ‖xk+1 − xk‖
≤ tk+m − tk+m−1 + tk+m−1 − tk+m−2 + ... + tk+1 − tk

= tk+m − t∗. (21)

By letting m→ ∞ in the estimate (21), the item (9) follows.

Remark 1. The parameter ρ can replace the limit point t∗ in the condition (C6) or τ in the condition
(8).

The next result discusses the location and the uniqueness of a solution for the equation
F(x) = 0.

Proposition 1. Suppose: (i) The exists a solution x̄ ∈ B(x0, ρ1) of the equation F(x) = 0 for
some parameter ρ1 > 0.

(ii) The condition (C2) hold.
(iii) For ρ2 ≥ ρ1 ∫ 1

0
w0(θρ1)dθ < 1. (22)

Set Ω1 = B(x0, ρ2) ∩Ω.
Then, the equation F(x) = 0 is uniquely solved by x̄ in the region Ω1.

Proof. Let M =
∫ 1

0 F′(x̄ + θ(ȳ− x̄))dθ for some ȳ ∈ Ω1 with F(ȳ) = 0. The application of
the conditions (ii), (iii) and (21) gives in turn that

‖F′(x0)
−1(M− F′(x0))‖ ≤

∫ 1

0
w0((1− θ)‖x̄− x0‖+ θ‖ȳ− x0‖)dθ

≤
∫ 1

0
w0((1− θ)ρ1 + θρ2)dθ < 1

concluding that the linear operator M is invertible and x̄ = ȳ, since

M(x̄− ȳ) = F(x̄)− F(ȳ) = 0.

Remark 2. The uniqueness of the solution result given in Proposition 1 is not using all the
conditions of the Theorem 1. However, if all these conditions are used, then set ρ1 = t∗.
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By using method (3) instead of the method (2) and sequence (6) instead of sequence (5) one
obtains along the same lines for the proof the Theorem 1 (under conditions (C1)–(C6)) based on the
following estimates:

‖zk − yk‖ = ‖[(α− 1)I − 21
8

Ak +
9
2

A2
k −

15
8

A3
k ]F
′(xk)

−1F(xk)‖

=
1
8
‖[8(α− 1)I − 6(I − Ak)− 9(I − Ak)

2 − 15(I − Ak)
3]F′(xk)

−1F(xk)‖

≤ 1
8|α| (8|α− 1|+ 6γ̄k + 9γ̄2

k + 15γ̄3
k)‖yk − zk‖

≤ 1
8|α| (8|α− 1|+ 6γk + 9γ2

k + 15γ3
k)(sk − tk) = uk − sk,

‖xk+1 − zk‖ =
1
4
‖(3 + 8(I − Ak) + (I − Ak)

2)F′(xk)
−1F(zk)‖

≤ 1
4
(3 + 8γ̄k + γ̄2

k)
δ̄k

1− w0(‖xk − x0‖)

≤
1
4 (3 + 8γk + γ2

k)δk

1− w0(tk)
= tk+1 − uk

Moreover, the estimate on ‖yk+1 − zk‖ is the same as in (20). Hence, the following result is
reached but for the method (3).

Theorem 2. Under the conditions (C1)–(C6) the conclusions of Theorem 1 hold for the method (3)
provided that the sequence (5) is switched with the sequence (6).

4. Numerical Example

Let us apply methods (2) and (3) with α = 2
3 to solve the following nonlinear problems.

Example 1. Consider the system of nonlinear equations with F : Rm → Rm defined by

Fi(x) = 3υ3
i + 2υi+1 − 5 + sin(υi − υi+1) sin(υi + υi+1), i = 1,

Fi(x) = 3υ3
i + 2υi+1 − 5 + sin(υi − υi+1) sin(υi + υi+1)

+4υi − υi−1 exp(υi−1 − υi)− 3, 1 < i < m,

Fi(x) = 4υi − υi−1 exp(υi−1 − υi)− 3, i = m.

Here x = (υ1, . . . , υm)T . The initial approximation is calculated by the formula x0 =
(2s, . . . , 2s)T , where s is a real number. The exact solution is x∗ = (1, . . . , 1)T . The iterative
process is stopped if the condition holds

‖F(xn+1)‖∞ ≤ 10−10.

Tables 1 and 2 show values of errors for different s and m = 5. Notice that the closer x0 is to
x∗ the faster the convergence.

Table 1. The values ‖xn − x∗‖∞ at each iteration for s = 0.35, 0.4, 0.45.

n
s = 0.35 s = 0.4 s = 0.45

(2) (3) (2) (3) (2) (3)

0 3.0000e-01 3.0000e-01 2.0000e-01 2.0000e-01 1.0000e-01 1.0000e-01
1 1.2680e-01 8.3460e-01 3.7373e-03 2.7441e-02 2.3940e-05 4.1343e-04
2 2.0491e-05 6.6401e-02 3.3085e-14 6.3708e-07 0 4.1744e-14
3 0 1.6444e-05 0
4 0



Algorithms 2023, 16, 2 9 of 11

Table 2. The values ‖xn − x∗‖∞ at each iteration for s = 1, 2.5, 5.

n
s = 1 s = 2.5 s = 5

(2) (3) (2) (3) (2) (3)

0 1.0000e+00 1.0000e+00 4.0000e+00 4.0000e+00 9.0000e+00 9.0000e+00
1 8.1192e-02 1.0405e-01 1.1974e+00 1.3057e+00 3.3764e+00 3.5981e+00
2 1.8507e-06 7.5738e-05 1.2931e-01 1.9303e-01 9.3516e-01 1.1262e+00
3 0 0 2.1824e-05 6.2796e-04 6.7872e-02 1.3871e-01
4 0 2.2427e-13 7.0948e-07 2.0438e-04
5 0 2.6645e-15

Example 2. Consider the boundary value problem y′′(t)− y′(t)tg(t) +
2y2(t)
sin(t)

= 0, 0 < t <
π

2
,

y(0) = 0, y(π/2) = 1.

Denote υi = y(ti), i = 0, . . . , m + 1, where ti = ih and h =
π

2(m + 1)
. Using the

approximation for the first and second-order derivatives

υ′′i ≈
υi−1 − 2υi + υi+1

h2 , υ′′i ≈
υi+1 − υi−1

2h
, i = 1, . . . , m,

the following system of the nonlinear equations

Fi(x) = −2υi + υi+1 −
h
2

υi+1tg(ti) +
2h2υ2

i
sin(ti)

= 0, i = 1,

Fi(x) = υi−1 − 2υi + υi+1 −
h
2
(υi+1 − υi−1)tg(ti) +

2h2υ2
i

sin(ti)
= 0, i = 2, . . . , m− 1,

Fi(x) = 1− 2υi + υi+1 −
h
2
(1− υi−1)tg(ti) +

2h2υ2
i

sin(ti)
= 0, i = m

with x = (υ1, . . . , υm)T is obtained.
Figure 1 shows ‖F(xn)‖∞ at each iteration. The results are obtained for m = 49 and

ε = 10−10. The starting approximations x0 were given by formulas x0,i = sin(ih) + 0.6 (for the
graphs on the left) and x0,i = 0.5 sin(ih) (for the graphs on the right). Notice that the method (2)
convergences faster than (3) for both problems.
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Figure 1. Example 2: norm of residual at each iteration.

5. Conclusions

The local convergence analysis of the method (2) and the method (3) previously was
given under hypotheses on the seventh derivative on the space Ri. The analysis did not
provide computable error bounds or uniqueness results for the solution. The rest of the
methods listed in the Introduction have the same limitations. We wrote this paper to
address these problems and to extend the applicability of these methods. As a sample, we
demonstrated that with method (2) and method (3). However, the new approach works
on the rest of the aforementioned methods. In particular, we considered the semi-local
convergence analysis for these methods which is more interesting and challenging that the
local convergence. Computable error estimates as well as the uniqueness of the solution
results were given in the more general setting of Banach spaces. Moreover, the convergence
is based only on the derivative appearing on the method and ω-continuity conditions. The
new approach will be applied in the future to other iterative methods.
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