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Abstract: Are algorithms sexist? This is a question that has been frequently appearing in the mass
media, and the debate has typically been far from a scientific analysis. This paper aims at answering
the question using a hybrid social and technical perspective. First a technical-oriented definition of the
algorithm concept is provided, together with a more social-oriented interpretation. Secondly, several
related works have been reviewed in order to clarify the state of the art in this matter, as well as to
highlight the different perspectives under which the topic has been analyzed. Thirdly, we describe
an illustrative numerical example possible discrimination in the banking sector due to data bias,
and propose a simple but effective methodology to address it. Finally, a series of recommendations
are provided with the goal of minimizing gender bias while designing and using data-algorithmic
processes to support decision making in different environments.
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1. Introduction

As pointed out by some of the pioneers of machine learning, one of the main problems
inherent to the logic of computer systems is their inability to dissociate the information
they handle from the context in which they are created [1]. This generates the need for
overcoming the dichotomy between the social and technical perspectives, which makes
it difficult to address social issues such as the existence of bias in the development of
data-algorithmic processes [2]. The conception of data-algorithmic processes as complex
socio-technical systems, and not just as autonomous technical methods, contributes to add
a social perspective to the debate [3].

Algorithmic-related bias refers to systematic and repeatable errors in a mathematical
or computer system that lead to ‘unfair’ outputs, privileging one or more groups over
others. Gender bias in data-algorithmic processes is a particular type of bias where one
of the genders is discriminated. Some authors have associated the presence of gender
bias with the under-representation of women in the design and production of artificial
intelligence (AI) products and services [4–6]. The number of AI applications has been
increasingly growing during the last decades, which cover a wide range of fields: from
natural language generation to face recognition. At the same time, the concern regarding
AI/machine learning (ML) and gender bias has also increased significantly (Figure 1).
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Figure 1. Scopus-indexed articles for different gender-related terms.

For example, the widespread use of popular word embedding algorithms exhibiting
stereotypical biases—including gender bias–in ML systems can thus amplify stereotypes
in several contexts. For this reason, some methods have been developed to mitigate this
problem [7]. Examples of methods for evaluating bias in text are the word embedding
association test (WEAT) and the word embedding factual association test (WEFAT). These
have implications not only for AI/ML, but also for other fields, such as Psychology, Sociology,
and Human Ethics, since these methods raise the possibility that mere exposure to everyday
language can account for the biases replicated by ML techniques [8]. This reinforces the
importance of developing an interdisciplinary analysis on the presence of biases in data-
algorithmic processes, and how these biases might guide decisions that do not represent the
diversity and complexity of modern societies. Likewise, tecent technological advances and the
extensive use of algorithms raise ethical problems, particularly those prompted by algorithmic
decision-making [9]. The potential biases in algorithm decision-making have encouraged
several research on the effects of AI in the development of the different UNESCO’s sustainable
goals. Authors such as Tsamados et al. [10] and Taddeo and Floridi [11] formulate affirmation
such as “algorithms are not ethically neutral”.

In this context, our paper analyzes whether data-algorithmic processes are sexist –by
first providing definitions of the algorithm concept, considering both social and technical
perspectives–, and an introduction to the concept of data-algorithmic bias. In addition, ex-
amples of gender bias in AI applications, based on different fields such as natural language
processing (NLP), speech recognition, decision management, and face recognition are ex-
plained. Afterwards, a review of works presenting methods to detect and mitigate gender
bias in AI applications is offered, as well as a list of private initiatives and recommendations
from international organizations. Likewise, a numerical example regarding discrimination
due to data bias, a simple yet effective methodology to solve the issue, and a set of general
recommendations for any AI practitioner interested in detecting and mitigating gender
bias are also discussed.

The rest of the paper is structured as follows: Section 2 defines the concept of algorithm,
both from a technical and a social scientist’s point of view, and reviews an algorithm
classification by function, implementation, and design paradigm. Next, Section 3 discusses
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different definitions and classifications of algorithmic bias. Section 4 describes examples
of gender bias in data-algorithmic processes for a wide range of fields, while Section 5
describes a few datasets with gender bias, which are diverse, popular, and freely-accessible.
Section 6 presents private initiatives and recommendations from international organizations
to address gender bias. An illustrative numerical example of discrimination due to data
bias as well as a methodology to address this bias are presented in Section 7. Finally,
Section 8 provides a series of recommendations to prevent, identify, and mitigate gender
bias, while Section 9 draws a few conclusions from this work.

2. The Algorithm Concept

This section reviews the concept of algorithm, both from a technical perspective as
well as from a more social one.

2.1. Algorithm Concept in Science and Engineering

Algorithm is a noun with several definitions, which vary according to the context.
As defined by the Oxford dictionary, it is “a set of rules that must be followed when
solving a particular problem”. According to the Cambridge dictionary, it is “a set of
mathematical instructions that must be followed in a fixed order, and that, especially if
given to a computer, will help to calculate an answer to a mathematical problem”.

Currently, algorithm is a term which has caught a lot of attention from the technical
specialists, the social scientists, and the broader public due to the computer advances that
have taken place over the last decades. According to [12], all interested parties are using
the word in different ways. From an engineering perspective, an algorithm is defined
as a system with two components, the logic and the control component [13]. The logic
component prescribes the problem-solving knowledge it relies on. The control component
prescribes how that knowledge is implemented, determining its efficiency. In addition,
algorithms are typically related to an input and an output, which refer to the data on
which the logic of the algorithm is executed and the results of the execution, respectively
(Figure 2).

Figure 2. Decision-making process and decomposition of algorithms into their characteristics
and components.

According to [14], the definition of algorithm is even extended to abstract machines
and computer models in the Computer Science field, which makes it difficult for other fields
to understand the real meaning of the algorithm concept. Technically, its logic can be as
varied as the problems, contexts, systems, design, and everything that affects it, directly or
indirectly. This variety in the interdisciplinary application of algorithms makes it difficult
to find a standard classification of algorithms in the literature. However, they have been
mainly classified by function [15], implementation, or design paradigms [16,17].

Many concepts related to algorithms are widely used today. Among the most common
are ML, AI, deep learning, and black-box models [18]. AI is a concept generally understood
as “that activity devoted to making machines intelligent, and intelligence is that quality
that enables an entity to function properly and with foresight in its environment” [19].
These algorithms are widely used in automated decision-making processes based on big
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data. In some cases, it is no clear why a particular decision was made with a lack of
transparency and a high risk of biases in the data-algorithm process due to human biases
and data collection artifacts that are hidden during the data training process. This can lead
to erroneous and unfair decisions [20]. This inconsistency in models has encouraged the
development of a sub-field of ML known as ‘fairness’, which refers to the study of processes
and techniques to ensure that biases in data and models do not generate unfavorable
outcomes at the societal level, i.e., discrimination based on race, gender, disabilities, sexual
orientation, religious beliefs, or political convictions [21].

2.2. Algorithm Concept in Social Sciences

Mathematics and engineering are not the only knowledge areas that have been in-
terested in algorithms. One of the trends characterizing the current western societies is
the increasing role of mathematics and computer science as influential mechanisms that
shape and guide our behavior and the governance of society. This is what experts, such as
Danaher et al. [22], have agreed to call “algocracy” or governance of the algorithms. Thus,
algorithms cease to be understood as autonomous mathematical formulas, and begin to be
conceptualized also in the context of their social impact.

From a social perspective, algorithms have been conceived, from their significance and
power, as a particular form of rationality associated with a general mode of social order-
ing [23], or directly as a culture [24]. Beyond their diversity, what all these approaches have
in common is the idea that talking about algorithms is not simply talking about technical
materials. It also arises the need for new additional meanings of the algorithm concept,
based on their applications in everyday life situations. Algorithms are not only created in a
social context and by certain social groups –which respond to certain interests–, but they
frequently intervene and operate in social reality. As pointed out by [25], an algorithm
is usually employed in a context of trial and error processes, interactions, collaboration,
discussion and negotiation among various intervening actors. All these actions show a
common social and cultural background. Hence, to consider them as the expression of a
pure mental effort (i.e., as a process of abstraction), might be an oversimplification of reality.

While a social scientist is usually unable to fully understand the mathematical details
inside an algorithm, a computer scientist might not always be fully aware of the social
and cultural context in which her algorithms will be implemented. These background
divergences generate barriers in the way both communities communicate with each other.
In order to establish a common ground between these communities, this paper enriches
the technical definition of an algorithm with a social one. Hereby, this paper offers a
broad view of the algorithm concept which goes beyond the idea of an autonomous
mathematical entity to consider it as a complex socio-technical system. Within this common
perspective, the concept of “algorithmic culture” is born as one that embraces algorithms
simultaneously both as computer technology and as formative tools for the social domain.
To understand how algorithms, society, and culture are intertwined, Draude et al. [2]
identify two overlapping but distinguishable levels of entanglement. First, the level of
social inequalities that are reproduced by combining practical purpose and automated
decision-making. Secondly, the level of cultural work of algorithms in sorting and ranking.
Figure 3 represents a more social view of the algorithm concept, one which highlights the
importance of technical and social aspects in their composition, while assuming that both
aspects are articulated in a co-constitutive manner.

Figure 3. Socio-technical definition of the algorithm concept.
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One of the concerns that has guided social science interest in algorithms is the convic-
tion that they are likely to produce and reproduce social inequalities. The socio-technical
perspective is clear in this regard: algorithms and their effects are contextualized within the
human world [2]. On this basis, algorithms should be divided not according to what they
“are” but according to what they “do”. Thus, considering algorithms as socio-technical
systems implies also considering the possible existence of biases in information systems,
specifically in historical data employed to train algorithms. This social perspective aims at
analyzing the possible existence of discrimination factors in the data-algorithmic process.
As stated by Wellner and Rothman [26], an AI algorithm is likely to be considered neutral,
and possible bias are usually linked to the training dataset. Furthermore, depending on the
specific feedback mechanism, biased results might be used as new inputs, thus deepening
the bias. The social perspective calls for a technological revolution, in which machine
learning not only “teaches” the algorithm to identify an object and classify it, but also
“educates” it to reflect certain social values [27]. As Wellner and Rothman [26] also state,
the challenge of “educating” an algorithm to identify a gender bias is analogous to the one
of training an algorithm to be ethical or fair. The importance of users increases when we
realize that fairness is not an easily definable parameter to introduce into a given system. It
is complex and changes over time and place, but users of a system can sometimes detect it
more effectively than developers. Therefore, developers must design systems so that users
can easily report biases.

3. Data-Algorithmic Bias: Definitions and Classifications

Bias is a concept used in statistics and ML to refer to the assumptions made by a specific
model [28]. Viewing algorithms as socio-technical systems implies, however, a broader
understanding of bias in information systems. Friedman and Nissenbaum [29] use the term
bias to refer to computer systems that systematically and unfairly discriminate against
certain individuals or groups of individuals in favor of others. According to these authors,
a system discriminates unfairly if it denies an opportunity, or assigns an undesirable
outcome to an individual, on grounds that are unreasonable or inappropriate. In the same
vein, Ntoutsi et al. [30] define bias as the inclination or prejudice of a decision made by an
AI system that is in favor of, or against to, an individual or group, especially in a way that
is considered unfair. We find general agreement in the scientific literature when it comes to
defining computer biases on the basis of the injustices they are likely to generate. Despite
this, neither unfair discrimination alone gives rise to bias unless it occurs systematically,
nor does systematic discrimination generate bias unless it is accompanied by an unfair
outcome [29]. Since AI relies heavily on data generated by humans –or collected through
human-created systems–, it is not strange that any bias that exists in humans is also reflected
in our systems. As algorithms are part of existing biased institutions and structures, they
are susceptible to reproduce and amplify these biases by favoring those phenomena and
aspects of human behavior that are easily quantifiable over those that are difficult or even
impossible to measure [30].

Friedman and Nissenbaum [29] were among the first to offer a classification of the
types of biases related to algorithms from a socio-technical perspective. Their analysis was
based on an analysis of seventeen computer systems from various fields, including banking,
commerce, computer science, education, medicine, and law. These authors categorize three
types of biases in their work. The first is the pre-existing bias, i.e., when computer systems
incorporate biases that exist independently to the creation of the system. The second type
of bias described is the technical bias. In contrast to pre-existing bias, technical bias arises
from problem solving in technical design. Technical bias can be identified in computer tools,
in the de-contextualization of algorithms, in the generation of pseudo-random numbers,
or in the formalization of human constructs. Finally, the third type of bias is the emergent
bias, which arises only in a context of use, usually some time after a design is completed,
as a result of changes in social knowledge, population, or cultural values. Emergent bias
may be caused by new knowledge in society that cannot be incorporated into the system
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design. It can also be a bias that arises when the population using the system differs in
some significant dimension from the population assumed as users during the design stage.

Mehrabi et al. [31] present a classification that considerably expands these types of
bias. This work offers a particularly complete and updated definition of the biases affecting
AI applications. However, its main contribution is the classification of biases beyond the
different phases of the algorithmic process in which they fall, i.e.,: in the data, in the creation
of the algorithms, or in the interaction with the users. These authors analyze biases in
ML from the phenomenon of the feedback loop. This feedback loop is understood as a
situation in which the trained ML model makes decisions that produce results, and these
same results affect future data to be collected for subsequent training rounds or models.
Aggregation bias occurs when false conclusions are drawn for one subgroup based on the
observation of a different one or, in general, when false assumptions about a population
affect the outcome and definition of the model. Temporal bias arises from differences
between populations and behaviors over time [32]. Likewise, social bias occurs when other
people’s actions or content coming from them affect our judgment [33]. From algorithms to
interaction with users, Mehrabi et al. [31] situate four other biases: (i) the popularity bias
–or overexposure of the most popular articles [34,35]; (ii) the ranking bias that correlates
with the idea that the best ranked results are the most relevant and important –which
will attract more clicks than others; (iii) the evaluation bias, which includes the use of
inappropriate and disproportionate benchmarks for application evaluation; and (iv) the
emergent bias, which arises as a result of a change in population, cultural values or
societal knowledge, usually some time after the completion of the design [29]. As can be
seen, this last categorization encompasses and extend all the biases we have discussed in
previous classifications. Moreover, this last proposal goes one step further by illustrating
the data-algorithmic process as a feedback loop composed by: (i) the algorithm; (ii) the
data feeding the algorithm; and (iii) the interaction with the user that is affected by the
algorithm’s outcome.

4. Examples of Gender Bias

This section reviews scientific works that study examples of gender biases in data-
algorithmic processes. It is structured in four subsections describing applications in
natural language processing and generation, speech recognition, decision management,
and face recognition.

4.1. Natural Language Processing and Generation

Most of the research looking at gender biases in AI and algorithms has been conducted
in the field of computational linguistics. The goal is to avoid biases in the training of those
algorithms involved in the development of voice assistants.

Gender bias is susceptible of being exhibited in multiple parts of an NLP system,
including training data, resources, pre-trained models (for example, word embeds), and the
algorithms themselves. One of the first works to point out gender stereotypes within NLP
was the one carried out by [36] on Word2Vec. For these authors, the blind application of ML
runs the risk of amplifying the biases already present in the data. Such a risk confronts us
with word embedding, a popular framework for representing text data as vectors that has
been used in many NLP and ML tasks. From here, they define gender bias as the correlation
between the magnitude of the projection in the gender subspace of an embedded word
representing a gender-neutral word and the bias rating of that word, as rated by crowd
workers. In their research, they identified problematic stereotypical representations of men
and women. [8] adopt the core concept of the implicit association test (IAT), which is used
in psychology to measure bias in word embedding. The authors confirm in their work that
there are gender biases found through the IAT test in the GloVe and Word2Vec embedding
tools, highlighting the stereotypical association of masculinity and femininity with sciences
and arts respectively. The previous studies show that word embedding learns from large
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corpus of text available online, and that the presence of gender biases in them might be a
reflection of underlying biases in the society.

4.2. Speech Recognition

Speech recognition is another form of AI likely to exhibit gender bias. Tatman [37]
evaluates the accuracy of subtitles automatically generated by YouTube in two genders and
five dialects of English. The dialect and gender of speakers were controlled using videos
uploaded as part of the “accent tag challenge”, where speakers explicitly identify their lin-
guistic background. The results show robust differences in accuracy across both gender and
dialect, with lower accuracy for female and Scottish speakers. According to this research,
these disparities exist because of the way we have structured our data analysis, databases,
and machine learning methods. Similar to how cameras are customized to photograph
white faces, audio analysis struggles with higher-pitched voices. The underlying reason
may be that the databases have a lot of data on white males and less data on female and
minority voices. Tatman and Kasten [38] compare the accuracy of two automatic speech
recognition (ASR) systems –Bing Speech and YouTube’s automatic captions– across gender,
race and four dialects of American English. According to their results, there is an inaccuracy
of ASR systems in dealing with socio-linguistic variations.

4.3. Decision Management

Nowadays, more and more decisions about loans, grants or study applications are
partially automated based on models relying on historical data. Different studies have
evidenced the existence of biases. According to Dastin [39], a well-known hiring tool
preferred male candidates over female ones. Likewise, some credit services seemed to
offer smaller credit lines to women than to men. It is entirely possible for data-algorithmic
processes to discriminate by gender even when they are programmed to be “blind” to that
variable. Just as in the first example given, a blind algorithm could end up biased against a
gender if it relies on inputs (data) that correlate with this variable.

4.4. Face Recognition

Many of the algorithms used in image or voice recognition applications are based
on gender stereotypes. These, in turn, rely on the physical appearance of the people who
are supposed to use them. Hence, the data-algorithmic process might reproduce false
beliefs about what the physical attributes that define people should be like according to
their biological sex, ethnic or cultural background, or sexual orientation. Many times,
the dominant cultural pattern corresponds to a white male belonging to an affluent group.
A similar criticism is found in most of the works dedicated to this topic [40]. Hence,
Buolamwini and Gebru [41] argue that most biases in face recognition applications are
located in the datasets. According to these authors, the most commonly used datasets for
benchmark tests are mostly male (77%) and of Caucasian origin (between 79% and 86% are
white faces). For this reason, they classify white males better than females or people from
other ethnicity, which could generate both gender and race biases.

5. Datasets with Gender Bias

The UCI Machine Learning Repository (Available online: https://archive.ics.uci.edu/
ml/index.php, accessed on 19 July 2022) is a well-known collection of databases, domain
theories, and data generators. The machine learning community use them for educational
purposes and the empirical analysis of algorithms. We focus on the dataset called ‘Adult
dataset’, also known as ‘Census Income dataset’, which is based on census data from
1994. The prediction task posed is to determine whether a person makes over 50K a year.
The dataset contains 48,842 observations split into a training set and a test set with 32,561
and 16,281 observations, respectively. There are 51 papers that cite this dataset.

In the training set, there is information regarding 10,771 females and 21,790 males
(33.08% vs 66.92%). Thus, we find imbalance in the class classification, which may results

https://archive.ics.uci.edu/ml/index.php
https://archive.ics.uci.edu/ml/index.php
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in models that have poor predictive performance, specifically for the minority class. Only
10.95% of females belong to the class ‘>50K’, while this percentage reaches 30.57% for
males. Based on this historical dataset, it can be concluded that a higher percentage of
males have a higher income.

A classification tree is built using the training set and predictions are made for the test
set [42,43]. The independent variables employed are: age (continuous), sex (categorical),
workclass (categorical), occupation (categorical), education (continuous), hours per week
(continuous), and native country (categorical). The classification tree is a popular and
easy-to-interpret method. The accuracy is 80.84%, considering all the individuals; 76.70%
for males and 89.12% for females. The sensitivity (defined as the percentage of individuals
in the category ‘<50K’ for which the prediction is correct) is 91.79% for males and 100% for
females. The specificity (defined as the percentage of individuals in the category ‘>50K’ for
which the prediction is correct) is 41.46% for males and 0% for females. Thus, while the
accuracy reached by the classification method is relatively high, the values of specificity
are low, extremely low for females. The method always predicts lower income, ’<=50K’,
for females. The use of this algorithm for decision-making, for example, linked to granting
mortgages or allowing rent could have serious negative social impacts.

We may find examples of dataset with gender bias in other AI fields. A case in point is
COCO, a large-scale object detection, segmentation, and captioning dataset. The process
to build the dataset is detailed in [44], which is a work with more than 26K citations in
Google Scholar. Recent authors have pointed out that the occurrence of men in image is
significantly higher than women and the gender disparity reaches high values for specific
contexts [45]. For instance, 90% of surfboard images only contain male players. The dataset
imSitu [46] constitutes another example. imSitu supports situation recognition, the problem
of producing a concise summary of the situation an image depicts. This resource exhibits
gender bias. For instance, women are represented as cooking twice as often as men [47].

6. Initiatives to Address Gender Bias

This section describes a few recent, relevant, and representative private initiatives to
mitigate gender bias as well as related recommendations of international organizations.

6.1. Private Initiatives

Google translate announced gender-specific translations in 2018. This feature pro-
vides options for both feminine and masculine translations when translating queries that
are gender-neutral in the source language. IBM introduced in 2018 AI Fairness 360, an
extensible open-source library with techniques developed by the research community to
help detect and mitigate bias in machine learning models throughout the AI application
life-cycle. The package includes a set of metrics for datasets and models to test for biases,
explanations for these metrics, and algorithms to mitigate bias in datasets and models.
Now the library is available in both Python and R. Facebook launched in 2018 a tool called
the Fairness Flow, a diagnostic tool that enables its teams to analyze how some types of AI
models and labels perform across different groups.

More recently, Google has published ML-fairness-gym, a set of components for build-
ing simulations that explore the potential long-run impacts of deploying machine learning-
based decision systems in social environments. Thus, they allow the study of the effects of
fairness in the long run [48]. These tools are shared in GitHub and run with Python 3.

6.2. International Organizations

The UNESCO remarks the need for a human-centred AI, points out that AI contributes
to widening existing gender gaps (in particular, gender biases and stereotyping are be-
ing reproduced because women are underrepresented in the industry), and is currently
elaborating the first global standard-setting instrument on the ethics of AI in the form of a
recommendation (Available online: https://en.unesco.org/artificial-intelligence/ethics,
accessed on 19 July 2022). The preliminary study on the ethics of AI defines ‘inclusiveness’

https://en.unesco.org/artificial-intelligence/ethics
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as a generic principle for the development, implementation and use of AI: “AI should be in-
clusive, aiming to avoid bias and allowing for diversity and avoiding a new digital divide“.
Similarly, the Council of Europe recommendation on the human rights impacts of algo-
rithmic systems proposes a set of guidelines for both States and public and private sector
actors (Available online: https://search.coe.int/cm, accessed on 19 July 2022). The Council
recommends a precautionary approach monitoring socio-technical developments to protect
human rights. It highlights that datasets often contain bias and may stand in as a proxy for
classifiers such as gender, race, religion, political opinion, or social origin, and points out
the importance of enhancing public awareness and discourse.

Similarly, the council of the OECD on AI provides a set of internationally-agreed prin-
ciples and recommendations. The recommendations for policy-makers include: investing
in AI R&D, fostering a digital ecosystem for AI, providing an enabling policy environment
for AI, building human capacity and preparing for labour market transition, and interna-
tional co-operation for trustworthy AI. The value-based principles are: inclusive growth,
sustainable development and well-being, human-centred values and fairness, transparency
and explainability, robustness, security and safety, and accountability.

7. An Illustrative Numerical Example

In order to illustrate some of the previously described concepts, this section introduces
a numerical example that aims at: (i) showing a typical example of discrimination due to
data bias, which lead us to a wrong model despite using logistic regression, which is a well-
tested, gender-agnostic, and race-agnostic machine learning algorithm; and (ii) propose a
simple yet effective methodology to solve the issue. Table 1 contains 92 observations related
to bank users’ applications for a financial credit during the last month. The following
notation has been used: ‘G’ refers to gender, which can be Male (M) or Female (F); ‘R’ refers
to race, which can be White (W) or Other (O); ‘S’ refers to the risk Score (S) obtained by the
applicant after a series of tests, where the higher the score, in a scale from 0 to 120, the more
risk is assumed by the financial entity; finally, ‘A?’ refers to whether the application has
been approved by the bank (Y) or not (N).

Table 1. Row data for the example.

# G R S A? # G R S A?

1 M O 75 Y 47 M W 65 Y

2 M O 70 Y 48 F O 35 N

3 F O 55 Y 49 M O 55 Y

4 F O 25 Y 50 M O 80 Y

5 M O 60 Y 51 M O 55 Y

6 M O 50 Y 52 F W 85 Y

7 M O 65 N 53 F W 60 Y

8 M W 25 Y 54 F O 65 Y

9 M W 20 Y 55 M W 67 Y

10 M W 77 Y 56 M O 60 N

11 F W 55 N 57 M W 65 Y

https://search.coe.int/cm
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Table 1. Cont.

12 M W 60 Y 58 F O 75 N

13 F O 62 N 59 M W 35 Y

14 M W 70 Y 60 F O 25 Y

15 M W 45 Y 61 M O 70 N

16 M W 40 Y 62 F O 65 N

17 F O 40 Y 63 F O 51 Y

18 F O 45 Y 64 M W 75 Y

19 F W 35 Y 65 M W 73 Y

20 M W 80 Y 66 M O 79 N

21 M O 45 Y 67 M O 92 Y

22 M O 58 Y 68 M O 60 Y

23 M O 85 Y 69 M W 85 N

24 F W 30 Y 70 M O 95 Y

25 M O 75 N 71 M W 85 Y

26 M W 95 Y 72 F W 84 N

27 F O 85 Y 73 M W 95 Y

28 M O 77 N 74 M O 97 Y

29 F O 94 N 75 M O 90 Y

30 M O 90 Y 76 F O 80 N

31 M O 99 N 77 M W 90 Y

32 M W 70 Y 78 M O 97 N

33 F O 65 N 79 M W 93 Y

34 F W 103 Y 80 M O 100 Y

35 M O 90 Y 81 M W 113 Y

36 M W 25 Y 82 M W 100 Y

37 M W 60 Y 83 M W 65 Y

38 F O 45 Y 84 M O 105 Y

39 M W 60 Y 85 M O 99 N

40 M W 0 Y 86 F W 107 Y

41 F W 65 Y 87 M O 120 N

42 F W 70 Y 88 F W 90 N

43 M W 60 Y 89 M W 82 Y

44 M W 60 Y 90 M O 105 Y

45 M W 65 Y 91 M O 65 N

46 F W 60 Y 92 M W 107 Y

One could assume that the acceptance or rejection of the credit application should
be mainly based on the score that the candidate has achieved after a series of rigorous
tests –and, possibly, on some other variables–, but not on the actual gender or race of the
candidate. Contingency tables can provide some insights on how the acceptance of the
credits has been distributed by gender and race. Figures 4 and 5 show that while women
represent around 30% of the sample, they only get around 26% of the accepted credits. This
difference, however, does not seem to be statistically significant: for a standard α value
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of 0.05, the Pearson Chi-Square test results in a p-value of 0.079 (and, a similar p-value is
obtained with the Likelihood Ratio Chi-Square test). In the case of race, however, things
are different: while non-white applicants represent around 51% of the sample, they only
get around 41% of the approved credits. This results in both groups (white and other)
being significantly different in terms of their odds to get a credit (both the Pearson and
the Likelihood Chi-Square tests reflect an extremely low value of 0.001 for the associated
p-value.

Figure 4. Contingency table of acceptation by gender.

Figure 5. Contingency table of acceptation by race.

As a next step, we have used the data in Table 1 to generate a logistics regression
model, which aims at predicting the outcome of new users’ applications based on their
score, gender, and race. Figure 6 displays the deviance table for the obtained model. Notice
that the p-value associated with the regression model is 0.000, which means that at least
one of the predictive variables employed (score, gender, and race) can help to explain
the acceptance decision process. Actually, all three variables have p-values lower than
α = 0.005, which means that all these variables play an important role in our model.
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Figure 6. Deviance table for the logistics regression model.

Figure 7 shows the logistics regression model obtained. This model can be used
to predict the probability that a new user’s application is accepted, P(Yes), based on the
composed expression that employs exponential functions, exp(.), of a new variable Y′,
which is defined as a piecewise function of the recorded variables. Hence, for instance,
if the new candidate is a white female, Y′ = 3.695− 0.02945 · Score, and so on.

Figure 7. Logistic regression model.

Despite we found no significant gender differences when applying for a credit,
the model is still proposing different coefficients for each gender. This is even worse
in the case of race, where significant differences were found regarding the application rate
of success. Figure 8 shows how the probability of having the application accepted varies
with the risk score but also depends on the group to which a new customer belongs. Hence,
for the same score a non-white female has significantly less options than a white male.

Figure 8. Biased model for P(Yes) vs Score by group.

Since the problem is not in the algorithm, it must be in the raw data. One easy way to
correct this bias problem in the original data is to create a new model that does not consider
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either race or gender, but just score. Still, if we suspect that the score data might also be
somewhat biased by gender or race, then a better alternative could be to simply randomize
the values inside these columns, so higher scores are not more frequent in white men (or
any other gender-race combination) and the model cannot assign significantly different
probabilities based on the gender or race of the applicant. Figure 9 shows the adjusted
model, which makes use of the randomized gender and race variables. Despite the model is
still employing slightly different independent terms for each gender-race combination, this
is just the result of a random assignment, so these differences are not going to be significant
in any case. Notice that, in fact, the variability of the independent terms in the adjusted
model is much lower than in the original one.

Figure 9. Adjusted logistic regression model.

Finally, Figure 10 displays, for the adjusted model, how the probability of getting the
application accepted varies with the score. Notice that differences among groups have
been reduced, and reduced to random effects. In other words, fixed a risk score, the model
assigns approximately the same probabilities to a non-white female and to a white male.
Hence, it makes sense to use only one model (e.g., the F-O or the M-W ones) to make
predictions regardless of the gender and race.

Figure 10. Adjusted model for P(Yes) vs Score by group.

By using a randomized assignment of gender and race values, this model has also
fixed any potential bias of data in the score variable. In addition, the curves are now
less disperse, with no one being permanently too close to one and no one approaching
too much to zero for large risk scores. This can be seen as a positive externality of the
adjustment process, and one that makes the credit assignment more socially responsible.
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Finally, notice that the proposed approach can also be extended to many other machine
learning algorithms, in particular the supervised ones.

8. Recommendations to Prevent, Identify, and Mitigate Gender Bias

The importance of ethics in algorithm processes has been explored and discussed for
a long time. However, the topic of integrating the gender dimension in data-algorithmic
processes is increasingly getting more attention as the number of AI applications grows
exponentially as well as relevant examples of gender bias in AI are identified in the scientific
literature. In addition, the training datasets do not always contain representative public
demographics limiting the integration of vulnerable groups amplifying the gender biases.
Aiming at contributing to reduce the gender bias, we provide a list of recommendations for
AI practitioners. They are classified into 3 categories, depending on whether they aim to
prevent, identify, or mitigate gender bias.

• Preventing gender bias: (i) configure a reasonable representation of both genders
among each category of experts working in the design, implementation, validation,
and documentation of algorithms; (ii) set a reasonable gender distribution among each
category of experts working in the extraction/collection, pre-processing, and analysis
of data; (iii) incorporate at least one expert in data-algorithmic bias to the group; and
(iv) train all staff (male/female/non-bi) in gender bias (and approaches to prevent,
avoid, detect, and correct it).

• Identifying gender bias: (i) be transparent regarding the composition of the work-
ing group (gender distribution and expertise in ethics and data-algorithmic bias),
the strategies implemented to mitigate bias, and the results of the tests implemented
to detect potential bias; (ii) assess and publish the limitations regarding gender bias;
(iii) improve interpretability of ‘black-box’ models; and (iv) analyze periodically the
use and results of the algorithms employed.

• Mitigating gender bias: (i) avoid to reuse data and pre-trained models with gen-
der bias that cannot be corrected; (ii) apply methods to get a balanced dataset if
needed [49], as well as to measure accuracy levels separately for each gender; (iii)
assess different fairness-based measures to choose which ones are more suitable in a
particular case; (iv) test different algorithms (and configurations of parameters) to find
which one outperforms the others (benchmark instances or datasets with biases are
available in the literature to assess new algorithms); (v) modify the dataset to mitigate
gender bias relying on specific-domain experts; (vi) document and store previous
experiences where bias has been detected in a dataset and how it has been mitigated
(as commented before, gender bias tend to be recurrent in some specific fields); and
(vii) implement approaches to remove unwanted features related to gender from
intermediate representations in deep learning models.

9. Conclusions

Algorithms are becoming increasingly employed for high-stakes decision-making in a
wide range of fields (from financial loans to universities admissions or hiring practices).
In addition, a data-driven culture is being established in an increasing number of companies
and governments. As the number of AI applications grows, as well as their capabilities
and relevance, it is important to assess the potential data-algorithmic biases. While this is
not a new concept, there are plenty of examples of AI applications where this issue is not
studied, thus ignoring the potential consequences. From all the types of data-algorithmic
biases, this work focuses on gender bias. We have discussed examples of gender bias in
different AI fields (natural language processing, face recognition, and decision management
processes such as recruitment, among others). Some of the main sources of this bias are the
under-representation of women in the design and development of AI products and services,
as well as the use of datasets with gender bias [50,51]. The latter issue would probably be
minimized with the incorporation of statisticians in the AI development teams, since these
experts can help to avoid using biased datasets during the algorithm training process. We
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have reviewed the scientific works aiming to mitigate this type of bias and have pointed out
some private initiatives to deal with it in specific applications. Furthermore, an illustrative
numerical example is provided. This example proposes a simple yet effective methodology
to identify and correct possible gender bias in many machine learning algorithms. Finally,
we have proposed a list of general recommendations for any AI practitioner.

The development and use of AI applications is increasing across companies from a
wide range of fields and governments. Hence, it is of vital importance to detect and mitigate
gender bias in data-algorithmic processes, which may have huge impacts for women and
society in general. The multiple sources of gender bias, as well as the particularities of
each type of algorithm and dataset, makes removing bias a particularly difficult challenge.
Because of the difficulty of addressing this issue and the potential impacts that may have,
it becomes necessary the adoption of an interdisciplinary approach, as well as the close
cooperation among companies and governments.
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