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Abstract

:

Modelling interactions on complex networks needs efficient algorithms for describing processes on a detailed level in the network structure. This kind of modelling enables more realistic applications of spreading processes, network metrics, and analyses of communities. However, different real-world processes may impose requirements for implementations and their efficiency. We discuss different transmission and spreading processes and their interrelations. Two pseudo-algorithms are presented, one for the complex contagion spreading mechanism using non-self-avoiding paths in the modelling, and one for simple contagion processes using self-avoiding paths in the modelling. The first algorithm is an efficient implementation that can be used for describing social interaction in a social network structure. The second algorithm is a less efficient implementation for describing specific forms of information transmission and epidemic spreading.
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1. Introduction


Modern information communication technology (ICT) together with social media services provides us with easy ways to be in contact, communicate, and interact with other people as well as means to exert influence on them. These acts lead to the formation of socially connected and dynamically changing groups, communities, and societies, which can be visualised as social networks of individuals considered as nodes and interactions between them as links with weights. These links are not limited to kin and friends in one’s own proximity, but also to people in far-away locations and with different cultures that make the social network structurally complex and distance-independent at a large scale. This reflects behavioural, socioeconomic, and societal changes, thus making the spreading, exchange, and sharing of information, opinion, and influence, easier and faster. In these acts and events, a lot of data is generated and stored, which through data analysis and data-driven modelling can give us qualitative and quantitative insight into the structure of and dynamics in social networks.



1.1. Influence and Information-Spreading Mechanisms


In general, a research approach based on networks and their modelling offers theoretical means to study social phenomena due to the fact that different kinds of relationships and influence between social actors can be represented [1,2,3,4,5]. A good example is diffusion in a network, which can be viewed as the process of information, influence, or disease spreading from one actor to another [6,7]. While each of the aforementioned processes describes a different phenomenon of human behaviour, they share common features in their transmission mechanisms. They all are manifestations of interactions and consequences of contacts between individuals in social networks. The transmission of information and the spread of social influence are two processes that usually do not exist in their pure form. In the case of a disease that spreads through contacts between individuals, the probability of the disease spreading correlates with the strength and frequency of social interactions between people.



Social media and interactive digital channels allow us to create and share information, ideas, interests, and other forms of expression through virtual communities and networks. It is common for models that one piece of information may only be mediated once between two individuals, but in practice, information is not presented in a normalised form like structural data in a database [8]. Unstructured data is presented in text or multimedia formats of different sizes and dimensions. Even if we could normalise some of the data items, a great deal of the information is unstructured, descriptive, or uncertain. It may even include misinformation or fake news. We thus propose that recurrent and repeated mechanisms describe the spreading processes in both structured and unstructured information transmission.



Rogers [9] has studied the diffusion of innovations and communication processes, where communication is described as a process in which participants create and share information. It is a two-way process in which an individual seeks to transfer a message to another in order to achieve wanted effects. Communication is a convergent process as when two or more individuals exchange information, they will eventually reach a stable state of mutual understanding. In human communication processes, information is exchanged between a pair of individuals and the spread of information may continue through several cycles. Rogers [9] defines diffusion as communication in which messages are new ideas or innovations. Communication processes, as defined in [9], and influence spreading processes, studied in our work [6,7], are two closely related concepts.



Influence spreading entails various methods of interactions that can change people’s opinions [10], behaviour [11], and beliefs [12] and it can be characterised as a continuous psychological process rather than a chain of nonrecurring information transmission events. People gather together and influence each other in different situations and environments, for example, in families, workplaces, and hobbies. Many diseases, such as viruses, spread through physical contacts, the air, or other transmitting media. It is clear that social interactions are correlated with epidemic-spreading mechanisms. If the only transmission channel of disease is through physical contact, the spreading process can be considered to be similar to the information-transfer mechanism.



Traditionally, models of social and biological contagion have been classified into two categories: simple and complex contagion. Simple contagion describes spreading processes induced by a single exposure, while complex contagion requires multiple sources of exposure before an individual adopts a change of behaviour [11,12,13]. Recently, the need for generalised contagion models has been discussed and a unifying model has been presented [14]. Furthermore, models of opinion dynamics in social networks have been classified into models with discrete or continuous opinions [10]. influence spreading models proposed in this study are continuous models as the opinion state variables of our model take continuous probability values.



In this study, differing from the definition of [11], we categorise the case of processes using self-avoiding paths as simple contagion (SC) processes while all other alternatives are considered complex contagion (CC) processes. If loops are allowed, one node can be visited several times during the spreading process. If loops are not allowed, we say that only self-avoiding paths are possible.



In summary, we can say that different versions of complex contagion are more common in describing real-world phenomena. An SC model using self-avoiding paths does not allow breakthrough influence [7] and is used for describing information transfer in a specific case of spreading normalised data items by agents with memory. Additionally, SC models can be used to describe specific virus epidemics with immunisation.



The methodology for modelling and analysing influence spreading, human behaviour and interaction with others in a social network has been published in our earlier studies [6,7]. Here, we focus on presenting the explicit pseudo-algorithms in a form that enables researchers to implement and further develop the models. In addition, we discuss the efficiency and application areas of the methods. We provide examples of the modelling results for two networks of different sizes: a social media network and a social network.




1.2. Algorithms Using Non-Self-Avoiding Paths vs. Self-Avoiding Paths


Modelling interactions in complex networks needs efficient algorithms for describing processes at a detailed level and on a global scale in the network. This kind of modelling enables more realistic applications of spreading processes, network metrics, and analyses of communities. In this paper, we will discuss different transmission and spreading processes and their interrelations.



In Section 2.2.1 and Section 2.2.2, we will present two different versions of the influence spreading model. The complex contagion algorithm is an implementation for describing social influence interactions, and the simple contagion algorithm is proposed primarily for applications to model information spreading and virus epidemics. After all, contagion processes often occur with competition between simple and complex contagion, as explained in [14].



The complex contagion algorithm is a scalable and efficient algorithm [15] proposed for computing an influence spreading matrix [6] that can be used as an input for computing various derived quantities and constructs, such as centrality measures and community structures. Social interactions can be considered as complex contagion processes on social networks with non-self-avoiding paths. The simple contagion algorithm is an example of a less efficient algorithm that is needed to describe specific forms of transmission processes in networks with self-avoiding paths.





2. Methods


2.1. Influence Spreading Model


In this section, we describe the influence spreading model [6] that is at the core of the presented algorithms. A similar model, called Independent Cascade Model, was presented by Kempe et al. [16] Our model may be viewed as a generalisation of the Independent Cascade Model, which does not allow self-intersecting paths or breakthrough influence.



The model describes a form of diffusion in a social network, and it is based on assigning a spreading probability to each edge of the network. Diffusion starts from a specified starting node, and each node has one chance to spread influence to each of the neighbouring nodes with the probability specified by the assigned edge probabilities.



We store all pairwise spreading probabilities in a two-dimensional influence spreading matrix   C : V × V → R  , where   C ( s , t )   denotes the probability of spreading from the starting node s to the target node t. The matrix elements are computed based on all possible paths between the corresponding pair of nodes. In other words, for computing   C ( s , t )  , we will combine the influence of all paths from node s to node t. It is important to note that   C ( s , t )   and   C ( t , s )   will not always be equal as probabilities are assigned to each directed edge individually. Notice that paths between two nodes may have arbitrarily many nodes when we place no restrictions on them. Thus, to keep the set of paths finite, we need to limit path length. Let   L max   denote the maximum number of edges allowed on a path.



In addition to edge-specific probabilities, Poisson distribution is used to model temporal spreading. It is applied as a factor to the probability of spreading through a path. The Poisson distribution is a discrete probability distribution that expresses the probability for a giving a number of events occurring in a fixed interval of time provided that these events take place with a known constant rate and independently of the time since the previous event. In this context, the Poisson process describes a process where spreading via successive links occurs randomly as a function of time [6]. The unconditional probability of temporal spreading at time T on a path of length L is given by


  P  ( L )  = 1 −  ∑  i = 0   L − 1    e  − λ T       λ T   i   i !   ,   P ( 0 ) = 1  ,  



(1)




where  λ  is the intensity parameter of the Poisson distribution.  λ  and T are constants throughout the calculation. Here, the interpretation is that the spreading has advanced up to L or more links at time T [6]. When   T → ∞  , the values of   P ( L )   approach to one. Additionally, other path length-dependent distributions could be used to more accurately model the different kinds of real-world influence spreading.



Now, we are ready to calculate the probability of a single spreading path. Let   P ( L )   denote the probability of spreading through path  L , starting from the first node and traversing the path through each edge until the end.   P ( L )   is the product of corresponding edge probabilities and the Poisson distribution coefficient from Equation (1); that is,


  P  ( L )  =  P ( |   E L   | )  ·  ∏   ( u , v )  ∈  E L     w  ( u , v )   ,  



(2)




where   w  ( u , v )    denotes the spreading probability through the edge from u to v,   E L   the set of edges on path  L , and    |   E L   |    the size of the edge set; that is, the number of edges on the path [6].



To combine the probabilities of two different paths   L 1   and   L 2   between the same pair of nodes, we let   L 3   denote the longest common prefix (LCP) of the paths. If there are no common nodes, i.e.,   L 3   is an empty path, we say that   P (  L 3  ) = 1  . Otherwise, let us derive a formula for calculating   P (  L 3  )   from   P (  L 1  )   and   P (  L 2  )  . We assume that the probabilities of two paths, after the first diversion, become unconditional and that the probabilities of non-intersecting paths are not dependent on each other. As a node can be influenced only once, we have to subtract the possibility that influence spreads through both   L 1   and   L 2  . Now [6],


     P (  L 1  ∨  L 2  )     = P  (  L 1  )  + P  (  L 2  )  − P  (  L 1  ∧  L 2  )           = P  (  L 3  )  ·  P  (  L 1  ∣  L 3  )  + P  (  L 2  ∣  L 3  )  − P  (  L 1  ∣  L 3  )  P  (  L 2  ∣  L 3  )            = P  (  L 3  )  P  (  L 1  ∣  L 3  )  + P  (  L 3  )  P  (  L 2  ∣  L 3  )  −   P  (  L 3  )  P  (  L 1  ∣  L 3  )  P  (  L 3  )  P  (  L 2  ∣  L 3  )    P (  L 3  )            = P  (  L 1  )  + P  (  L 2  )  −   P  (  L 1  )  P  (  L 2  )    P (  L 3  )   .     



(3)







The probability of spreading from node s to node t,   C ( s , t )  , is calculated by combining all paths from node s to node t. If there are no paths from node s and to t, we say that   C ( s , t ) = 0  . To ensure that the common prefixes of paths are combined correctly, we require that the paths are sorted lexicographically by their nodes, and that only adjacent paths are combined—in decreasing order of the number of common prefix nodes. Eventually, paths with no common links are combined until there is only one path left. The last path’s spreading probability is interpreted as the probability of influence spreading between the nodes. The process of combining paths is described in more detail in Algorithm 1. While it is a simplified version of the model and inefficient for most of the real-world network sizes, it serves as a foundation for our algorithms and provides a base model to implement more efficiently.



An important aspect of our algorithm is that nodes have no state during the path-merging process. This is in contrast to the independent cascade model [16], where each node, after activating has one chance to spread influence to each of its inactive neighbours, after which the node becomes active, and will not spread influence again. Even though we can restrict the search to self-avoiding paths, that is to paths where each node only appears once, we are not able to take control of breakthrough influence, i.e., influence through a node that has been influenced before. The fact that the nodes have no state is one of the reasons our algorithm is efficient. However, this difference means that our model and the independent cascade model are for describing distinctly different real-world phenomena.






	Algorithm 1 The path combination process [7]



	
	1:

	
▹ Computes the probability of spreading from node s to node t in network G.




	2:

	
procedureSpread(  s ,  t ,  G  )




	3:

	
      K ←   list of all paths from node s to node t in network G with at most   L max   edges




	4:

	
    if   K = ∅   then




	5:

	
         return  0




	6:

	
    end if




	7:

	
    Sort  K  in lexicographically increasing order based on path prefixes




	8:

	
    for   c =  L max  … 0   do




	9:

	
        if there are no paths of at least c edges then




	10:

	
           continue




	11:

	
       end if




	12:

	
       while there are two adjacent paths   L 1   and   L 2   in  K  with an LCP of c edges do




	13:

	
           ▹ Combine the probabilities of the two paths according to Equation (3)




	14:

	
              L 1  ← Combine  (  L 1  ,  L 2  )   




	15:

	
           Remove   L 2   from  K 




	16:

	
        end while




	17:

	
    end for




	18:

	
     return  the probability of the only path left in  K 




	19:

	
end procedure














Because the model is built on top of the concept of spreading paths, we are able to reduce the search space by limiting path length. In addition to making computation more efficient, this allows for studying the influence of a node in its local neighbourhood, rather than studying its position in the global structure of the network.




2.2. Algorithms


In this section, we present two algorithms, Algorithms 2 and 3 which both implement the logic of Algorithm 1. While they are more efficient than the original algorithm, they still combine paths in the same manner and output the same values. The path combination process, more precisely the order in which paths are combined, is present in all algorithms, but readers may find it harder to grasp in the more efficient implementations below.



2.2.1. Complex Contagion Algorithm


First, we describe an efficient algorithm for modelling complex contagion (CC). In the case of complex contagion, self-intersecting paths are allowed. Algorithm 2 solves this problem for a fixed target node t. To fill the influence spreading matrix, the procedure needs to be run   | V |   times, once with each node as the target node. As mentioned,   L max   represents the maximum path length, that is, the number of edges on a path.



Two important factors contribute to the algorithm’s efficiency. Firstly, no restrictions, other than the maximum path length, are posed on paths. A spreading path may, for example, self-intersect. This means that we do not need to have the current path in memory in order to select the next node. Instead, it suffices to store the latest node and the length of the path. This allows us to save memory by grouping multiple paths together and combining their probabilities during the computation, rather than storing all individual paths until the end. Secondly, nodes have no state; that is, they are neither influenced nor uninfluenced. This means that we need not store the state of each node in memory nor do we need to process a great number of possible states individually.






	Algorithm 2 The Complex Contagion algorithm



	
	1:

	
▹ Computes the spreading probabilities from each node to node t in network G.




	2:

	
procedureProbabilities(  t ,  G = ( V , E , w )  )




	3:

	
    ▹ Network G contains a node set, an edge set and the spreading probabilities for each edge




	4:

	
       P L   ( i )  ← 0.0  , for all   i ∈ V ,  0 ≤ L ≤  L max            ▹ Initialise the probability array




	5:

	
       P  L max    ( t )  ← P  (  L max  )   




	6:

	
    for   L =  L max  − 1  …  0   do                 ▹ Iterate L from    L max  − 1   to 0




	7:

	
           P L   ( t )  ← P  ( L )                    ▹ Start new paths from t with L nodes left




	8:

	
        for   ( u , v ) ∈ E   do                           ▹ Iterate all edges




	9:

	
             p ←  P  L + 1    ( v )  ·  w  ( u , v )                   ▹ Extend paths ending at v with node u




	10:

	
               P L   ( u )  ←  P L   ( u )  + p −    P L   ( u )  · p   P ( L )             ▹ Combine probabilities (Equation (3))




	11:

	
        end for




	12:

	
    end for




	13:

	
    ▹ Now, the spreading probabilities from i to t are found in    P 0   ( i )   , for all   i ∈ V  .




	14:

	
end procedure



















	Algorithm 3 The Simple Contagion Algorithm



	
	1:

	
▹ Computes the spreading probabilities from s to each node in network G.




	2:

	
procedureProbabilities(  s ,  G = ( V , E , w )  )




	3:

	
    ▹ The DFS function takes the current node and recursion depth as parameters




	4:

	
    function Depth-First-Search(Node, Depth)




	5:

	
           P n  ← 0.0  ,   n ∈ V             ▹ Create a probability array of size   | V |  




	6:

	
           P Node  ← P  ( Depth )   




	7:

	
        if   Depth <  L max    then




	8:

	
           for each neighbor u of Node do




	9:

	
               if u not on current path then




	10:

	
                     p ← D e p t h − F i r s t − S e a r c h ( u , Depth + 1 )  




	11:

	
                   for each   n ∈ V   do




	12:

	
                          p n  ←  p n  ·  w  Node , u    




	13:

	
                           P n  ←  P n  +  p n  −    P n  ·  p n    P ( Depth )         ▹ Combine probabilities (Equation (3))




	14:

	
                   end for




	15:

	
               end if




	16:

	
           end for




	17:

	
        end if




	18:

	
        return P




	19:

	
    end function




	20:

	
    return Depth-First-Search(s, 0)         ▹ Start the recursive search from s




	21:

	
end procedure












The algorithm works backwards, building paths starting from the target node t, which is the last node on all paths. The backwards computation ensures that all pairs of paths are combined at the latest possible node as required by the model. The node, at which a pair of paths is combined, is the one where the paths diverge from each other for the first time. Spreading probabilities are stored in a two-dimensional array P, where    P L   ( i )    corresponds to all paths with latest node i and L nodes missing. After calculations are finished,    P 0   ( i )   , i.e., paths ending at i with no nodes left, stores the probability of spreading from i to t. The value of    P L   ( i )    is calculated by combining the values of    P  L + 1    ( j )    for all j which are connected to i. At each step, we are essentially continuing all started paths backwards through all possible edges.



In Figure 1, notice how length-one paths ending at A are used in two different contexts. They are extended with edges   ( B , A )   and   ( E , A )   separately (circled in Figure 1). Because, in the previous round, we have already computed and cached the value for    P 2   ( A )   , we can use it in multiple contexts without needing to compute it again.



Before the computation,    P  L max    ( t )    is initialised with the corresponding Poisson factor from Equation (1). Next,   L max   iterations follow, numbered from    L max  − 1   to 0. In iteration i, new paths are started from t, and already started paths obtain their   ( i + 1 )  -th node. For example, in the first iteration, when   i =  L max  − 1  , paths of length   L max   obtain their second to last node and paths of length    L max  − 1   are started from t, with t as their   L max  -th node.



For a fixed end node, the algorithm works in   O ( E ·  L max  )   time, where E denotes the number of edges in the network and   L max   the maximum allowed path length (measured in edges), making the total time complexity of solving the influence spreading matrix   O ( V · E ·  L max  )  . The   | V |   runs can easily be distributed to different cores or computation units as the calculations are completely independent, making the algorithm highly parallelisable. Moreover, the innermost loop’s iterations are also independent from each other, and can thus be parallelised, on the CPU instruction level. These factors combined make running the algorithm highly efficient in practice.



Memory-wise, the algorithm scales well for large networks as, at any time, we only need the    P L   ( i )    values corresponding to the two latest values of L. Thus, we need to store two floating point numbers for each node per run, making the memory complexity of a single run   O ( V )  .




2.2.2. Simple Contagion Algorithm


The second algorithm (Algorithm 3) known as the simple contagion(SC) algorithm models self-avoiding spreading. In self-avoiding spreading, paths must be non-intersecting. To avoid choosing a node which is already on the path, we must have the current path in memory, which slows down the computation significantly.



The algorithm itself is a recursive depth-first search, which goes through all possible paths with a suitable length. The search starts from the given starting node s and recursively traverses to each neighbouring node. At any point, the current stack of recursive calls corresponds to the current path prefix. Provided there are no duplicate edges, each possible prefix is only seen once. All paths which have the current call stack as their prefix are constructed either in the current function call or in the subsequent recursive calls inside of it.



Algorithm 3 uses the technique from Equation (3) for combining paths and meets the model’s requirement that paths need to be combined at the end of their common prefix by, at each node, only constructing paths which first diverge at the node. Any pair of two differing paths has a specific node which corresponds to the end of the common prefix, which means that the procedure will, in fact, construct all possible paths—once and only once.



Each call to the depth-first search function has its own probability array P, which holds the probabilities spread to all other nodes.   P i   denotes the probability of spreading from the current node to node i. The values of   P i   depend on the current depth and thus cannot be used for calculating spreading probabilities from other starting nodes. After the probabilities for a node’s neighbours are recursively computed, they are combined into the probability array of the current node.



Note that were we to remove the self-avoiding restriction from line 9 of Algorithm 3, the algorithm would compute exactly the same values as the CC algorithm (Algorithm 2), but less efficiently. Another notable difference to the CC algorithm is that a single call to the SC algorithm (Algorithm 3) computes probabilities of spreading from a fixed start node s, while a single call to the CC algorithm calculates the values for a fixed end node.



It is well known that, in the worst case, there are   O (  V  L max   )   paths with a fixed starting node and at most   L max   edges in a network of V nodes. The search function in Algorithm 3 updates the spreading probability of all nodes after processing each neighbour, making the total time complexity of a single run   O  (  V  L max   ·  ( V − 1 )  · V )  = O  (  V   L max  + 2   )    as each node has at most   | V | − 1   neighbours to process and there are   | V |   nodes with a probability to update. As before, this algorithm needs to be run   | V |   times, which increases the time complexity to fill the influence spreading matrix to   O (  V   L max  + 3   )  . Both the SC algorithm and the original Algorithm 1 go through all spreading paths, but the fact that the SC algorithm does not store them in memory makes it significantly faster, more memory-efficient, and even usable in practice. It is scalable to large graphs with small values of   L max  . As was the case with Algorithm 2, the   | V |   independent runs of this algorithm needed to fill the influence spreading matrix can be run in parallel to make computation more efficient. Combining the results of the runs is trivial, as each run corresponds to a single row in the final influence spreading matrix.





2.3. Applications


Probably the two most important subjects of complex networks are studying influence or information spreading and community detection. Spreading processes can be studied by analysing the influence spreading matrix and its elements   C ( s , t ) ,  s , t ∈ V  . The influence spreading matrix is the end result of Algorithms 2 and 3 in Section 2.2.1 and Section 2.2.2, respectively. Elements of the matrix describe spreading probabilities between all ordered pairs of two nodes in the network structure.



The influence spreading matrix can be used in many network applications and in defining different network metrics. Here, we provide a short summary of the most important quantities: in- and out- centrality measures, a betweenness measure, and a quality function for community detection.



2.3.1. In- and Out-Centrality Measures


We define non-normalised in-centrality and out-centrality measures [6] for nodes s and t in a network with node set V as follows


  C   ( t )   ( i n )   =  ∑  s ∈ V \ { t }   C  ( s , t )  ,  



(4)






  C   ( s )   ( o u t )   =  ∑  t ∈ V \ { s }   C  ( s , t )  .  



(5)







Normalised versions of these quantities can be obtained by dividing the expressions by   V − 1  . These sums do not take the probability for a node to influence itself, which is always 1.0, into account. It follows that the centrality of an unconnected node is always 0.0. As individual values of the influence spreading matrix C correspond to spreading probabilities, by the linearity of expectation, the in-centrality sum from Equation (4) corresponds to the expected number of nodes that will influence a node and the out-centrality sum from Equation (5) to the number of nodes a node will influence. The interpretation of the presented centrality methods as expected values is crucial as it makes them physical quantities. In the literature, different methods for calculating centrality measures [17,18,19] have been proposed but they have no probabilistic interpretation nor are they based on detailed descriptions of networks.




2.3.2. Betweenness and Cohesion Measures


Next, we will define a betweenness centrality measure for our model. Betweenness centrality measures the ability of a node to mediate influence between nodes in the network. We let   b  { m }    denote the betweenness centrality [6] of a single node m and   b M  , the betweenness centrality for a set of nodes M.   b M   is defined as the proportional change in cohesion when we remove the set of nodes M from the network structure, that is


   b M  =   B −  B M   B  ,  



(6)




where the cohesion B of the whole network is defined as the sum


  B =  ∑     s , t ∈ V       s ≠ t      C  ( s , t )  .  



(7)







  B M   is calculated similarly to B with the set of nodes M removed from the network structure as


   B M  =  ∑     s , t ∈ V \ M       s ≠ t       C M   ( s , t )  ,  



(8)




where   C M   is the influence spreading matrix corresponding to a new graph with the set of nodes M removed.



Our measure differs from the classical definition of betweenness centrality [20,21,22] where the betweenness centrality of a node is defined by the number of shortest paths that pass through the node divided by the number of all shortest paths between pairwise nodes in the network. By contrast, Equation 6) considers all possible interactions and paths in the network. This is an important distinction to make as a lot of the structure of the graph is left out when we consider only the edges on the shortest paths from a node. In addition to giving more accurate numerical results, our definition is more general in the sense that it is independent of the network model and spreading mechanism, because Equation (6) is based only on matrices B and   B M   that can be calculated for different spreading or connection mechanisms of the network.




2.3.3. Community Detection Applications


The influence spreading matrix can be used for community detection. We define the quality function, or objective function, for detecting sub-communities as [6]


  Q  (  V 1  )  =  ∑  s , t ∈  V 1     C ( s , t )  +  ∑  s , t ∉  V 1     C ( s , t )  .  



(9)







The quantity Q in Equation (9) is maximised to detect partitions into two sets of nodes,    V 1  ⊂ V   and    V 2  = V \  V 1    in the network of nodes V. Note that cross-terms   C ( s , t )   where s and t are not part of the same faction have no effect in Equation (9) which is typical for community detection methods in general [1,2]. The method can be generalised for more than two factions but, in practise, the method provides similar results by searching different local maxima of the quality function just for two factions. Because the number of cross-terms increases with the number of factions, there is no guarantee for more realistic results.



Other partitioning methods and quality functions, using the influence spreading matrix, than Equation (9) could be used for detecting the community structure. The form of Equation (9) is the simplest one, which can be used if any other mathematical form of the quality function is not specified in the application. There is no universal formulation of the quality function for community detection nor is there a commonly accepted definition of a community [23,24].



There are many areas of future research where the proposed framework based on the influence spreading matrix can be utilised. They include analysing dynamic network structures, different network models, temporal spreading distributions, signed networks, community detection based on locally dense subgraphs, and selecting optimal team members from a social network.






3. Case Study Results


In this section, we provide examples of how the model and its applications function in practice. We also provide insight into the effects of the maximum path length   L max   and how much it can be limited.



As mentioned, from a computational point of view, it is ideal to limit path length as much as possible in order to make the program run faster. Because the probability of spreading through a path decreases exponentially with respect to path length, the spreading probabilities eventually converge. Values in the influence spreading matrix approach the converged ones rather quickly, and after a point, increases in path length cause unnoticeable differences in the final probabilities. In the case of the Facebook network (see Figure 2) from the SNAP dataset [25], a dense graph of 4039 nodes and 88,234 edges,    L max  = 31   is the first value with which all out-centrality values differ by less than ten percent from the converged ones. At    L max  = 41  , the values differ by less than a percent, and at    L max  = 50  , by less than   0.1 %  . The Facebook network used here is an example of a relatively large and dense network, which increases the amount of CC paths. In a more typical, sparser network, even smaller values of   L max   are required to achieve the same precision.



The CC algorithm runs efficiently for networks with up to 100,000 nodes. See Table 1 for running times in real-world social networks. However, if large networks are studied, the   | V | × | V |  -sized influence spreading matrix grows too large to keep in computer memory. In this case, it is possible to replace it with two arrays of size   | V |  , used to directly store the in- and out-centrality sums corresponding to each node without calculating them from the influence spreading matrix after the computation has finished. This makes the memory complexity of computing all in- and out-centrality values   O ( V )  .



Figure 3, Figure 4 and Figure 5 illustrate different applications of our model, influence spreading probabilities, out-centrality and betweenness centrality, respectively. Notice that as centrality values are calculated from the influence spreading probabilities, betweenness centrality values are calculated from centrality values. These measures, thus, form layers of abstractions on top of each other. The depicted values are calculated in the Dutch student network (see Figure 6) with all edge weights set to   0.5  , i.e.,    w  ( u , v )   = 0.5   for all   ( u , v ) ∈ E  , where E denotes the edge set of the graph.



Figure 3 depicts probabilities of spreading from node 1 to all other nodes. It includes a comparison between two values of   L max  , the maximum number of edges allowed on a path. An important observation to make is that spreading stops at the target node, even in the CC model which otherwise allows breakthrough infections. By the path combination formula (Equation (3)), the combined probability of two paths such that one is a prefix of the other is simply the probability of the shorter path. It follows that any path which visits the target node more than once will not increase the final probability. This is visible in Figure 3 where the probability of spreading to node 3 in the CC model is noticeably smaller than to nodes 9 or 11, even though the neighbourhood of node 3 contains much more paths. This behaviour is logical when we recall that our model calculates the probability of influence spreading from one node to another; that is to say, we are not interested in the probability of being influenced more than once.



The CC model considers a set of paths that is a superset of the paths that the SC model considers. This is because all self-avoiding (SC) paths are also part of the CC model. For this reason, out-centrality values are always at least as large in the CC model (see Figure 4). Differences in out-centrality values reflect the network structure in the local neighbourhood of each node. For example, in Figure 4, node 10 has a larger CC out-centrality than node 24, while node 24 has a larger SC out-centrality. This is related to the higher edge-density in the neighbourhood of 10, which allows for relatively more CC paths than SC paths.



Recall from Equation (6) that betweenness is defined as the ratio of change in cohesion to the original cohesion when a node is removed from the network. In other words, betweenness corresponds to the relative importance of a node in the network. Because of this, some nodes become larger betweenness values in the SC model than in the CC model, even though the underlying centrality values are always smaller in the SC model. For example, in Figure 5, node 23 is a clear example of this. From Figure 6, we see that node 23, while being an important mediator in the network, is not part of many cycles, which decreases its relative importance in the CC model.




4. Discussion


Diffusion in various kinds of real-world situations often requires its own type of model. Some phenomena can be modelled effectively with analytical models, while others cannot. Sometimes simulation is the only option if no efficient analytical model exists or has been discovered. Generally speaking, simulation of diffusion turns out to be slow, in which case analytical models—like our efficient one—should be preferred instead. Our model has many applications and a lot of possibilities for future research. For example, the model allows the use of any path length-dependent probability distribution. It is also possible to alter the edges’ probabilities based on the distance from the original spreader. Even empirical distributions could be used to model real-world phenomena.



Computation of self-avoiding spreading requires information about the current spreading path, which makes the analytical computation of influence spreading using self-avoiding models inefficient. However, using simulation, asymptotically more efficient models with the same accuracy have been previously developed [5]. Furthermore, there are some features which naturally lead to simulation. One of them is controlling breakthrough infections. If we want to, say, assign a probability for breakthrough infections, we need to store the state of each node to determine whether a node is already infected or not. A large amount of possible states makes any analytical model inefficient, and we are, thus, left with simulation models.



Unlike other diffusion models, our model has a clear physical interpretation as all measures are based on influence spreading probabilities. The pairwise spreading probabilities found in the influence spreading matrix naturally lead to the interpretation of the centrality measures from Equations (4) and (5) as expected values. These can, in turn, be used as a measure in Equation (6) for calculating betweenness centrality values. A probability-based approach also allows the use of well-known probability distributions, like the Poisson distribution in Equation (1).



Our path-based approach has several unique characteristics not found in other models. To start with, it allows us to efficiently limit the spreading to the neighbourhood of a node. This makes it possible to study and compare a node’s importance in different-sized communities surrounding it. Furthermore, our model takes all possible paths into account, which means that the complete structure of the network is reflected in the spreading probabilities, and by extension in the betweenness centrality values from Equation (6). This is in contrast to the more common geodesic-based centrality [27], which only takes the shortest paths between pairs of nodes into account. Moreover, if we increase   L max   enough, the resulting probabilities describe the global structure of the network. In summary, the model scales naturally from analysing the local structure of a network to analysing its global structure.




5. Conclusions


Analysing large networks and, at the same time, utilising accurate methods and algorithms to obtain reliable and sufficiently detailed results are two opposing requirements in selecting the research methods and the size of the research material. This dilemma is present both in scientific and business fields, where researchers and data scientists extract information and knowledge useful for making new discoveries and supporting decision-making processes.



In this study, we have presented two programming models and their respective pseudo-algorithms for analysing complex networks, particularly in the field of social networks and social media. Both models describe the structure of a network on a detailed level. The two algorithms are based on the same influence spreading model describing how paths should be merged in order to calculate spreading probabilities between any pair of nodes. The model has multiple unique and original features, and while it is itself too inefficient for most of the real-world network sizes, both presented algorithms scale well even to large networks.



The two approaches differ in their application area in describing different processes on social networks. The efficient algorithm (Algorithm 2) is designed for analysing a wide range of complex contagion processes on social networks. In this study, we have concluded that most of the real-world processes are variants of complex contagion processes or, at least, are dominated by such social influence mechanisms.



The second algorithm (Algorithm 3) can be used for analysing simple contagion processes on social networks. Technically, the efficient algorithm allows circular and repeated events on the network structure, whereas Algorithm 3 has a strict constraining rule of allowing only self-avoiding paths during the spreading process. Both approaches have their advantages, and both are needed for modelling different kinds of spreading mechanisms.



We have discussed how our two proposed algorithms are dualistic approaches in the sense that the efficient algorithm enables an unrestricted social influence mechanism between actors on social networks whereas the less efficient algorithm has limitations on the analysed network sizes within a reasonable computing time. However, in these problems, high-performance computers and parallel computing can be used to analyse even larger networks to obtain valuable information and knowledge. In fact, both algorithms of this study are easily adapted to a parallel computing model, making them scalable for processing larger and larger networks when the amount of computation units is increased.



The main contributions of this study are the two pseudo-algorithms for complex and simple contagion processes. We have demonstrated that both of the proposed models are needed for describing influence and information spreading on social networks. We have also presented multiple applications with physical interpretations. Interesting discoveries on the given network can be made when examining the results of the presented applications and comparing the results of the two algorithms.
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Figure 1. Network G, and a tree of all paths ending at node A in network G, with length at most 3, illustrating how paths are combined at their last common node. [15]. 
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Figure 2. Relative difference in out-centrality values with different path lengths when compared to the values with    L max  → ∞   in the Facebook network [25] calculated with the CC model (Algorithm 2) when    w  ( u , v )   = 0.1   for all   ( u , v ) ∈ E  ,   λ = 1  , and   T → ∞  . By relative difference, we mean the largest relative difference in a node’s out-centrality value when compared to the converged value, i.e., those with    L max  → ∞  . Note that the y-axis is logarithmic and that the curve is nearly linear after the start, which means that precision grows exponentially with respect to path length. 
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Figure 3. Comparison of SC and CC models using spreading probabilities calculated in the Dutch Student network (see Figure 6 where node 1 is highlighted) with   λ = 1  ,   T → ∞  , and    w  ( u , v )   = 0.5   for all   ( u , v ) ∈ E  . The graph depicts, for each node t, the probability of spreading from node 1 to node t. Two different path lengths are used,    L max  = 5   and    L max  = 10  . 
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Figure 4. Comparison of SC and CC models using out-centrality values calculated in the Dutch Student network (see Figure 6) with    L max  → ∞  ,   λ = 1  ,   T → ∞  , and    w  ( u , v )   = 0.5   for all   ( u , v ) ∈ E  . The out-centrality values are normalised and expressed as a percentage of all nodes.   C   ( s )   ( o u t )     is defined for all   s ∈ V   in Equation (5). 
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Figure 5. Betweenness values in the Dutch Student network (see Figure 6) with    L max  → ∞  ,   λ = 1  ,   T → ∞  , and    w  ( u , v )   = 0.5   for all   ( u , v ) ∈ E  . Values are calculated from the influence spreading matrix according to Equation (6). Values are expressed as percentages as our definition of betweenness centrality (Equation (6)) corresponds to the relative change in cohesion (Equation (7)). The higher the percentage, the more important the node. 
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Figure 6. The depicted network was constructed based on data collected by Van de Bunt [26]. It is a longitudinal friendship network among 32 Dutch students. Its small size and unique structure make it a great example network for our centrality and betweenness measures. Note that there are three unconnected nodes numbered 5, 12, and 18. They were left out of Figure 3, Figure 4 and Figure 5 as they do not provide any significant results. 
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Table 1. Running times for various real-world social networks from the SNAP dataset [25] using the CC algorithm (Algorithm 2). All values were calculated with    L max  = 50   on a workstation with two Intel Xeon X5690 processors.
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	Network
	#Nodes
	#Edges
	Running Time





	ArXiv collaboration network (ca-GrQc)
	5242
	14,496
	29.2 s



	Facebook network (ego-Facebook)
	4039
	88,234
	37.5 s



	Twitter network (ego-Twitter)
	81,306
	1,768,149
	3.5 h



	Google+ network (ego-Gplus)
	107,614
	13,673,453
	50.7 h
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