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Abstract: The importance of online recommender systems for drugs, medical professionals, and hos-
pitals is growing. Today, the majority of people use online consultations for drug recommendations
for all types of health issues. Emergencies such as pandemics, floods, or cyclones can be helped by the
medical recommender system. In the era of machine learning (ML), recommender systems produce
more accurate, quick, and reliable clinical predictions with minimal costs. As a result, these systems
maintain better performance, integrity, and privacy of patient data in the decision-making process
and provide precise information at any time. Therefore, we present drug recommender systems with
a stacked artificial neural network (ANN) model to improve the fairness and safety of treatment for
infectious diseases. To reduce side effects, drugs are recommended based on a patient’s previous
health profile, lifestyle, and habits. The proposed system produced results with 97.5% accuracy.
A system such as this could be useful in recommending safe medicines to patients, especially during
health emergencies.

Keywords: deep learning; safe drugs; pandemics; recommender systems; a medical emergency

1. Introduction

Online consultations require the patient to describe their symptoms to the doctor.
A spike in virtual medical services has been reported in the wake of the novel coronavirus
disease (COVID-19) [1]. Diabetes, hypertension, and heart disease are all associated with
an increased risk of virus infections. The availability of health care professionals 24/7,
no need for travel, security, privacy, and drug recommendations are all advantages of
virtual medical services. The recommender system allows for improvements in medical
services in disparate areas [2]. Often, finding a physician in remote areas can be tricky, so
recommender systems have been created to help.

Health-related recommender systems can make an early diagnosis, predict disease
progression, and make appropriate recommendations according to the health status of
patients [3,4]. Machine learning (ML) greatly improves the quality of medical recommender
systems by providing suggestions that are based on patient needs and feedback [5,6].
By using sentiment analysis and feature engineering, the drug recommender system can
dispense medicine according to a specific condition. Emotions, such as attitudes and
opinions, are separated and extracted from language through sentiment analysis [7].

By using the recommender system, information overload can be solved, and e-
government and e-learning can be improved [8]. Depending on an individual’s health
status, these recommender systems prescribe medications, diagnose diseases, and refer
them to the relevant health care. An ML-driven recommendation system generates ap-
propriate recommendations using parameters such as blood pressure, gender, cholesterol
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levels, and blood sugar for diseases such as colds, fevers, and cardiac deaths [9]. The
healthcare system built on the Internet of Things (IoT) coupled with an oncology interface
has provided nutrition information to individuals [10].

Depending on the patient’s medical history, a decision support system can assist a doc-
tor in prescribing a drug. In contrast, the recommendation system suggests the same based
on an analysis of previous usage patterns [11]. Four types of recommender systems exist,
including content-driven filtering, collaborative filtering, knowledge-driven recommender
systems, and hybrid recommender systems [12,13]. Since the drug recommendation frame-
work includes medical terminology, such as infection names, side effects, and synthetic
names, only a limited number of papers are available.

In this work, we proposed the development of a drug recommender system (DRS) for
different diseases to maintain good patient health and longevity. We addressed the unfair-
ness in drug usage by DRS for severe chronic diseases by improving the recommendation
accuracy by the integration of ML knowledge. A further discussion was carried out on how
the proposed DRS integrates the person’s health profile and automation of meditation, and
drug dosages. The system performance was calculated based on different metrics such as
accuracy, sensitivity, and specificity. The performance was further compared with other
existing ML models to validate its efficiency.

2. Related Work

From the existing literature, different health recommender systems (HRS) are available.
Collaborative filtering utilizes past user behavior to examine similar profiles and determine
preferences to make clear recommendations. A hospital recommendation system was
proposed by Fedelucio et al. [14] based on the treatments, consulted physicians, hospitals,
and patient health indicators of a patient. An alternative hybrid recommender system
based on available information on family doctors and available patients was suggested [15].

Various HRS help to support medical treatment and prognosis [16]. Recommendations
made on content-based filtering are dependent on specific features only. Different features
selected using rough set feature reduction can predict diabetes [17]. Content-driven models
are used to evaluate radial doses and weights for elements in cancer treatments [18]. It is
reported that content-based models achieve a better performance than traditional models
in predicting the risk of heart attack [19].

A model called iCARE uses collaborative filtering and hybrid learning to predict
disease risk based on a patient’s previous illnesses [20]. The risks of delivery for pregnant
women can be predicted using a collaborative filtering algorithm that includes Mahalanobis
distance and fuzzy membership [21]. Ontologies and methods of problem-solving are
fundamental components of knowledge-based systems [22]. Based on the knowledge
of users and products, knowledge-based filtering selects products that are suitable for
users [23]. Meanwhile, hybrid systems combine different filtering approaches [24].

Demographic filtering offers recommendations based on demographic data such as
age, gender, nationality, and residency [25]. In medical emergencies such as the COVID-19
pandemic, older people have a higher risk of complications and contracting serious illnesses
if they are untreated. Through information filtering, the HRS can handle such emergencies
by collecting patient messages and recommending treatment [26]. With the help of the
patient’s demographic information, these messages for smoking cessation users used hybrid
filtering to assess similarity.

A semantic web is a fast-evolving technology that utilizes a content-based recommen-
dation system with machine-readable annotations [27]. The social-based filtering algorithm
considers information about an individual’s neighborhood, along with similar tastes [28].
To prescribe the most appropriate treatment to patients, semantic clustering assesses the
similarities between records, taking into account the patient’s demographics, location, and
medical complications [29].

The DRS offers medicine based on patient reviews using sentiment analysis and
feature engineering. The risk level classification identifies a patient’s immune system and
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recommends medicines if the patient has a low immune system [30]. Doulaverakis et al. [31]
proposed GalenOWL, a semantic-driven online framework with the help of a specialist to
manage drug recommendations based on the past profile of the patient. By considering
worldwide standards such as ICD-10 and UNII, this framework converts clinical data and
drug interactions to ontological terms. Cloud-assisted drug recommendation (CADRE)
also considers the patient’s side effects and shifts to the cloud to advance the quality of
the patient’s experience [32]. No particular DRS system was developed for the COVID-19
emergency. Therefore, we aimed to develop a DRS modeling framework by incorporating a
stacked artificial neural network (ANN) for the fair and safe usage of drugs in pandemics.

3. Methods and Materials
3.1. Dataset

We prepared the drug selection dataset for the COVID-19 treatment from different
sources including drug banks, news reports, and the existing literature [33–37]. Primarily,
potential drugs recommended for COVID-19 by the World Health Organization (WHO)
including Remdesivir, Umifenovir, acetaminophen, and Favipiravir were considered. Later,
the data from studies [34–37] helped us to create interactions between the drugs and the
collected clinical data. Other demographic patient information including gender, age,
height, weight, exercise habits, country, food habits, COVID-19 infected data, and the
co-morbidities were collected and are presented in Table 1. The incomplete or missing
data columns were excluded from a given dataset. Patient symptoms based on individual
questionnaires and lab reports were collected and drug categorization was completed
for the drug using the stacked ANN. The recommendation of antibacterial drugs was
completed by mapping the patient’s health history.

Table 1. Features of the lifestyle and health status of a person.

Feature Values

Gender Male, Female

Age child, young, adult, old (1–65)

Height In cm

Weight In kg

Comorbidities Diabetes, hypertension, etc.

COVID-19 infection Yes or no

Exercise habits Yes or no

Test reports Diagnosis reports

Country Country

Food Veg or nonveg

Habits Tea, smoking, alcohol, etc.

3.1.1. Data Pre-Processing

The symmetric uncertainty feature selection measure was applied to find the associa-
tion between different features in the feature space. Under the candidate feature (fi) we
evaluated the information shared between the selected feature (fs) and fi. The relevance of
the class of the independent features was measured by:

Symmetric uncertainty = 2× I(fi,fs)
E(fi)+E(fs)

; here, I is the mutual information and E is the
entropy of the features.

The entropy of fi is calculated by Entropy(fi) =−(p(0)× log(p(0)) + p(1)× log(p(1)))
I(fi, fs) = ∑i∈I ∑s∈S P(i, s) log P(i,s)

P(i)P(s) ; Here i ∈ I, s ∈ S are the possible values of I and
S, respectively; P(i) and P(s) signify the distribution of I and S, and P(i,s) signifies the
joint distribution.
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3.1.2. Symptom Extraction and Severity Rating

We divided the survey data into parts of speech to extract the symptoms, and the
extracted words were mapped to the disease dictionary with the symptoms and drugs. The
dictionary of medical terms was adopted from the Systematized Nomenclature of Medicine
and Clinical Terms (SNOWMED-CT) [38,39]. The mapping of the corresponding symptom
entities was completed using the infection severity. The infection severity was estimated
under the guidance of the pharmacist.

To standardize the feature F′p = (f′p1, f′p2, . . . , f′pn), we used the min–max scaling to

normalize the features using Fpq =
f′pq−min(F′)

max(F′)−min(F′)
; where f′pq is the qth rating specific to the

qth infection symptom in F′p, max
(
F′
)
, min

(
F′
)

are the maximum and the minimum ratings

in F′, F′ =
(

F′p
)n

p=1
.

3.1.3. Drug Target

To create the drug labels, we used the categorized drug information and described
them based on the patient attributes. To measure the frequency (FREQ) of the occurrence
of the drug dp based on the symptom feature sp for all the cases:

FREQdp,sp =
qdp,sp

qdp
; here FREQdp,sp is the frequency of the drug (dp) to the symptom

feature (sp); qdp,sp
is the number of cases containing the dp and sp; and qdp

is the number
of cases containing the drug dp.

The drug dp can be represented as dp = {FREQd1,s1
, FREQd2,s2

, . . . , FREQdp,sp}. The k-
means clusters were applied in drug categorization [40–42]. We assembled the information
about diseases and drug interactions for a better representation by:

Gdrd
1
|Rt| ∑PεRt qP; here Rt represents the association of drug (t) to drug set (b).

The drug prediction was performed based on the drug correlation presented by
σ
(

TGd ∑d Tdq
(
xd ⊗ xq

))
; here σ is the activation function, ⊗ represents the element-wise

product, Tdq represents the correlation between drug d and drug q.
The drug target aggregation operation associates a drug with a specific disease by

σ
(

TGd ∑d Tdq

(
xkg

d ⊗ xkg

q

))
; here xkg

d represents drug d after the g aggregation operation.
To aggregate the drug target information by aggregating the k layers by

(TGd ∑d Tds(xd ⊗ ht)); here t represents the target of the disease symptom in drug symp-
tom, ht represents the initialized symptom t.

The Artificial Neural Network (ANN) model was incorporated to perform the drug
selection based on the patient’s symptoms. When a new patient (pnew) appears, the model
collects patient symptomatic data for a similarity check of the existing patient records. Then,
the training phase is performed and the symptom drug classifier is classified according to
the patients’ symptoms. Medications are displayed based on side effects and co-morbidities,
and a drug is chosen based on the drug attributes. This is analyzed by:

∑n
i=1 Ai,new∗Ai,old√

(∑n
1=1 Ai,new)2

√
(∑n

i=1 Ai,old)
2 ; here Ai,new are the features for the new cases and Ai,old

represent the old cases.

3.2. Recommendation Algorithm

To suggest drugs for the specific disease, the DRS recommends antibacterial drugs
based on the individual’s past health status and present risk level. The matching of the
drug with the active individual features is completed using the following equation:

∑x∈I
(fx−fx)(fy−fy)√

∑x(fx−fx)
2
√

∑y(fy−fx)
2 ; here fx is the feature set of the individual and x, fx is the

mean over the set of features of I.
If the diseased individual has allergies, high blood pressure, and poor health, adverse

side effects of the drug may lead to death or morbidity [43]. The probability of the drug
side effect is calculated by:
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∑m
x=1,x 6=q

Dx
sx∩sy
sx∪sy

∑m
x=1

sx∩sy
sx∪sy

; here Sx and Sy are the side effects of the drug Dx, prediction score

= ϑk + (1− ϑk)Σ
ϑk√
∑ v2

k
× ϑk√

∑ϑ2
k
, and ϑk is the average risk of all the diseased individuals

with a risk factor of k.
The fair drug recommendation system takes into account health conditions, prefer-

ences, race, and gender. Based on the weighted binary singular value decomposition,
a stacked ANN is proposed. Figure 1 illustrates the framework for the proposed drug
recommendation system. A normal health condition or a worsened state is indicated by
the input parameter values. For the recommendation algorithm, the current state of a
parameter is crucial. Each parameter value can belong to a different class according to
the proposed technique. Every user has a unique health profile, which is compared to a
user who had a similar health condition in the past. Based on the user’s immune system
and preferences, the stacked ANN model identifies the appropriate set of medications.
Our recommendations were based on a comparison of the individuals’ health profiles and
individual preferences with those of similar individuals. In Algorithm 1, all the individuals
with the same features are grouped into a recommendation cluster.

Algorithm 1. Drug recommendation algorithm

Input: Patient data
Output: Recommended drug
1. Categorize the users according to the filtered features, and cluster all the individuals that

have the same features.
2. Selection of the similar cluster individuals to the active individual
3. Calculate the drug features (i.e., dosages, tolerance, smell, gas generation) of the active

individual by considering the health status and the user preferences.

fpΣ
(

np(tu)−Pp(tu)

S(d(tu))

)
ϑ(tu)∗d(u∗ ,p).i(tu)

m(tu)
; where fp are the most important drug features, np and Pp are the

measurements of the next and the past health status, tu are the allergies, m(tu) is the instances
count, ϑ(tu) is the selected infectious features of the individual tu, d(u∗, p) is the feature direction
change, the range of the values is −1,0,1, i(tu) is the magnitude of the specified feature and
S(d(tu)) is the duration.

4. Generate recommendations by calculating the individual’s health status with ∑u∈U ∑p∈P At,u,p

5. Store the list of the recommended drugs upon the acceptance of the user. If the individuals
reject the list of drugs and dosages, provide them with the alternative list of drugs and
dosages which has been followed by similar individuals who have been assessed using the
drug recommendation algorithm.

6. Generate the list of recommended lists of drugs and dosages based on the individual’s
health status, lifestyle, and individual preferences.
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3.3. Software and Hardware Specifications

The experiments were conducted on a PC with an Intel i9, 7890XE processor with
18 physical and 36 logical cores, 128 GB of memory, and Windows 10 Enterprise as the
operating system. Anaconda IDE was used to write the Python code.

4. Results
4.1. Fairness Drug Recommendation for SARS-CoV-2 Infectious Diseases Using ML and Regression

Calculating high prediction values involves three steps including obtaining, filtering,
and choosing the highest prediction values. The correlation between the recommendation
errors and the threshold should be calculated. We used a statistical test to identify the
possible predictors to improve the fairness of drug recommendations by considering
the characteristics of the patient and the severity of the disease. A threshold of one
standard deviation was applied to each diagnostic feature based on symmetric uncertainty.
Tetrachoric analysis was used to estimate the correlation between the binary covariant
features. The Conway Maxwell Poisson regression was employed to identify the drug
characteristics and the clinical evidence. The Hausman test was also applied to assess the
change in the effectiveness prediction score for the individual and the drug, as shown
in Figure 2.
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4.2. Fairness of Drug Side-Effects Predictions Using Deep Learning and Regression

Drug features were extracted to predict drug side effects associated with drug names
and clinical characteristics. A bilingual evaluation understudy metric was used to identify
the associated drug side effects. The following drugs are tabulated along with their side
effects in Table 2.

The selection of an adequate threshold is crucial to fine-tune the medical recommen-
dation process. It is recommended that the parameter range is defined as (0,1), where
0 indicates complete fairness and 1 indicates no fairness. An assessment of the average
error for the recommendations is necessary for a better scale of accuracy. We chose 0.4 as
the threshold value for the optimal selection, and 0.5 as the default parameter value. Table 3
summarizes the proposed drug recommender system with different hidden layers.
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Table 2. Predicted drugs for specific diseases with the side effects.

Drug Id Drug Name Side Effects Disease

DB00608 chloroquine Headache, nausea, loss of appetite, diarrhea,
stomach pain, rash, itching Susceptible infections, SARS-CoV-2

DB01601 Lopinavir Weakness, diarrhea, heartburn, weight loss,
headache, staying asleep, muscle pain

Human immune deficiency
virus, SARS-CoV-2

DB00503 Ritonavir Drowsiness, diarrhea, gas, heartburn, headache,
numbness, burning, muscle and joint pain Human immune deficiency virus

DB12598 Nafamostat Lung swelling SARS-CoV-2 pneumonia

DB13729 Camostat
Abnormal liver, rash, nausea, diarrhea, increased

potassium levels in the blood, itching, jaundice, low
blood platelets, and gas

Kidney injury,
SARS-CoV-2

DB00927 Famotidine Difficulty breathing, feeling sad, racing heartbeat Ulcers

DB13609 Umifenovir Allergic reactions Influenza and respiratory virus

DB00507 Nitazoxanide Stomach pain, headache, upset stomach, vomiting. Infections, anaerobic bacteria, viruses

DB00602 Ivermectin
Fever, itching, joint pain, rapid heartbeat, headache,
swelling of eyes, diarrhea, dizziness, loss of appetite,

and sleepiness
SARS-CoV-2

DB06273 Tocilizumab Respiratory infections, rashes, dizziness, sore throat SARS-CoV-2

DB11767 sarilumab Sore throat, cold scores, itching Rheumatoid-rheumatoid arthritis

DB00112 Bevacizumab Body aches, cracks in skin, difficulty breathing Cancer, SARS-CoV-2

DB00176 Fluvoxamine Headache, dry mouth, feeling nervous, and
trouble sleeping

Obsessive-compulsive
disorder, SARS-CoV-2

Table 3. Performance of the stacked ANN with different hidden layers for the drug recommenda-
tion system.

Hidden Layers MAPE RMSE

1 0.0284 0.0018

2 0.0256 0.0014

3 0.0251 0.0010

4 0.0324 0.0017

5 0.0328 0.0019

6 0.0330 0.0020

The stacked ANN was implemented for a drug recommendation system with varying
hidden layers, and the error rate was compared as the number of hidden layers was
increased. A minimum error rate was observed when three hidden layers were used. To
evaluate the proposed models, the Relu activation function and Adam optimizer with
150 epochs and 32 batch sizes were used. Table 4 presents a comparison of the performance
estimates for the different models. The performance metrics were applied to evaluate the
drug recommendation performance. We observed that the proposed model performed
better than other traditional ML algorithms in terms of accuracy, precision, sensitivity,
and specificity.
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Table 4. Comparison of the performance metrics of machine learning-based recommender systems.

Recommender Model Accuracy Precision Sensitivity Specificity

Content-Based 0.847 0.842 0.862 0.897

Hybrid restricted Boltzmann machine 0.946 0.932 0.926 0.927

Random forest 0.841 0.840 0.841 0.920

K nearest neighbors 0.840 0.823 0.824 0.915

Support vector machine 0.719 0.714 0.719 0.860

Logistic regression 0.534 0.522 0.534 0.767

Decision Tree 0.840 0.840 0.835 0.920

DeerDr [35] 0.956 0.945 0.924 0.919

MLP [36] 0.946 0.945 0.917 0.916

Proposed 0.985 0.96 0.939 0.929

5. Discussion

For example, a DRS for migraine patients can help doctors write the appropriate and
accurate drugs for the patients based on their severity and importance [44]. The proposed
DRS consists of individuals who are 80% similar to the present diseased individual. An
additional system for diabetic patients using collaborative filtering can recognize patients
that closely match the active patient by considering features such as insulin, glucose,
body mass index, and blood pressure [45]. By using information about a patient’s profile,
combined with ontologies and rule-based decision making, these systems can recommend
anti-diabetes medicines with dose restrictions [46].

A patient with COVID-19 and susceptible virus-related fatigue was treated with
chloroquine, as reported in [47]. Lopinavir significantly decreased the incidence of ARDS
in patients with SARS-CoV-2 infection [48]. Nafamostat has been reported as a treatment
for pancreatitis and abnormal coagulation that occur frequently in COVID-19 patients [49].
In the early phases of the COVID-19 treatment and for the treatment of influenza, camostat
is used [50]. Gastric ulcers are treated with farotine, which has few side effects and
an adequate efficacy and reduces iNOS activity [51]. With its immune system boosting
effects, Nitazoxanide improves the respiratory distress associated with SARS-CoV-2 [52].
Combined with other COVID-19 treatments, ivermectin lowers mortality rates and hospital
stays for moderate COVID-19 patients [53].

Researchers used resilient distributed dataset programming to implement the density
peak-based clustering algorithm in their study [54]. A system for identifying sickness and
treatment association rules was proposed to identify disease diagnosis recommendations.
Unfortunately, the outbreak of coronavirus has limited the availability of legitimate clinical
resources, such as doctors, nurses, and equipment. Due to the distress of the medical
profession, a lot of people are dying. Shen et al. [55] outlined a system for performing
infectious disease diagnoses and clinical decisions. In the proposed system, antibiotic usage
is recommended using the naive Bayes classifier, and the ontological relations and rules are
accurately stored in Neo4j.

Fairness is the major bias arising from recommender systems. Certain characteristics,
such as race, gender, age, qualification, or property, are not represented equally in the
dataset. In the case of unbalanced data, it is possible to highlight overrepresented groups in
the rankings while reducing visibility for underrepresented groups. According to previous
studies, the feedback loop causes the high usage medicines to become more popular
and the low usage medicines to become less popular. Using the Type 2 fuzzy ontology
and the wearable sensors for diabetes treatments, another study has reported that drugs
and diet plans are available to patients [56]. Based on the findings of the authors, the
proposed system is effective in extracting diabetic patients’ risk factors and recommending
drug therapy.
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In this paper, the accuracy of the proposed system framework gradually increased
to 98.5%, which indicates that the ANN is the accepted model for drug recommender
systems. After pre-processing, the patient feature spaces and the drug-drug interaction
are obtained from the drug-target association. Health care data provide drug information
for infectious diseases to the medical recommender system. This system compares the
patient’s choices based on their similarity and has a superior level of accuracy to other
state-of-the-art technologies. Since the proposed methodology builds both the interactions
between a disease and the drug and the interactions between a drug and a drug, as well
as between a drug and target, the hybrid restricted Boltzmann machine outperformed the
logistic regression by approximately 3.9%.

6. Conclusions

This work involved deep learning techniques to make unbiased and fair drug recom-
mendations. The loss function is used with the input data to improve fairness and accuracy.
When a patient with comorbidities comes for a recommendation, we obtain the patient’s
lab test results. A diagnosis is made by the DRS based on the features of the patient, and
we rely on this diagnosis to determine the drug category in the system. The architecture
uses statistical analysis to improve accuracy by adjusting the threshold value, which also
balances fairness.
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