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In the last decade, Machine Learning (ML) has indisputably had a pervasive appli-
cation in healthcare and biomedical applications [1]. The excellent performance of ML
algorithms and the new scientific knowledge they have provided had supported, improved,
and speeded up disease diagnosis, precision medicine, biomarker discovery, and clinical
decision-making in general. ML is a broad term that includes a plethora of approaches
and methods, such as unsupervised learning with clustering and dimensionality reduction,
supervised learning with regression and classification, or reinforcement learning. Each of
these methodologies have been applied in the medical and biomedical fields with more
or less success, but what they have in common is the concept of learning. The concept
learning can take three forms: (i) learning something new when no prior knowledge about a
domain or concept exists; (ii) learning something new about a topic that is already known,
such as adding new information or refining previous expertise; and (iii) learning how to
do something better, more efficiently, or with more accuracy. In all these three forms, the
final outcome is a new or updated representation of scientific knowledge, which can then
support our understanding of medical and biomedical processes.

The present Special Issue collected six works that focus on the application of ML
algorithms to healthcare and clinical challenges, all demonstrating one or more of the three
forms that the concept of learning can take. Two of these collected studies [2,3] represent
the case in which ML is used for learning something new—in particular, concerning the
individual responses of clinical trials [2] and the treatment of the COVID-19 infectious
population [3]. Beacher et al. [2] aimed to predict the outcome of phase III clinical trials
for prostate cancer and improve the clinical-stage drug development. The strength of the
study is the large sample size and the use of three different sources of data with a high
compatibility in terms of demographic and clinical characteristics; these were used as
training, testing, and validation sets [2]. The large cohort and the separated study data
were useful for assessing the generalizability of the five applied ML approaches: logistic
regression, KNN, CatBoost, XGBoost, and a voting classifier [2]. In De la Sen et al. [3], novel
knowledge is obtained about the COVID-19 pandemic through the design of a so-called
SE(Is)(Ih)(Icicu)AR epidemic model. The proposed epidemic model also represents a new
way to solve old problems more efficiently with ML; in the past, these problems were
tackled using integro-differential equations or difference equations [3]. It is interesting to
note that De la Sen et al. [3] treated their epidemic model as a multi-class problem, where
the infectious population was split into sub-populations based on their symptoms. This
represents a valuable attempt to translate the application of ML into a clinical and hospital
setting for the management of the COVID-19 pandemic [3].

The diagnosis of a disease or the investigation of its characteristics represents a form
of learning about a domain for which there is prior knowledge, as demonstrated by
the other two works collected in the present Special Issue by Mahmood et al. [4] and
Sarica et al. [5]. Deep learning was successfully applied for the automatic classification of
schizophrenia in [4], where functional connectivity (FC) brain data were used for training
the ML model. It is worth of noting how Mahmood et al. [4] achieved an optimal accuracy
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by proposing a sophisticated algorithm based on graph neural network (GNN); this also led
to a good interpretability of the ML results. It is equally important to note that this work [4]
highlights the well-known dependence of ML approaches on prior anatomical knowledge—
i.e., anatomical or functional atlases—and on manual processing and decision, which can
introduce human bias to the automatic prediction of the pathologies. The classification of
neurological and neurodegenerative diseases can be supported by supervised learning, as
well as by unsupervised learning. A novel approach of clustering, based on the affinity
propagation algorithm, was proposed by Sarica et al. [5] with the purpose of investigating
the natural structure of the cognitive profiles in Parkinson’s disease and Parkinsonisms.
The authors demonstrated the reliability of the use of cluster analysis in discovering intra-
and inter-diagnostic heterogeneity in the cognitive profile of Parkinsonism patients, and,
more importantly, showed how to transform a ML approach into a decision support tool
for use in a clinical setting [5].

The last two works [6,7] that belong to this Special Issue represent two interesting
examples of the application of ML to learning how to do something better, faster, more
efficiently, and with more precision. In the study of Chen et al. [6], a B-spline surface-fitting
algorithm was employed for improving existing approaches for lung segmentation and
solving a peculiar issue occurring in the recognition of lung fissures. The proposed novel
method [6] reduces the time and computing costs of elaboration compared to the literature,
but, similarly to the work conducted by Mahmood et al. [4], poses the problem of the depen-
dence on prior anatomical structure knowledge when building reliable ML models. Indeed,
the study by Nakasi et al. [7] also highlights the high dependence on human expertise and
manually annotated data for the automatic count of malaria parasites in thick smear blood.
The proposed method [7] overcomes the problems of the time-consuming conventional
approaches used for the identification and quantification of malaria parasitemia thanks to
transfer learning, which is applied on digital images, with a Faster Regional Convolutional
Neural Network (Faster R-CNN) and Single Shot Multibox Detector (SSD).

The scientific contributions collected in this Special Issue represent valuable demon-
strations of the application of ML in healthcare and biomedical applications, and, moreover,
suggest several good practices for use in future works. For example, the importance of
sufficiently large datasets [2,3,5,7], their comparability in terms of demographic and clinical
features [2], the use of separate validation sets [2,4], as well as the sharing of data [6]
are confirmed. This also demonstrates the utility of the hyperparameter tuning of ML
algorithms [2], as well as the usefulness of introducing new constraints into models [3].
Two works [4,6] show that a better representation of an object of interest through derived
features could improve the performance of ML methods. This Special Issue raises a funda-
mental issue with regard to the need to reduce the amount of manual processing required
and the need to avoid human bias in building ML models [4,6,7]. Finally, demand to in-
crease the interpretability of ML findings has emerged [2,4,5], as the recent growing interest
of the scientific community in Explainable Artificial Intelligence (XAI) demonstrates [8].

Funding: This work received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The author wants to thank all the contributors of this Special Issue. Their
original scientific works have allowed us to shed new light on the importance of machine learning in
healthcare and biomedical applications.

Conflicts of Interest: The author declares no conflict of interest.



Algorithms 2022, 15, 97 3 of 3

References
1. Sarica, A.; Cerasa, A.; Quattrone, A. Random Forest Algorithm for the Classification of Neuroimaging Data in Alzheimer’s

Disease: A Systematic Review. Front. Aging Neurosci. 2017, 9, 329. [CrossRef] [PubMed]
2. Beacher, F.D.D.; Mujica-Parodi, L.R.R.; Gupta, S.; Ancora, L.A.A. Machine Learning Predicts Outcomes of Phase III Clinical Trials

for Prostate Cancer. Algorithms 2021, 14, 147. [CrossRef]
3. De la Sen, M.; Ibeas, A. On a controlled SE (Is)(Ih)(Iicu) AR epidemic model with output controllability issues to satisfy hospital

constraints on hospitalized patients. Algorithms 2020, 13, 322. [CrossRef]
4. Mahmood, U.; Fu, Z.; Calhoun, V.D.; Plis, S. A deep learning model for data-driven discovery of functional connectivity.

Algorithms 2021, 14, 75. [CrossRef]
5. Sarica, A.; Vaccaro, M.G.; Quattrone, A.; Quattrone, A. A Novel Approach for Cognitive Clustering of Parkinsonisms through

Affinity Propagation. Algorithms 2021, 14, 49. [CrossRef]
6. Chen, X.; Zhao, H.; Zhou, P. Lung Lobe Segmentation Based on Lung Fissure Surface Classification Using a Point Cloud Region

Growing Approach. Algorithms 2020, 13, 263. [CrossRef]
7. Nakasi, R.; Mwebaze, E.; Zawedde, A. Mobile-Aware Deep Learning Algorithms for Malaria Parasites and White Blood Cells

Localization in Thick Blood Smears. Algorithms 2021, 14, 17. [CrossRef]
8. Sarica, A.; Quattrone, A.; Quattrone, A. Explainable Boosting Machine for Predicting Alzheimer’s Disease from MRI Hippocampal

Subfields: International Conference on Brain Informatics; Springer: Cham, Switzerland, 2021; pp. 341–350.

http://doi.org/10.3389/fnagi.2017.00329
http://www.ncbi.nlm.nih.gov/pubmed/29056906
http://doi.org/10.3390/a14050147
http://doi.org/10.3390/a13120322
http://doi.org/10.3390/a14030075
http://doi.org/10.3390/a14020049
http://doi.org/10.3390/a13100263
http://doi.org/10.3390/a14010017

	References

