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Abstract

:

A domain that has gained popularity in the past few years is personalized advertisement. Researchers and developers collect user contextual attributes (e.g., location, time, history, etc.) and apply state-of-the-art algorithms to present relevant ads. A problem occurs when the user has limited or no data available and, therefore, the algorithms cannot work well. This situation is widely referred in the literature as the ‘cold-start’ case. The aim of this manuscript is to explore this problem and present a prediction approach for personalized mobile advertising systems that addresses the cold-start, and especially the frozen user case, when a user has no data at all. The approach consists of three steps: (a) identify existing datasets and use specific attributes that could be gathered from a frozen user, (b) train and test machine learning models in the existing datasets and predict click-through rate, and (c) the development phase and the usage in a system.
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1. Introduction


1.1. Advertisement Personalization Systems


The advertisement domain has gained huge popularity in the past few years and its revenue is estimated at billions every year. Thus, mobile applications either use personalization systems that have been created by their developers or, more often, a mediator network to display advertisements (e.g., Google). Personalized advertisement systems aim either (a) to display an advertisement or not or (b) display the right advertisement among a set of available ads, based on the user’s profile. To design and develop such systems, researchers and industries gather and utilize user context (e.g., location, activities, etc.) to determine his/her needs and then apply personalization algorithms (contextual-based advertising) [1,2]. Therefore, to achieve better context-awareness and design efficient advertisement personalization systems, researchers combine this domain with other emerging software-related domains such as artificial intelligence, semantic web, etc. [3]. Such approaches offer new opportunities for advertisers, users/potential customers, and personalized advertising mediator systems. Apart from efficiency, better customer relationships and more interactive communication between consumers and businesses can be built [4].




1.2. Cold-Start Problem


A very common issue that personalization systems suffer from is the cold-start [5]. The cold-start problem arises in two cases:




	
The new user—When there is a new user in the system that has not yet interacted with enough data objects (e.g., rated very few movies). Due to lack of data, the system is not able to generate an accurate model and, thus, it cannot provide adequate recommendations to him/her [6]. A special case of cold-start arises when there is no data at all available for the user (also referred as ‘frozen start/user’) [7,8]. This situation is even more difficult and most of the systems face trouble in providing suggestions [9,10,11].



	
The new item—When a new item is inserted into the system (e.g., a new movie) [12,13]. Because this item is not associated with any users yet, personalization models face difficulties when recommending it [14,15].









1.3. Stating the Problem, Motivation, and Objective


The special cold-start case that is described above is a very common issue in personalized advertisement systems. Often no data about the user are available. For example, a user does not give consent of his/her data due to privacy reasons, most apps do not require an account for using them, etc. Imagine a scenario where a user downloads an application, rejects giving personal info (e.g., location, cookies, etc.) and starts using it. Lots of (special cold-start/frozen user) situations like this arise and the applications face issues to display related advertisements. This is called the “frozen user problem” in the literature [8,9]. The problem is that the state-of-the-art personalization models cannot be applied directly to provide accurate suggestions. Often a popular or a random advertisement is shown.



The motivation of this work is to explore this frozen user problem and the aim is to propose and implement a novel approach for designing personalization systems that can handle the frozen user problem and decide to display or not a related advertisement to him/her. Section 2 below describes some state-of-the-art solutions to the cold-start problem in the advertisement domain and the contribution of this work. Section 3 describes the design approach in detail. The approach tries to alleviate the “frozen user problem”. Section 4 provides details about the experiments that were conducted, the validation and the implementation of the approach (concerning every step). Finally, Section 5 concludes the paper, discusses the findings, and pinpoints future directions.





2. Related Works and Contribution


2.1. Related Works


There are some state-of-the-art research papers in the literature that inspired our work. These approaches are grouped into two main categories:




	
Works that focus on the cold-start problem from the new item perspective (when a new advertisement is added into the system).



	
Works that focus on the cold-start problem from the new user viewpoint.








More details are included in the following sections below.



2.1.1. New Item


Starting with the first category, Richardson et al., 2007 used a model that takes into account user search term and is based on logistic regression, to predict the click through rate (CTR) for new advertisements [16]. Yi et al., 2016 implemented a movie cold-start recommendation method to optimize the movie similarity measure by computing the similarities among directors and actors using Item-based collaborative filtering [12]. Shah et al., 2017 in their work designed a new exploration system that was adapted to search advertising [8]. In this paper, an ϵ-greedy exploration algorithm (that takes search term and advertiser bid into account) is used to deal with the new item/advertisement problem. In the same spirit, Aggarwal et al., 2019 propose two domain adaptation techniques—SDA-DANN and SDA-Ranking—to alleviate the partner cold-start by incorporating sub-domain similarities [9]. Pan et al., 2019 propose meta-embedding, a meta-learning-based approach that learns to generate desirable initial embeddings for new ad IDs. The proposed method trains an embedding generator for new ad IDs by making use of previously learned ads through gradient-based meta-learning. When a new ad comes, the trained generator initializes the embedding of its ID by feeding its contents and attributes [17]. Manchanda et al., 2020 implemented two domain adaptation approaches (interpretable anchored domain adaptation—IADA, and latent anchored domain adaptation—LADA) that leverage the similarity among the partners to transfer information from the partners with sufficient data to similar partners with insufficient data [6].




2.1.2. New User


The second category of works tries to alleviate the cold-start problem from the new user side, as it was discussed above.



To begin with, many works try to identify similarities among users and items. For example Rong et al., 2014 adopt a graph-based approach to simulate the preference propagation among users, in order to alleviate the data sparsity problem for cold-start users [18]. They propose a Monte Carlo algorithm to estimate the similarity between different users. Shen et al., 2018 propose a method that enables time-sensitive point-of-interest recommendation. Users’ semantic and spatial similarities are considered. In semantic modeling, they calculate users’ similarity scores by comparing users’ temporal hierarchical semantic trees. In spatial modeling, they use Gaussian mixture model (GMM) to compute users’ similarity scores. Finally, they combine the check-in data of the target user with those of her top-k most similar users in terms of both semantic and spatial similarities to train a personalized hidden Markov model (HMM) to predict the most probable venue category for each specified time slot [19].



Furthermore, many researchers propose to utilize external data from other sources or ask for user participation (e.g., answer some questions before using the system). Zhang et al., 2015 proposed a model for cold-start local event recommendation in social networks [20]. They get the event’s organizer existing data (previous events, location, users and their friends, etc.) and by applying Bayesian Poisson factorization they recommend related events to new users. Wang et al., 2019 get user data from other systems (transferred information from an ad platform to an online shopping domain) and apply deep learning techniques to solve the problem [21]. Herce-Zelaya et al., 2020 utilize users’ social media data to extract more info and build their profile [22]. Then, they apply classification techniques (decision trees, random forests) to recommend items. One example regarding approaches that requires user participation is that of Aharon et al., 2015. They present an algorithm (called ExcUseMe), which selects a predefined number of users that are more likely to be interested in interacting with new items [23].



Apart from the above, there are some knowledge-based approaches or hybrid approaches. For example, Viktoratos et al., 2018 implemented a hybrid approach which combines association rules, probability metrics, and user’s context to alleviate the cold start problem in rule-based context aware recommender systems [7].





2.2. Challenges, Limitations, and Contribution


Upon doing this research and studying the literature, some issues, challenges, and limitations have been identified. These are below:




	
Works that try to alleviate the new user cold-start problem, need at least a few user-item associations to work (e.g., user have rated some items). If there is a user with no data at all, a “frozen user”, the models face issues [24]. There is a lack of such works in the literature, although there are many works that focus on the “frozen” item problem (first category above), especially regarding the advertisement domain.



	
Approaches that collect data from other sources (e.g., social data) could not be applied if these data are not available, or face interoperability problems [25].



	
Approaches that require the user to fill-in a lot of information before using the system may discourage him/her from using it [7].



	
The contribution of this research can be summarized in the following points:




	
Presents state-of-the-art approaches about the cold-start problem in advertisement systems and highlights challenges, limitations, and paths for future research. The special case of the ‘frozen user’ problem is discussed.



	
Explores the potential of state-of-the-art personalization algorithms and models about the frozen user problem by conducting experiments on existing datasets. These algorithms have not been tested with this input and for the frozen user purpose.



	
Proposes a novel predicting approach to design personalized advertisement systems that can deal with the ‘frozen user problem’. The philosophy of this approach is to use specific attributes that could be gathered from a new user (attributes associated with the application and the device–they can be called ‘user independent’), existing datasets, and machine learning methods to predict CTR for a ‘frozen user’. One big advantage is that various datasets can be employed for training and testing, and the approach can be easily applied in any system. The approach includes all the above steps (attribute and data, algorithms/model, development) and is discussed in detail below.













All the related details are described thoroughly in Section 3 below.





3. Approach Description


The proposed approach consists of the following three steps:




	
Identify relevant attributes and datasets.



	
Perform experiments and check state-of-the-art algorithms and models’ performances in order to validate the approach.



	
Development/Application implementation.








In detail:



	Step 1.

	
Identify attributes and relative datasets







The first step of the method is to identify specific attributes that are “user independent” (e.g., no demographics, personal data, historical, etc.) and can be extracted automatically by application developers. Additionally, it is important to be able to use these attributes in various datasets and systems that are available. Such attributes can be:




	
Time (hour, time period, day)



	
Application or/and site category



	
Application name/id



	
Advertisement position (where the advertisement will be displayed)



	
Advertisement form (image, video)



	
Device type, size and model



	
Connection type



	
Advertisement id



	
Advertisement category








Developers can easily collect these attributes when the user starts interacting with an application or a website. The user does not need to fill any info. Moreover, since these attributes are not sensitive (e.g., like location, or personal info) developers do not need user consent or participation. These attributes will be the input in a personalization model.



Apart from the above, relevant datasets should be found. In more detail, datasets that contain the above attributes and the user click to an advertisement (yes or not); so as to be able to use machine learning techniques and predict the CTR based on the input (to evaluate if the state-of-the-art algorithms perform well and can provide accurate suggestions). Indeed, there are some datasets available that have been used consistently for CTR prediction and contain the attributes that were described above (e.g., Avazu which is consistently used by researchers and in many competitions [26]). Since attributes such as the user id, the location, etc. are not used, various datasets can be employed for training and testing.



	Step 2.

	
Conduct experiments and check models’ performances







Afterward, in these datasets, machine learning techniques can be applied in order to check the performance of state-of-the-art models and validate the approach. For example, the Python programming language is consistently used for this purpose [27]. Techniques such as logistic regression, SVM, etc. or even deep learning techniques—like FLEN, DeepFM, etc.—have been tested in these datasets and provided very successful results [17,18]. The only difference is that now the training and the testing of these models shall be conducted based on the chosen attributes as input.



	Step 3.

	
Development/application implementation







The last step after the experiments is the development (to use the selected model in real-world applications). Many applications use advertisement providers (e.g., integrate Google Ads) to display an advertisement to the user [28,29,30]. When the user launches the application, the application (the client) gets an advertisement from this network and displays it.



Following the proposed method, before getting the advertisement from the network, the client should send to the application’s server the relevant input data (time, application category and id, ad position, device, connection type, etc.). Then, the server (a) runs the prediction model based on the input data values and calculates the result, and (b) sends the result back to the client. If the response is positive the client gets and shows the advertisement from the network to the current user.



The next section describes, in detail, the validation and the implementation of the approach that has been performed.




4. Validation and Implementation


Regarding the validation and the implementation of the proposed prediction approach, various paths can be followed. About the implementation that has been done in this work, the following have been conducted in each step:



	Step 1.

	
Identify attributes and relative datasets







To begin with, to implement step 1, two datasets have been spotted and used for performing experiments. The first dataset is the Avazu (https://www.kaggle.com/c/avazu-ctr-prediction/overview) (accessed on 22 September 2021) dataset and the second is the DIGIX (https://www.kaggle.com/louischen7/2020-digix-advertisement-ctr-prediction). (accessed on 23 September 2021) These two datasets were selected because they were suitable for testing the approach and conducting the experiments. Furthermore, both datasets are widely accepted by the scientific community and many researchers have used them to conduct experiments and test their models [26].



Beginning with the Avazu dataset, it contains nearly 1.1 M records/rows and 23 discrete attributes/columns. The attributes that were selected (based on the criteria that are described above) as input to a model from this dataset are the following:




	
Time (time period)



	
Application and site category and domain



	
Application name and id



	
Advertisement position (where the advertisement will be displayed)



	
Device type and model



	
Connection type








All the above variables are categorical, and the task was to predict the ‘click’ variable (0 or 1 possible values).



The second dataset is DIGIX, which contains over 40 M records/rows and 36 different attributes/columns. The attributes that were selected as input to a model from this dataset are the following:




	
Time period



	
Application and site category



	
Display form of an ad material



	
App level 1 category of an ad task



	
App level 2 category of an ad task



	
Application ID of an ad task



	
Application tag of an ad task



	
Application score/rating



	
Device name and size



	
Model release time



	
Connection type








All the above variables are categorical, and the task was to predict the ‘label’ variable (0 or 1 possible values).



	Step 2.

	
Conduct offline experiments and check models’ performances/validation







The next step was to perform offline experiments to explore the performance of the state-of-the-art approaches when limited attributes are available. Being more specific, the objectives of these experiments are (a) to check if they perform better than traditional/baseline models when limited attributes are available, and (b) if the results with limited attributes are close enough with the results that they achieve when all the attributes are available (to verify that they perform satisfactorily).



To begin with, the following models have been examined.




	
Traditional/baseline models such as:




	◦

	
GradientBoost—Gradient boosting is a machine learning technique for regression, classification and other tasks, which produces a prediction model in the form of an ensemble of weak prediction models, typically decision trees. Gradient boosting involves three elements: (a) A loss function to be optimized, (b) a weak learner to make predictions, and (c) an additive model to add weak learners to minimize the loss function [31].




	◦

	
CatBoost—is an algorithm for gradient boosting on decision trees. A gradient boosting framework attempts to solve for categorical features using a permutation driven alternative compared to the classical algorithm [32].




	◦

	
Logistic Regression—a statistical model that uses a logistic function to model a binary dependent variable. It is used in statistical software to understand the relationship between the dependent variable and one or more independent variables by estimating probabilities using a logistic regression equation [33].




	◦

	
LightGBM—Light gradient boosting machine, is a distributed gradient boosting framework for machine learning originally developed by Microsoft. It is based on decision tree algorithms and used for ranking, classification and other machine learning tasks [34]









	
Deep learning state-of-the-art such as:




	◦

	
ONN—Operational neural networks (ONNs), can be heterogeneous and encapsulate neurons with any set of operators to boost diversity and to learn highly complex and multi-modal functions or spaces with minimal network complexity and training data. The operation-aware embedding method learns different representations for each feature when performing different operations [35].




	◦

	
xDeepfm—eXtreme Deep Factorization Machine (xDeepFM). A compressed interaction network-CIN (which aims to generate feature interactions in an explicit fashion and at the vector-wise level) is combined with a classical Deep NN into one unified model. The xDeepFM is able to learn certain bounded-degree feature interactions explicitly and arbitrary low- and high-order feature interactions implicitly [36].




	◦

	
IFM—Input-aware factorization machine (IFM) learns a unique input-aware factor for the same feature in different instances via a neural network [37].




	◦

	
DCN V2—An improved version of deep and cross network (DCN), which automatically and efficiently learns bounded-degree predictive feature interaction. DCN keeps the benefits of a DNN model, and beyond that, it introduces a novel cross network that is more efficient in learning certain bounded-degree feature interactions. In particular, DCN explicitly applies feature crossing at each layer, requires no manual feature engineering, and adds negligible extra complexity to the DNN model [38].




	◦

	
FiBiNet—FiBiNET is an abbreviation for ‘feature importance and bilinear feature interaction network’. Proposes to dynamically learn the feature importance and fine-grained feature interactions. On the one hand, the FiBiNET can dynamically learn the importance of features via the squeeze-excitation network (SENET) mechanism; on the other hand, it is able to effectively learn the feature interactions via bilinear function [39].




	◦

	
FLEN—Field-leveraged embedding network (FLEN) devises a field-wise bi-interaction pooling technique. By suitably exploiting field information, the field-wise bi-interaction pooling captures both inter-field and intra-field feature conjunctions with a small number of model parameters and an acceptable time complexity [28].




	◦

	
Ensembler—Ensembling various models and combining the predictions of different models is a technique that is used by many researchers for improving results [5,35]. In our case, an average-based ensembler has been built. In more detail, the six state-of-the-art deep learning models that are described above are used [40]. After training the models, the average of predictions from all the models is used to make the final prediction (the average probability that a user will accept the advertisement).














Experiments have been conducted in both datasets. Regarding the first dataset (Avazu), the first 1 M rows were used. Data were shuffled randomly and 80% used for training and 20% for testing (the sample contained nearly 84% ‘0–No’ and 16% ‘1–Yes’ regarding the dependent/target variable). A technique that is followed by many researchers in this dataset when they are testing the models (also other researchers use the data without shuffling-sequentially, and the last day for testing) [28]. This approach was followed since the aim was to evaluate the models in a random dataset to test the validity of the approach. Regarding the parameters and the tuning of the models (learning rate, activation function, etc.), the default values/fine tuning that are proposed were used. Area under the curve (AUC) and log-loss were calculated for each model [41]. The AUC is the measure of the ability of a classifier to distinguish between classes and is used as a summary of the ROC curve. The higher the AUC, the better the performance of the model at distinguishing between the positive and negative classes. Log-loss is indicative of how close the prediction probability is to the corresponding actual/true value (0 or 1 in case of binary classification). The more the predicted probability diverges from the actual value, the higher is the log-loss value. These metrics selected since the vast majority of researchers that perform binary classification use them.



Regarding the second dataset, the DIGIX, 1 M were randomly selected and the sample contained nearly 78% ‘No’ and 22% ‘Yes’ regarding the dependent variable (so as to be equivalent with the first sample). Once again, 80% used for training and 20% for testing. Additionally, the same tuning was followed. Table 1 and Figure 1 and Figure 2 below display the results in these two datasets. It can be noticed that state-of-the-art deep learning models clearly outperform traditional models, providing very satisfactory results. There are not any significant differences among them (DCNv2, FLEN, and FiBINet have slightly better results). It is also worth mentioning that the ensembler improved the results.



Additionally, more experiments have been conducted in these two datasets to explore further the performance of the models for the frozen start problem. Due to the fact that these two datasets can be considered as slightly imbalanced (regarding the distribution of the target variable–‘0’ is considered as the majority class since it covers almost 80% of the rows in both samples), undersampling technique has been used to conduct experiments on totally balanced datasets as well (1:1 regarding the distribution of the target variable in our cases) [42]. The undersampling technique was used in both datasets. In the context of a binary (two-class) classification problem where class 0 is the majority class and class 1 is the minority class, such as Avazu and DIGIX, undersampling techniques remove examples from the training dataset that belong to the majority class in order to better balance the class distribution, such as reducing the skew from a 1:100 to 1:2, or even a 1:1 class distribution. This technique was helpful to check the performance of the models when less records are available [37]. Once again:




	
Data were shuffled balanced and 80% used for training and 20% for testing.



	
The same tuning was followed for the models.



	
AUC and log-loss were calculated.








Table 2 and Figure 3 and Figure 4 below display the results for these two balanced undersampled datasets. The results show that deep learning techniques outperform traditional/baseline methods in any case. Furthermore, in the Avazu dataset the result of the ensembler is really close to the score that the algorithms achieve with all the attributes available. Following the experiments that have been conducted by other researchers, the algorithms achieve scores between 0.75–0.77 when all attributes are available [28].



Concerning some additional observations, there are no significant differences regarding the performance of the deep learning models between the standard and the balanced undersampled datasets. Once again, the deep learning models perform very satisfactorily and there are no significant differences among them (DCNv2 performs slightly better). Furthermore, it is worth mentioning that traditional techniques perform better on the undersampled datasets (although they cannot outperform the deep learning techniques). Finally, the ensembler was slightly better at any case as expected.



	Step 3

	
Development/application implementation







The last step after the offline experiments, as it is discussed above, is the development (to use the selected model in real-world applications). The objective is to verify the technical feasibility and show a possible implementation approach (could be different implementation approaches based on the developers’ expertise). A mobile application for android devices has been implemented for this purpose. JAVA programming language was chosen for the implementation (https://www.java.com/en/) (accessed on 28 September 2021). The application displays a test advertisement (or not) to the user.



When the user launches the application, the client (JAVA in mobile) first collects and then sends to the application’s server the relevant input data (time, application category, ad position, device, connection type, etc.—all the variables that are contained in the first dataset). Then, the server (Python Django) collects these values and starts the calculation process. First, it (a) runs the model based on the input data values and calculates the result, and (b) sends the result back to the client. To build the server, Python and Django framework have been used [27]. In more detail, the ensembler was chosen as the prediction model since it had the best results. The six deep-learning models that were trained offline in the AVAZU dataset run sequentially and calculate the predicted probability based on the input. Then the average is used for the final prediction. The server returns the result/response to the client and based on the probability, the client shows (or not) a test advertisement from the network to the current user (if the probability is higher or lower than 0.5). It should be mentioned that Google Ads is used as an advertisement provider to fetch and display a test advertisement to the user [30]. The UML Activity diagram of Figure 5 displays the flow regarding the development step.




5. Conclusions, Discussion, and Future Directions


In this work, a study about the cold-start problem in mobile advertisement systems has been conducted and the issue of the ‘frozen user problem’ is discussed. A novel prediction approach to design personalized advertisement systems that can deal with this problem is proposed. The main steps are as follows:




	
Use device and application-related variables that could be gathered from a new user.



	
Train and test state-of-the-art machine learning models in existing datasets.



	
Implement a client-server architecture that gets user data and predicts his/her interest for the advertisement using a deep learning ensembler.








A validation and an implementation of this approach has been done. Beginning with the validation, experiments have been conducted in real world datasets with 1 million users to test the performance of deep learning models for a frozen user (when limited attributes are available). The results showed that deep learning techniques (and the ensembler model) are really close to the performance that the models achieve with all the attributes available and, therefore, they can work very well. State-of-the-art deep learning models achieve high performance even with limited input variables. About the implementation, a mobile application that retrieves advertisements from Google Ads has been implemented (based on the developers’ expertise there could different implementation approaches). The implementation that has been performed clearly demonstrated that the approach is viable and can be easily incorporated into applications.



Although the cold-start problem is a popular domain for research, in this work the special case of ‘frozen user’ is pinpointed. To the best of our knowledge, there is a gap in the literature and this manuscript opens paths for future research (about the frozen user). Furthermore, the approach that is proposed will help developers to implement efficient personalized advertisement systems when there is not enough data available. By following the above steps they will be able to implement systems that can deal with the frozen user problem. An implementation example has been made in this work, but based on the developers’ expertise (programming languages, software available, etc.) they can build their own implementations. This is very important because users often arise privacy concerns, do not connect their social media accounts, insert fake data, etc. [43,44]. Information overload and irritating advertisements can be avoided [45].



Our future plans include further exploring the frozen user problem and implementing new approaches by taking into consideration new technologies such as IOT (Internet of Things), big data, augmented reality, etc. [46]. Furthermore, an advertisement personalization system (not only for cold start users but also general) that combines knowledge from various domains (artificial intelligence, IoT, big data, knowledge-based, marketing, psychology, and augmented reality) will be implemented [47,48].
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Figure 1. AUC scores for models regarding Avazu and Digix dataset. 
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Figure 2. Log-loss scores for models regarding Avazu and Digix dataset. 






Figure 2. Log-loss scores for models regarding Avazu and Digix dataset.



[image: Algorithms 15 00072 g002]







[image: Algorithms 15 00072 g003 550] 





Figure 3. AUC scores for the balanced undersampled Avazu and Digix datasets. 
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Figure 4. Log-loss scores for the balanced undersampled Avazu and Digix datasets. 






Figure 4. Log-loss scores for the balanced undersampled Avazu and Digix datasets.



[image: Algorithms 15 00072 g004]







[image: Algorithms 15 00072 g005 550] 





Figure 5. Implementation–development step. 
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Table 1. Model performances for the Avazu and Digix dataset.
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Avazu

	
DIGIX




	
Model

	
AUC

	
Log-Loss

	
AUC

	
Log-Loss






	
Gradient Boost

	
0.51

	
6.1

	
0.50

	
7.89




	
CatBoost

	
0.536

	
5.45

	
0.521

	
7.81




	
LightGBM

	
0.54

	
5.876

	
0.517

	
7.867




	
Logistic Regression

	
0.54

	
5.46

	
0.528

	
7.83




	
ONN

	
0.746

	
0.397

	
0.657

	
0.654




	
xDeepFM

	
0.753

	
0.383

	
0.655

	
0.655




	
IFM

	
0.754

	
0.382

	
0.654

	
0.656




	
DCN v2

	
0.755

	
0.38

	
0.654

	
0.655




	
FiBiNET

	
0.755

	
0.381

	
0.655

	
0.656




	
FLEN

	
0.755

	
0.381

	
0.658

	
0.654




	
Ensembler

	
0.76

	
0.371

	
0.661

	
0.496
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Table 2. Model performances for the balanced undersampled Avazu and Digix dataset.
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Undersampled (1:1)

	
Avazu

	
DIGIX




	
Model

	
AUC

	
Log-Loss

	
AUC

	
Log-Loss






	
Gradient Boost

	
0.6657

	
11.55

	
0.6057

	
13.62




	
CatBoost

	
0.684

	
10.90

	
0.619

	
13.231




	
LightGBM

	
0.681

	
10.99

	
0.612

	
13.402




	
Logistic Regression

	
0.684

	
10.907

	
0.6067

	
13.585




	
ONN

	
0.723

	
0.651

	
0.657

	
0.654




	
xDeepFM

	
0.738

	
0.624

	
0.655

	
0.655




	
IFM

	
0.731

	
0.649

	
0.654

	
0.656




	
DCN v2

	
0.743

	
0.612

	
0.654

	
0.655




	
FiBiNET

	
0.733

	
0.648

	
0.655

	
0.656




	
FLEN

	
0.739

	
0.614

	
0.658

	
0.654




	
Ensembler

	
0.7513

	
0.593

	
0.66

	
0.652
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