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Abstract: This paper proposes a toolbox for simulating the effective integration of renewable energy
sources into distribution systems. The toolbox uses four heuristic methods: the particle swarm
optimization (PSO) method, and three recently developed methods, namely Gray Wolf Optimization
(GWO), Ant Lion Optimization (ALO), and Whale Optimization Algorithm (WOA), for the efficient
operation of power distribution systems. The toolbox consists of two main functionalities. The
first one allows the user to select the test system to be solved (33-, 69-, or 141-bus test systems), the
locations of the distributed generators (DGs), and the voltage regulators. In addition, the user selects
the daily active power output profiles of the DGs, and the tool solves the voltage deviation problem
for the specified time of day. The second functionality involves the simulation of energy storage
systems and provides the optimal daily power output of the resources. With this program, a graphical
user interface (GUI) allows users to select the test system, the optimization method to be used, the
number of DGs and locations, the locations and number of battery energy storage systems (BESSs),
and the tap changer locations. With the simple user interface, the user can manage the distribution
system simulation and see the results by making appropriate changes to the test systems.

Keywords: distribution network; optimization toolbox; distributed generation; battery energy
storage systems

1. Introduction

With the urbanization of people, the demand for energy has increased worldwide.
In addition, technological developments in our lives, industrialization, and increasing
consumption of electrical appliances have also increased the demand for energy. These
developments have also increased the amount of energy that consumers require at different
times of the day. Due to this demand, the load fluctuation in the grid can be more than
before, which can lead to violation of voltage limits. Recently, efforts to integrate DGs,
including renewables such as photovoltaics and wind turbines, have increased. In addition,
advanced electric vehicles (EVs) and battery energy storage systems (BESSs) can help
maintain the voltage deviation of power distribution systems when coordinated with
conventional devices such as voltage regulators.

In power system studies, power flow analysis is a vital tool for determining bus
voltages and angles. Using Newton–Raphson or forward/backward power flow algorithms,
snapshots of the distribution systems can be obtained for any load condition. Using legacy
devices such as voltage regulators and the smart grid features with new components such
as renewables (photovoltaics—PVs, wind turbines—WTs), BESS control operations can be
performed. One can determine the optimal locations, sizes, power outputs, and the number
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of devices to be installed in the system by solving objectives such as cost minimization,
profit maximization, load maximization, and efficiency maximization.

Optimization problems can be solved using either numerical or analytical methods.
Numerical methods are classified into derivative-based and non-derivative methods. Of
these, non-derivative methods have gained popularity due to their simplicity and ability
to produce near-optimal results. Moreover, non-derivative heuristic algorithms are more
successful than numerical algorithms in solving complex problems, especially when the
derivative information is not easy to obtain due to the complexity of the functions encoun-
tered. We have used four heuristic methods to solve the operation problem in distribution
networks. We chose the particle swarm optimization (PSO) method [1] because of its proven
record in solving optimization problems since 1995. Three recently developed promising
algorithms, Gray Wolf Optimization Algorithm (GWO) [2], Whale Optimization Algorithm
(WOA) [3], and Ant Lion Optimization algorithm (ALO) [4], were also used. The main
advantages of GWO are as follows. GWO does not require initialization of parameters [5],
it is easy to implement due to its simple structure, it has lower memory and computational
requirements with the ability to escape from local minima, and it has faster convergence
capability, since it reduces the search space during the optimization process by using a
smaller number of decision variables [6]. WOA proved to be competitive with several
well-known heuristic algorithms using benchmark optimization problems thanks to the
small number of parameters and escaping ability from local optimum points [3].

Some educational tools and software packages are used to perform power system
analysis, management, and simulation in the literature. These are Power System Toolbox
(PST) [7], Power Analysis Toolbox (PAT) [8], Educational Simulation Tool (EST) [9], Power
System Analysis Toolbox (PSAT) [10], MatDyn [11], Power System GUI (PowSysGUI) [12],
Torrit [13], Internet Technology-based Power System Simulator (InterPSS) [14], and Gym-
ANM [15]. Of these, PST, PAT, EST, PSAT, MatDyn, and PowSysGUI run on MATLAB.
However, Torrit and Gym-ANM, which are open source and easy to use GUIs, run on
Python. The InterPSS project runs in a cloud-based environment, while other projects
work offline.

There are many research papers that deal with solving optimization problems in smart
power grids. Many of them use heuristic methods because they are simple and applicable
to different problems. For example, in [16], the authors use the marine predators algorithm
to solve the power source allocation problem in distribution networks. In a recent work,
the Moth Flame Optimization algorithm (MFO) was modified to efficiently accommodate
fuel cells consisting of wind turbines and photovoltaics [17]. PSO was used in [18] to
solve the planning problem in distribution networks by considering economic constraints.
Various studies have used an ALO [19,20], GWO [21–23], and WOA [24,25] for solving
power systems-related problems. In 2016, Trivedi et al. applied the ALO [26], and in 2017,
Bentouati et al. applied the WOA [24] for solving the optimal power flow problem. In
2019, an article was published on optimal renewable power placement and sizing using
GWO [22]. A combination of GWO with Crow Search Optimization (CSO) was utilized for
home appliance scheduling in [27]. In [28], the authors analyzed microgrids consisting of
multiple renewable units and a diesel generator and battery considering the energy cost
and the probability of insufficient power supply. They formed an optimization problem
that was solved by hybridizing PSO and GWO.

Several studies have also been conducted to evaluate the effects of installing tap
changers in the distribution system. In these studies, it was found that the use of tap
changers to adjust the voltage profile can positively affect the voltage profile [23,29–32].

Recently, BESS systems have been used in power distribution systems due to several
advantages such as the injection/absorption of power. Therefore, researchers focus on the
optimal implementation of BESS systems, focusing on optimizing their locations in power
systems [33,34] while others focus on optimizing the charging and discharging times of
BESSs [35]. In addition, there are also studies that focus on BESS capacity optimization and
operating costs [36].
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The main contributions of this work can be described as follows.

- We develop an open source toolbox for power distribution systems by using the classi-
cal PSO and several recently developed heuristic algorithms: GWO, WOA, and ALO
optimization methods, combined with the free power systems software Matpower.

- The optimization functions of the toolbox are designed to determine the near optimal
set points of tap changer voltage regulators, the charge/discharge behavior of BESS
and power output of inverters connected close to PVs on 33- [37], 69- [38], and 141-
bus [39] systems.

The rest of the paper is organized as follows: The optimization models are described
in Section 2. Section 3 describes the implementation of the optimization methods. Section 4
provides details about the toolbox graphical user interface (GUI). Finally, Section 5 shows
the simulation and test results. Lastly, Section 6 concludes the paper.

2. Optimization Models

We use two different optimization models. The first model uses renewable based DGs
and tap changers together. The second model uses BESSs and tap changers together.

The first model solves the voltage deviation problem at a given time. The objective
function aims to minimize the differences of the sum of the voltage magnitudes of each
node to the reference voltage magnitude: 1 p. u. The mathematical expression of this model
is given in Equation (1):

minimize
subject to

N
∑

i=1
|Vi − 1|2

0.95 ≤ Vi ≤ 1.05
P2

DGi
+ Q2

DGi
≤ S2

DGi
Tmin ≤ Ti ≤ Tmax

(1)

where Vi stands for the voltage magnitude at bus i. PDG and QDG refer to the active and
reactive power output of DGs, respectively. SDG represents the apparent power of DG.
Ti, Tmin, and Tmax stand for the regulator’s actual tap position, its allowed minimum tap
position, and allowed maximum tap position, respectively. The voltage regulation can be
done with the help of tap changers. The tap changers can take different values to bring the
voltage value closer to 1 p.u. Each step-change changes the voltage value 0.00625 p.u. The
maximum and minimum tap changer values are assumed to be ±16.

In the second model, the voltage deviation problem is solved daily by using BESSs
and tap changers. A BESS behaves like a load when it draws power from the system and
behaves like an energy source when it supplies power to the system. The state of charge
(SOC) indicates the available capacity of the BESS. A SOC value of 0% indicates that the
BESS is empty, and 100% means fully charged. The mathematical expression of this model
is given in Equation (2):

minimize
subject to

∑24
t=1 ∑N

i=1|Vti − 1|2
0.95 ≤ Vti ≤ 1.05

Tmin ≤ Tti ≤ Tmax

SOCmin ≤ Bti ≤ SOCmax

. (2)

Bti represents the position of the BESS at time t. SOCmin and SOCmax represent the
BESS’s minimum and maximum state of charge limits.

3. Implementation of the Optimization Methods

The toolbox uses four optimization methods based on the source codes we developed,
namely PSO, GWO, WOA, and ALO. The source codes of optimization methods are publicly
available on the indicated websites [40–42].

GWO is a nature-inspired optimization method that mimics the gray wolves’ strategy
and leadership during hunting and was developed by Mirjalili in 2014. Gray wolves
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hierarchically consist of four groups as alpha (α), beta (β), delta (δ), and omega (ω) wolves.
When hunting, they act as a group, and the alpha wolf leads the pack. The method aims to
achieve the near-optimal solution of the optimization problem using alpha, beta, and delta
wolves [2].

The optimization process consists of encircling, hunting, and attacking steps. During
the optimization process, α represents the best solution. The second and third solutions are
accepted as β and δ, respectively. Equations (3) and (4) are used to express the encircling of
the prey [2].

→
D = |

→
C ·
−→
Xp (t)−

→
X(t)| (3)

→
X(t + 1) =

−→
Xp (t)−

→
A ·
→
D (4)

where t is the current number of iterations,
−→
Xp is the position of the prey,

→
X is the position

vector of a gray wolf.
→
A and

→
C express the vector coefficients. These vectors are calculated

as shown in the following Equations (5) and (6) [2]:

→
A =

→
a ∗

(
2 ·→r1 − 1

)
(5)

→
C = 2 ·→r2 (6)

In Equations (5) and (6),
→
r1 and

→
r2 [0,1] refer to the random number and

→
a refers to the

coefficient, which decreases linearly from 2 to 0 as the iteration proceeds [2].
In the hunting step, at each iteration, the prey is estimated based on the distance of

positions α, β, and δ from the prey. Then, the positions of the elements are updated. This
situation is represented as follows [2]:

−→
Dα =

∣∣∣∣∣→C1 ∗
−→
Xα −

−−→
X(t)

∣∣∣∣∣ (7)

−→
Dβ =

∣∣∣∣∣→C2 ∗
−→
Xβ −

−−→
X(t)

∣∣∣∣∣ (8)

−→
Dδ =

∣∣∣∣∣→C3 ∗
−→
Xδ −

−−→
X(t)

∣∣∣∣∣ (9)

−→
X1 =

∣∣∣∣−→Xα −
−→
A1 ·
−→
Dα

∣∣∣∣ (10)

−→
X2 =

∣∣∣∣−→Xβ −
−→
A2 ·
−→
Dβ

∣∣∣∣ (11)

−→
X3 =

∣∣∣∣−→Xδ −
−→
A3 ·
−→
Dδ

∣∣∣∣ (12)

→
X(t + 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(13)

The attack step begins depending on the value of
→
A. The values of

→
A are between

[−2, 2]. If the value of
→
A is greater than 1, the wolves move away from the prey and search

for more suitable prey. When the value of
→
A is less than 1, the gray wolves start attacking

the prey. The flowchart for the GWO algorithm is shown in Figure 1.



Algorithms 2022, 15, 14 5 of 14Algorithms 2021, 14, x FOR PEER REVIEW 5 of 14 
 

 
Figure 1. Flowchart of the GWO. 

The WOA optimization method is based on a particular species of whale, the 
humpback whales. They have a unique feeding behavior called air bubble netting. The air 
bubbles they create as they breathe underwater collect the prey. Then, the whale moves 
toward the surface and creates a circle of bubbles containing the prey as it surfaces. 
Mirjalili and Lewis developed this optimization method in 2016 [2]. 

The ALO optimization method mimics the movements of hunting ant lions. In this 
method, the prey is the ant, and the hunter is the ant lion. Ant lions create a cone-shaped 
trap by drawing a circular path of their victims’ territory. Then, they then hide by 
burrowing into this trap. The ant lions start throwing sand at the victims to prevent them 
from escaping the trap. This optimization method was developed in 2015 [4]. 

The steps of optimization methods WOA and ALO are similar to GWO. Similar to 
the GWO method, the methods WOA and ALO first determine the size of the population 
and the position of each search agent. Then, the methods search for the near-optimal 
results in each iteration. 

The PSO method was proposed in the 1990s by Kennedy and Eberhard [1] and 
mimics the foraging behavior of flocks of birds. It is one of the classical metaheuristic 
algorithms and uses both the local and global best values to update the positions reaching 
the optimal or near optimal points. 

Our toolbox uses a MATLAB-based free power system simulation package 
MATPOWER [43,44] to calculate power flow for the first model. For the second model, 
we use a forward-backward sweep method-based power flow model. 

All optimization methods in the toolbox are open source, so it is possible to make 
various improvements. Optimization methods require various parameters to work, such 
as the number of search agents, lower and upper search bounds, and objective functions. 
They compute continuous variables within the lower and upper search bounds. The 
values that DG and BESSs can take are continuous values, but tap changers are integer 

Figure 1. Flowchart of the GWO.

The WOA optimization method is based on a particular species of whale, the hump-
back whales. They have a unique feeding behavior called air bubble netting. The air
bubbles they create as they breathe underwater collect the prey. Then, the whale moves
toward the surface and creates a circle of bubbles containing the prey as it surfaces. Mirjalili
and Lewis developed this optimization method in 2016 [2].

The ALO optimization method mimics the movements of hunting ant lions. In this
method, the prey is the ant, and the hunter is the ant lion. Ant lions create a cone-shaped
trap by drawing a circular path of their victims’ territory. Then, they then hide by burrowing
into this trap. The ant lions start throwing sand at the victims to prevent them from escaping
the trap. This optimization method was developed in 2015 [4].

The steps of optimization methods WOA and ALO are similar to GWO. Similar to the
GWO method, the methods WOA and ALO first determine the size of the population and
the position of each search agent. Then, the methods search for the near-optimal results in
each iteration.

The PSO method was proposed in the 1990s by Kennedy and Eberhard [1] and mimics
the foraging behavior of flocks of birds. It is one of the classical metaheuristic algorithms
and uses both the local and global best values to update the positions reaching the optimal
or near optimal points.

Our toolbox uses a MATLAB-based free power system simulation package MAT-
POWER [43,44] to calculate power flow for the first model. For the second model, we use a
forward-backward sweep method-based power flow model.

All optimization methods in the toolbox are open source, so it is possible to make
various improvements. Optimization methods require various parameters to work, such
as the number of search agents, lower and upper search bounds, and objective functions.
They compute continuous variables within the lower and upper search bounds. The values
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that DG and BESSs can take are continuous values, but tap changers are integer values. To
obtain near-optimal tap changer settings, we use rounding operations when evaluating the
objective function; for continuous variables, we do not perform any additional operations.

The optimization methods store the near-optimal results computed in each iteration
and select the minimum of them. However, they do not store the SOC changes in the BESSs,
and the tap setting changes when calculating the near-optimal result. The toolbox stores
and displays the values of the changes in the SOC of the BESSs and the tap changer values
obtained by the optimization methods.

The user of the toolbox can set the variables used by the optimization methods (size of
the population, number of search agents, etc.). The toolbox defines the parameter values of
the algorithm at startup. Then, the corresponding algorithm runs according to the values
set by the user. The near-optimal values calculated by the algorithm are returned to the
toolbox, and based on these values, the simulation is performed. The toolbox shows the
changes between the base case and the near-optimal case. Figure 2 shows the flowchart of
the developed toolbox.
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4. Graphical User Interface

The toolbox runs on MATLAB and was developed using the MATLAB App Designer
tool. There are two different modes of simulation in the application. In the first mode,
the toolbox minimizes the voltage deviation using DG and the tap changer; in the second
mode, the toolbox minimizes the voltage deviation using BESS and the tap changer. The
user should specify different information such as the number of iterations, the number
of search agents, DG, BESS, and tap changer positions depending on the mode selected.
The program uses 33-, 69-, and 141-bus test systems during the analysis. As can be seen
from Figure 3, the toolbox consists of three panels. The first of these panels is the settings
panel to control program settings. The second is the preview window, which displays the
drawing of the selected test system. The last one is the results window, which displays the
optimization results.
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4.1. Settings Panel

This panel allows you to adjust the settings. The user can change the optimization
model, system load information, locations, and the numbers of DGs, tap changers, and
BESSs here. Figure 4 shows a screenshot of the panel. We show different setting groups
with numbers from 1 to 13.
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The meanings and usage rules of use of these fields are as follows:

1. The first field specifies the mode in which the program runs. DG and the tap changer
mode operates hourly. BESS and the tap changer mode operates daily. When the
mode is changed, the settings menu also changes. Settings that cannot be used in the
selected mode are hidden or disabled in the menu;

2. Daily power consumption data should be defined in the test system to perform
optimization. Since the system uses a 1 h resolution, one has to upload 24 h load data
to this field. The data for each hour should be separated by commas. This file can
have an extension of TXT or CSV;

3. In DG and tap changer mode, the system requires daily power output data of the DG
type used. All definitions and restrictions that apply to the previous field also apply
to this field. Note that this field is not used if DG mode is not selected;

4. This section displays the available test systems, namely 33-bus, 69-bus, and 141-bus.
The user selects the test system to be used;

5. This field determines the number of search agents to be used during the optimization
process. If the user selects many search agents, the probability of obtaining a near-
optimal result increases; however, the computation time also increases;

6. This field determines the number of iterations during the optimization;
7. If DG and the tap changer mode are selected, this field allows specifying at what time

in the 24 h period the optimization should be performed;
8. This field determines the bus location of the DG added to the test system. Each

selected bus appears in the next text box. Users can select multiple buses by holding
down the CTRL key. They can clear all their selection by pressing the reset button. If
BESS and the step mode are selected, BESS will be selected in this instead of DG;

9. The tap changers are not connected to the buses but to the lines between the buses.
This field identifies the lines in the selected test system that are to be added to the tap
changer. Each selected line appears in the next text box;

10. In the default settings, the output power of the BESSs is set to 30 kW and decreases or
increases by 5 kW per hour depending on the demand of the system. The minimum
charge level of the BESSs is 20 kW, and the maximum charge level of the BESSs is 80
kW. This section allows you to adjust the settings for the BESSs. This tab only works
when the BESS and tap changer mode is active;

11. The user can add more than one DG or BESS with the same characteristics to the
system. The number of DGs or BESSs can be set in this area;

12. This field is used to select the optimization algorithm (GWO, ALO, WOA, PSO) to be
used when running the program;

13. The optimization is performed by pressing the key. If there is an error in the selected
values, an error message is displayed after pressing this button. If there is no error,
the selected algorithm will be executed.

4.2. Preview Panel

A visual preview of the DGs, BESSs, and tap changers placed in the selected distribu-
tion system appears in the preview window. In the visual preview, the bus locations and
lines are shown in black, while DGs and BESSs in the system are shown in orange, and the
tap changers are shown in red. DG and BESSs are located at the bus positions and the tap
changers are located at the lines. Figure 5 shows a screenshot of the preview panel.
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We used draw.io [45] to create the single line diagram of the distribution test systems
and saved the diagram in SVG format. One can use the following steps to insert a new
single-line diagram of a distribution test system.

1. Draw the test system schematic on draw.io or a similar website;
2. Export the single line diagram using the SVG extension. When exporting, make sure

that this file is transparent;
3. Copy an HTML file from the CasePreview folder and rename the file name to “preview-

{CASE_NAME}.html”;
4. Add the source code of the SVG file into the HTML document.

4.3. Result Panel

The result of the simulations is displayed in the results panel. There are three tabs in
this panel. The titles of these tabs are “Result”, “Daily BESS (Change)”, and “Daily Tap
Changer (Change)”. The contents of the tabs change depending on the mode selected.
The “Daily BESS (Change)” and “Daily Tap Changer (Change)” tabs only work when the
“BESS and Tap Changer” mode is selected. Depending on the mode selected, the following
graphics are displayed:

1. When DG and tap changer mode is selected:

a. A graph is displayed showing the voltage magnitude in pu for 24 h between
the base case and the optimized case

2. When BESS and tap changer mode is selected:

a. Two different graphs are drawn for of the base case and the optimized case
showing the voltage magnitude in pu;

b. The graph of the power changes of the BESSs added to the system as a function
of time of day is displayed;

c. The graph of position changes of tap changers added to the system as a function
of time of day is shown.

4.4. Installation of the Program

We develop the toolbox as a free MATLAB application. To install the application,
MATLAB should be installed, and the steps given below should be followed:

1. The user should visit the GitHub version page of the project and download the
“*.mlappinstall” for the latest version [46];

2. The user should double-click the downloaded file and install it;
3. The user should run MATLAB; then, the user can access the program from the APPS

tab in the top menu. He/she can open the application by double-clicking it.
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5. Simulation and Test Results

Several simulations were performed to test the correct functioning of the test systems,
optimization methods, and settings used in the program.

We ran simulations for Model I and Model II using a 33-bus test system. We set the
number of search agents to 50, the number of iterations to 1000, and placed 8 PVs at each
bus 15, 16, 19, 20, 25, and 33. The results of PSO, GWO, WOA, and ALO-based optimization
are shown in Figure 6. In all the results, it could be seen that the final voltage magnitudes
values have improved.
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For the simulations we run with Model II, we set the number of search agents to 50
and the number of iterations to 100. The initial power of the BESSs and their step values are
set to 30 kW and 5 kWh, respectively. The lower and upper limits of SOC are 20 kW and
80 kW, respectively. There are tap changers on the line between the 5th and 6th buses and
24th and 25th buses. The two BESSs are installed on buses 5 and 13, and each BESS has the
same characteristics, such as the initial value and SOC limits. We perform the tests using
the GWO algorithm on a 33-bus test system. Figure 7 shows the improvement of the daily
voltage profile when BESSs and tap changers are used. Figures 8 and 9 illustrate the daily
change in the power states of the BESSs and the daily change in the tap changer settings.
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The convergence curves for the four methods using Model I with a maximum number
of 100 runs using 33- and 69-bus test systems are shown in Figure 10. It is evident from
the figure that all the methods arrive at a similar near optimal solution. From the figure, it
can be seen that GWO converges faster compared to the other methods. The convergence
speed of ALO was worst for the 33-bus test system, and the convergence speed of PSO was
worst for the 69-bus test case.
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6. Conclusions

In this paper, we explain a toolbox for optimizing smart grids for educational purposes.
The toolbox can analyze the impact of renewable energy based DGs with coordinated use
of tap changer voltage regulators and optimizes the daily operation of BESSs coordinated
with tap changer voltage regulators. The user can select one of these two main operating
modes and specify the details such as locations, profiles, etc. The toolbox can generate
various diagrams including pre-and post-optimized voltage profiles. Based on the sim-
ulations shown, we find that the proposed toolbox is a useful tool for studying power
distribution systems that can be used in power systems undergraduate/graduate courses.
The developed toolbox is freely available to the public.
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