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Abstract: Early diagnosis is crucial to prevent the development of a disease that may cause danger
to human lives. COVID-19, which is a contagious disease that has mutated into several variants,
has become a global pandemic that demands to be diagnosed as soon as possible. With the use of
technology, available information concerning COVID-19 increases each day, and extracting useful
information from massive data can be done through data mining. In this study, authors utilized
several supervised machine learning algorithms in building a model to analyze and predict the
presence of COVID-19 using the COVID-19 Symptoms and Presence dataset from Kaggle. J48
Decision Tree, Random Forest, Support Vector Machine, K-Nearest Neighbors and Naïve Bayes
algorithms were applied through WEKA machine learning software. Each model’s performance
was evaluated using 10-fold cross validation and compared according to major accuracy measures,
correctly or incorrectly classified instances, kappa, mean absolute error, and time taken to build the
model. The results show that Support Vector Machine using Pearson VII universal kernel outweighs
other algorithms by attaining 98.81% accuracy and a mean absolute error of 0.012.

Keywords: algorithms; COVID-19; COVID-19 symptoms; classification; data mining; health care;
supervised machine learning; waikato environment for knowledge analysis; WEKA

1. Introduction

Coronavirus Disease (COVID-19) is an infectious disease caused by a novel coro-
navirus that originated in Wuhan China last December (2019). This disease will affect
the respiratory system of a person, and some people will eventually get better without
having special treatment, especially for those who have a strong immune system [1]. For
others, though, it may be different—old persons are more vulnerable, including those
with existing comorbidities such as cardiovascular disease, diabetes, respiratory disease
and cancer. COVID-19 is not just a respiratory disease, it is multisystemic. Recent studies
determined that this virus affects almost all the organs of the body, which is stimulated by
its widespread inflammatory response [2]. Moreover, about 10–15% of COVID-19 patients
develop severe symptoms; these individuals may experience long COVID-19, which may
cause complications to the heart, lungs, and nervous system [3]. COVID-19 can spread
because this virus is transmissible by droplets into the air from the infected person through
speaking, coughing, and sneezing, or even touching some contaminated objects or areas.
The World Health Organization (WHO) stated that frequent handwashing, disinfecting,
social distancing, wearing masks and not touching your face can protect one from being
infected. The WHO listed several symptoms and emphasized that fever, a dry cough,
and tiredness were the most common, while less common symptoms were headaches,
sore throat, diarrhea, conjunctivitis, loss of smell, and rashes, and serious symptoms were
breathing problems, chest pain and loss of speech and movement. As of 29 June 2021, there
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were 182,333,954 COVID-19 cases and 3,948,238 deaths worldwide [4], and this disease had
mutated into several variants documented in countries such as the United Kingdom, South
Africa, the United States, India and Brazil, which brings increased severity to the disease,
as well as quicker transmission, a higher death rate and reduced effectivity of vaccines [5].
As the virus keeps on spreading despite the efforts of the community to contain the virus,
an outbreak can lead to increased demands in hospital resources, and shortages of medical
equipment, healthcare staff and of course COVID-19 testing kits [6]. Limited access to
COVID-19 testing kits can hinder the early diagnosis of the disease, and giving the best
possible care for the suspected COVID-19 patients can be burdensome. Consequently, an
automatic prediction system that aims to determine the presence of COVID-19 in a person
is essential. Machine learning classification algorithms, datasets and machine learning
software are the necessary tools for designing a COVID-19 prediction model.

Machine learning can be categorized as supervised, unsupervised, and reinforcement
learning. Supervised machine learning is an approach that trains the machine using labeled
datasets, wherein the examples are correctly labeled according to the class to which they
belong [7]. The machine will analyze the given data and will eventually predict new
instances based on information learned from the past data. Unlike supervised machine
learning, the unsupervised machine learning learns by itself without the presence of the
correctly labeled data. In unsupervised machine learning, the machine will be fed by the
training samples, and it is the job of the machine to determine the hidden patterns from
the dataset. For the reinforcement learning, the machine acts as an agent that aims to
discover the most appropriate actions through a trial-and-error approach and observation
in the environment [8]. Every time the machine successfully performs a task, it will be
rewarded by increasing its state; otherwise, it will be punished by decreasing its state, and
this approach will be repeated several times until the machine learns how to perform a
specific task correctly. Reinforcement learning is used in training robots in how to perform
human-like tasks and personal assistance.

This study is mainly focused on predicting the presence of COVID-19 in a person;
thus, a supervised machine learning model had to be developed. Several machine learning
methods were utilized in building disease prediction models (e.g., coronary artery disease,
respiratory disease, breast cancer, diabetes, dementia, and fatty liver disease [9–14]). The
researchers devised a list of published disease prediction studies that utilized supervised
machine learning algorithms, such as J48 Decision Tree (J48 DT), Random Forest (RF),
Support Vector Machine (SVM), K-Nearest Neighbors (k-NN), and Naïve Bayes (NB). More
algorithms were utilized, such as Multi-layer Perceptron (MLP), Logistic Regression (LR)
and Artificial Neural Network (ANN). Table 1 displays a list of disease prediction studies,
machine learning algorithms utilized, the best algorithms according to the experiments
performed, and the accuracy obtained.

Table 1. Machine learning algorithms used in building a disease prediction model; the best algorithm and the accuracy
obtained are displayed.

Reference Disease Prediction Machine Learning Algorithms Best Algorithm Accuracy Obtained

[9] Coronary Artery Disease LR, DT, RF, SVM, k-NN, ANN ANN 93.03%
[10] Respiratory Disease RF, DT, MLP DT 99.41%
[11] Breast Cancer SVM, DT, NB, and k-NN SVM 97.13%
[12] Diabetes DT, SVM, and NB NB 76.30%
[13] Dementia J48 DT, NB, RF, and MLP J48 DT 99.23%
[14] Fatty Liver Disease LR, k-NN, DT, SVM, NB, and RF LR 75.00%

Proposed Method COVID-19 J48 DT, NB, SVM, k-NN, and RF SVM 98.81%

Several supervised machine learning methods were utilized in building a disease
prediction model, and it is apparent that an algorithm can perform differently depending
on the dataset. There were several research attempts in using machine learning for the early
prediction of this novel disease. Based on the laboratory findings, a COVID-19 predictor has
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been developed using Convolutional Neural Network (CNN); the researchers developed
this predictor using the dataset from a hospital in Sao Paul, Brazil, and this model yielded
76% accuracy [15]. Another research attempt to improve COVID-19 severity prediction was
undertaken using initial test results from the blood routine, which disclosed that age, white
blood cells, lymphocytes, and neutrophils were the key factors in severity, and concluded
that it could successfully improve the prediction accuracy of the model [16]. To accelerate
the prediction of COVID-19, publicly available X-ray images were also used for training,
and the best-performing model has been integrated into smart phones and evaluated. It
was concluded that VGG16 generated a higher positive likelihood and lower negative
likelihood in terms of predicting COVID-19 [17]. Moreover, another study used machine
learning in predicting the mortality of a COVID-19 patient through the development of an
XGBoost model, which successfully predicted the mortality of the patients earlier by about
10 days, having an accuracy of more than 90% [18].

Machine learning was also utilized in the development of models that can forecast
cases of COVID-19. Using an algorithm called Stochastic Fractal search with a mathematical
model, the number of life-threatening cases, deaths, and recovered, symptomatic and
asymptomatic patients were predicted [19]. Predicting confirmed and death cases daily
on the Asian continent was also made possible by using the Polynomial Neural Network
method [20]. Using a prediction model in the study of Caballero et al. [21], the overall
infection count and the days on which there will be a possible COVID-19 outbreak in
Italy and Spain can be predicted one week before occurrence. These are some examples
of studies that applied machine learning in predicting COVID-19 presence, cases, and
death rates. However, there is a lack of existing literatures that utilize several supervised
machine learning algorithms in developing a COVID-19 predictor using symptoms that
the person is experiencing as the parameters. This study aims to build a model that can
automatically predict the presence of COVID-19 in a person utilizing J48 DT, RF, SVM,
k-NN, and NB algorithms, by analyzing COVID-19 symptoms using Waikato Environment
for Knowledge Analysis (WEKA), which is an open-source software developed at the
University of Waikato, New Zealand. WEKA is a collection of machine learning algorithms
that supports data mining tasks by providing a wide range of tools that can be used for
data pre-processing, classification, clustering, regression, association and visualization [22].
The name “Weka” was derived from a flightless bird found in the islands of New Zealand.
The authors utilized two applications of WEKA named “Explorer” and “Knowledge
Flow” in building a COVID-19 prediction model. Data pre-processing, classification and
visualization processes were also performed using WEKA machine learning software.

2. Materials and Methods

This study was conducted using the block diagram shown in Figure 1.

2.1. Data Collection

For the data collection, the researchers used a dataset available from Kaggle entitled
“COVID-19 Symptoms and Presence”. This dataset has 20 attributes that are possible
factors related to acquiring the virus, and 1 class attribute that determines the presence of
COVID-19. Table 2 displays the features and descriptions of the dataset.
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Figure 1. The five phases of this study are data collection, preprocessing, modelling, comparative
analysis and finding the best model to determine COVID-19 presence.

Table 2. Features, percentage level and attribute descriptions of the COVID-19 symptoms and presence dataset.

Attribute Name Type Percentage Level Description

Breathing Problem Nominal 10% The person is experiencing shortness of breath.
Fever Nominal 10% Temperature is above normal.
Dry Cough Nominal 10% Continuous coughing without phlegm.
Sore Throat Nominal 10% The person is experiencing sore throat.
Running Nose Nominal 5% The person is experiencing a runny nose.
Asthma Nominal 4% The person has asthma.
Chronic Lung Disease Nominal 6% The person has lung disease.
Headache Nominal 4% The person is experiencing headache.
Heart Disease Nominal 2% The person has cardiovascular disease.
Diabetes Nominal 1% The person is suffering from or has a history of diabetes.
Hypertension Nominal 1% Having a high blood pressure.
Fatigue Nominal 2% The person is experiencing tiredness.
Gastrointestinal Nominal 1% Having some gastrointestinal problems.
Abroad Travel Nominal 8% Recently went out of the country.

Contact with COVID-19 Patient Nominal 8% Had some close contact with people infected
with COVID-19.

Attended Large Gathering Nominal 6% The person or anyone from their family recently
attended a mass gathering.

Visited Public Exposed Places Nominal 4% Recently visited malls, temples, and other public places.
Family Working in Public
Exposed Places Nominal 4% The person or anyone in their family is working in a

market, hospital, or another crowded place.
Wearing Masks Nominal 2% The person is wearing face masks properly.
Sanitation from Market Nominal 2% Sanitizing products bought from market before use.
COVID-19 Nominal - The presence of COVID-19.

This dataset is visible to the public; its sources are the World Health Organization
(WHO) Coronavirus Symptoms and the All India Institute of Medical Sciences (AIIMS).
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The spatial coverage of this dataset is worldwide, and the date coverage is from 17 April
2020 to 29 August 2020 [23].

2.2. Data Processing

To process the dataset, the authors used the WEKA machine learning software’s
Explorer and Knowledge Flow applications, and the main page of WEKA is presented in
Figure 2.
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Figure 2. The main page of WEKA displaying the five modules including Explorer, Experimenter,
Knowledge Flow, Workbench and Simple CLI.

There are various document formats accepted in WEKA, such as arff, C4.5, csv, JSON
file, etc., and the COVID-19 Symptoms and Presence dataset is in csv format, which makes
it easy to be imported and analyzed in the software. Data preprocessing can be started
by clicking the open file and browsing for the location of the dataset. Once the dataset is
imported in WEKA, the current relation, attributes, instances and the sum of weights and
visualizations pertaining to the dataset will be displayed. The Preprocess tab in the WEKA
Explorer application is displayed in Figure 3.

Once an attribute is selected, values such as name; missing, distinct and unique values;
data type; labels; count, and weights will be visible. Distribution between the class labels
is also displayed in a bar chart by clicking the COVID-19 attribute seen on the left side of
the form. For the COVID-19 Symptoms and Presence dataset, the classes have a 4:1 class
imbalance. The researchers used the synthetic minority oversampling technique (SMOTE)
to generate additional instances for the minority group, which is the class labeled “No”.
SMOTE oversamples the minority class by generating additional synthetic samples, and
in this way, the class with fewer samples will be increased. Combining the method of
oversampling the minority class and undersampling the majority class, or cutting off some
samples in the class containing more samples, will yield better classifier performance than
just undersampling the majority class [24]. The SMOTE can be used in WEKA by installing
it using the Package Manager under the Tools menu of the WEKA GUI Chooser. After
installation, the package can be found by opening the Filters folder, then the Supervised
folder, and the Instance folder. The details of the updated dataset can be seen in Figure 4.
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In Figure 4, it can be seen that the red bar has been increased, indicating that there are
additional samples added into the “No” class. Now that the minority class has gained its
number, the dataset is still imbalanced. To address this, the researchers used the Spread
Subsample to reduce the number in the majority class and make it even with the minority
class. The updated numbers of the classes in the dataset can be seen in Figure 5.
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In Figure 5, it can be noted that the heights of the blue and red bars are now equal,
indicating that both classes have the same values. This is the dataset that has been utilized
in this study after implementing both the SMOTE and the Spread Subsample techniques. It
is important to use a balanced dataset so that the classifier is well informed on both classes
to be predicted, as well as to avoid distribution bias [25].

2.3. Modelling

After data processing using the SMOTE and Spread Subsample techniques, several
models were built using the WEKA Explorer module utilizing different supervised ma-
chine learning algorithms, namely, J48 DT, RF, SVM, k-NN, and NB. In the Classify tab
of the WEKA Explorer, the researchers chose the classifier name, and selected 10-fold
cross-validation. To determine the best configuration for each algorithm, the researchers
performed hyperparameter optimization by performing several trainings with the same
dataset for each algorithm. The researchers used 10-fold cross-validation testing and a
batch size of 100 for all the experiments.

For the J48 DT, the researchers used two as the minimum number of instances per leaf
for all the training processes. The researchers also used a confidence factor for pruning, and
unpruned either true or false as the parameters to be tuned. For the RF, the researchers set



Algorithms 2021, 14, 201 8 of 22

the maximum depth to zero, which means unlimited depth, and the number of iterations to
100, which is the number of trees in the forest. Bagsize is the parameter that the researchers
tuned to determine the best bag size that will yield good results. For the SVM, the C and
Kernel hyperparameters were used. The C is the complexity parameter, which determines
how flexible the process is in determining the line that separates the classes, and the
Kernel determines how the data will be separated, either by a straight line, a curved line, a
polygonal or a shape similar to that used in [26]. In building the model using the k-NN
algorithm, the distance function used was Euclidean distance, and the hyperparameters
tuned were the KNN or the number of neighbors to use and the Cross-Validate parameter,
which indicates whether a cross-validation will be used in determining the best k value.
Lastly, for the NB algorithm, the hyperparameters used were whether the process would
use Kernel Estimator and Supervised Discretization rather than the normal distribution of
numeric attributes.

Each algorithm underwent several experimental trainings using the WEKA Explorer
Classify tab. For each training, the performance of the developed model was displayed
in the classifier output section. An example of the classifier tab with the details of the
developed models is displayed in Figure 6.
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In Figure 6, the Classify tab is displayed. When the user clicks the choose button, the
available machine learning algorithm classifiers will be displayed. Several folders with a
list of algorithms to be used will be presented, and both J48 DT and RF can be found under
the trees folder, while NB is under the Bayes folder, SVM belongs to the functions folder
and k-NN can be seen in the lazy folder. When the desired machine learning algorithm was
selected, the test option needs to be filled out; in this study the researchers utilized 10-fold
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cross-validation. Just below the test options section, the class attribute, or the attribute to
be predicted, needs to be selected. In this case, the attribute “COVID-19” was the class
attribute. To tune the hyperparameters, the label beside the choose button must be clicked
to allow the users to input the desired configurations. Lastly, the start button needs to be
clicked to start the training process to build the model. To provide a visual representation
of building the model, a knowledge flow diagram was devised using the Knowledge Flow
Module. The knowledge flow in building the model is displayed in Figure 7.
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In Figure 7, the CSVLoader reads the dataset in comma-separated format, then an
attribute needs to be designated as the class attribute; this can be done by using the class
assigner. The SMOTE and Spread Subsample techniques were used to balance the dataset,
and to perform the cross-validation on the test and training sets, the cross-validation fold
maker must be used. The next process is the J48 DT, which is one of the supervised machine
learning algorithms used in this study. Here, the knowledge flow proceeds to the classifier
performance evaluator to evaluate the developed model, and the performance results can
be checked using the Text Viewer. This knowledge flow will be used for all the algorithms
used in this study, and all the performance results will be recorded in order to be utilized
in the comparative analysis, which is the next phase of this study. The supervised machine
learning algorithms used were the following.

1. J48 Decision Tree

A decision tree is an algorithm that produces a graphical tree-like structure, wherein
instances are classified using a root node having a test condition (e.g., the person has sore
throat or not) and branches that determine the answer, label, or the so-called class. J. R.
Quinlan, in his paper entitled “Learning Decision Tree Classifiers”, stated that a tree is
either a leaf node or a test node [27]. A leaf node represents a class to which all the instances
belong; if the instances belong to different classes, it is called a test node, which consists of
a condition added to the attribute’s value, and a test node can be further represented in
two or more subtrees. One kind of decision tree algorithm is J48 DT, which is a common
and simple decision tree algorithm used for classification purposes; it uses a divide and
conquer approach, which divides the instances into sub ranges based on the values of the
attributes [28].

2. Random Forest

Just like the DT, the RF algorithm also produces a tree, but for this algorithm, several
trees will be generated from the values of random samples in the dataset, and the final
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result will be based on the results of the majority of the developed trees. RF delivers
significant improvements in the classification accuracy of a model through building a
group of trees that generate results individually, collating those results and picking up
which class obtained the most votes [29]. An example is bagging, devised by L. Breiman,
which is a method of predicting carried out by generating several versions of predictors.
The predictors were generated by making replicates of the dataset, then combining each
generated predictor to build an aggregated predictor. Bagging also yields significant
increases in a model’s accuracy when used in the subset selection for linear regression
tasks, and when implemented in classification and regression trees [30]. In [29], a tree
classifier was represented by {h(x, Θk, k = 1, . . .)}, where the {Θk} are random vectors that
are equally distributed and x is the input. The group of classifiers can be represented
as h1(x), h2(x), . . . , hK(x) whereby each of these classifiers gives a result for the highest
probability of a class.

3. Naïve Bayes

Naïve Bayesian classifier is a statistical supervised machine learning algorithm that
predicts class membership probabilities. NB achieves high accuracy and speed when
applied to a large dataset [31], but it also works very well in small datasets [32]. NB is
based on the Bayes theorem formulated by an English mathematician named Thomas
Bayes in 1763 [33], which can be defined as follows.

P(A|B) = P(B|A) P(A)

P(B)
(1)

where P(A) is called the prior probability, which denotes the probability of A happening,
and P(B) is called the marginal probability, which denotes the probability of B happening.
The probabilities of A and B were independent values that do not reference each other.
Next, P(A|B) is called the posterior probability, which is the probability of A happening
given that B has occurred. Lastly, P(B|A) is called the likelihood probability, which denotes
the probability of B happening given that A is true [34]. According to the definition given
in [34], the Bayes theorem calculates the posterior probability by dividing the product of
the likelihood and prior probability by the marginal probability.

The Naïve Bayes algorithm does not depend on the presence of other parameters,
and that is why it is called naïve; it can be represented as Equation (2), while Equation (3)
displays another expression of the formula, and Equation (4) removes the constant denomi-
nator [34].

P(A|B1 . . . Bn) =
P(B1|A) P(B2|A) . . . P(Bn|A) P(A)

P(B1) P(B2) . . . P(Bn)
(2)

P(A|B1 . . . Bn) =
P(A)∏n

i=1 P(Bi|A)

P(B1) P(B2) . . . P(Bn)
(3)

P(A|B1 . . . Bn) ∝ P(A)
n

∏
i=1

P(Bi|A) (4)

To reach the highest probability amongst the calculated results, the following formula
was used [34].

A = argmaxAP(A)
n

∏
i=1

P(Bi|A) (5)

The Naïve Bayes algorithm has been utilized by several disease prediction mod-
els [11–14], and achieves competitive accuracy in performing sentiment analysis [32,34].

4. Support Vector Machine

The SVM is preferred by data scientists because it can achieve good performance
in generalization without the need of former knowledge or experience [35]. The SVM
algorithm makes use of a hyperplane that separates the instances, putting the same classes
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in the same division while maximizing each group’s distance from the dividing hyperplane.
V. Vapnik, in his book entitled “The Nature of Statistical Learning Theory”, stated that a
hyperplane is used to minimize errors arising in separating the instances according to their
respective classes [36].

5. k-Nearest Neighbors

k-NN is one of the simplest and oldest supervised machine learning algorithms used
in classification; it classifies a given instance via the majority of the classes among its
k-nearest neighbors found in the dataset [37]. This algorithm relies on the distance metric
used to determine the nearest neighbors of the given instance, and the most commonly
used metric is the Euclidean distance, which is expressed in the following formula:

d
(

xi, xj
)
=

√
n

∑
r=1

wr
(
ar(xi)− ar

(
xj
))2 (6)

where an example is defined as a vector x = (a1, a2, a3, . . . , an), n is the number of the
example’s attributes, ar is rth attribute of the example and its weight is referred to as wr,
and d

(
xi, xj

)
are the two examples. To compute the class label of an example, the following

formula is used [37]:

y(di) =
arg max

k ∑
xj∈ kNN

y
(
xj, ck

)
(7)

where di is the example by which the algorithm will determine the class in which it belongs,
the term xj is one of the k-NNs present in dataset, and y

(
xj, ck

)
indicates whether the

xj belongs to the class ck. The result of Equation (7) is the class that has the most members
of the k-NN, and is also the class wherein the example belongs [37]. Euclidean distance is
mostly used as a default distance in k-NN classification or k-means clustering to determine
the “k closest points” of an example [38].

2.4. Comparative Analysis

The researchers performed a comparative analysis of the performances of different
supervised machine learning algorithms using 10-fold cross-validation testing, and the
important criteria used in this phase are the following.

1. Accuracy

Accuracy is the measurement of all the correctly predicted instances over the total pre-
dictions made by the model [39], and each algorithm can perform differently with regards
to the correcly classified instances. Accuracy computes the ratio of the correctly classified
instances that are true positives (TP) and true negatives (TN) over the total number of
predictions, including the TP and TN and incorrect predictions, namely, false positives (FP)
and false negatives (FN). Accuracy can be calculated using the following formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

Moreover, major accuracy measures were included in the comparative analysis, such
as precision, recall and F-Measure. Precision measures the accuracy of the predictions of TP
over all the predicted positives by dividing the TP by the sum of TP and FP. According to
the given description, precision means how many of those classified as COVID-19-positive
are actually COVID-19-positive [39], and it can be calculated using this formula:

Precision =
TP

TP + FP
(9)

Recall measures the accuracy of prediction of TP over the actual positive instances in
the dataset. Recall answers the question, of all the instances who are COVID-19-positive,
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how many were correctly predicted by the model [39]? Recall percentage can be obtained
by diving the TP by the sum of TP and FN.

Recall =
TP

TP + FN
(10)

Since the precision and recall measure different things, the value of the F-Measure
measures the harmony, the balance, of the two criteria. The F-Measure is measured using
the following formula. Conversely, the F-Measure score will decline if one criteria is
improved at the expense of the other [39], and it can be calculated using this formula:

F−Measure = 2× precision× recall
precision + recall

(11)

2. Correctly and Incorrectly Classified Instances

These values were also considered in the comparative analysis of the machine learning
algorithms. The correctly classified instances result is the sum of TP and TN predictions;
conversely, the incorrectly classified instances result is the sum of the FP and FN predictions
of the model [40].

3. Kappa Statistic

The Cohen’s kappa statistic calculates the reliability of the results between two raters
of the same thing; it is how closely the raters agree by chance. A zero score means that
there is random or less agreement between the two raters, and the score may be less than
zero, whereas a score of 1 indicates complete agreement [41]. It can be calculated using the
following formula:

K =
Po − Pe

1− Pe
(12)

where Po is the probability of agreement and Pe is the probability of random agreement
between the raters.

4. Mean Absolute Error (MAE)

To evaluate the performance of the model, MAE is used to measure the amount of
misclassifications or errors in the model’s prediction [42]. MAE is the average of all the
absolute errors; it determines how close the predicted value is to the actual value in the
dataset. MAE can be obtained by the following formula:

MAE =
1
n

n

∑
i=1
|xi − x| (13)

where n stands for the total number of errors, Σ is the summation symbol, xi is the predicted
value, x is the actual value, and the vertical bars represent the absolute value [42].

5. Time taken to build the model

The researchers also considered the time taken to build the model, which is expressed
in seconds. This value displays the amount of time needed to train the model, which is
necessary to find out which model will perform the fastest.

2.5. Finding the Best Model

Accuracy alone is not enough to choose the best model to be used, and other per-
formance results of the model must be taken into consideration [43]. Moreover, accuracy
works best if the dataset is symmetric or has close or equal counts of samples per class [39].
Initially, the number of samples in the COVID-19 Symptoms and Presence dataset is im-
balanced, having more COVID-19-positive samples than COVID-19-negative; therefore,
the researchers considered a number of criteria to select the most appropriate algorithm to
utilize in building a COVID-19 predictor. In lieu of comparative analysis, the criteria for
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finding the model that will serve as the most appropriate machine learning algorithm to be
used in building a COVID-19 presence predictor are as follows:

• Highest accuracy, precision, recall and F-measure;
• Highest correctly classified instances;
• Lowest incorrectly classified instances;
• Highest kappa statistic score;
• Lowest mean absolute error;
• Lowest time taken to build the model.

3. Results
3.1. The COVID-19 Symptoms and Presence Dataset

The researchers used the COVID-19 Symptoms and Presence dataset from Kaggle. This
dataset is composed of 20 attributes and 1 class attribute. The dataset has 5434 instances,
wherein 81%, or 4383 instances, belong to Yes, indicating that the person has COVID-19,
while 19%, or 1051 instances, belong to No. Data visualization per attribute is shown in
Figure 3. Because the dataset is imbalanced, the researchers implemented the SMOTE
to oversample or increase the minority class and the Spread Subsample technique to
undersample the minority class.

In Table 3, there are three generated datasets; the first is the original dataset, which
is the COVID-19 Symptoms and Presence dataset from Kaggle, containing 4383 instances
that belong to the “Yes” class (or people that are COVID-19-positive) and 1051 instances
for the “No” class (or people that are not infected). After implementing the SMOTE using
100 percentage, the minority class instances has been doubled by generating synthetic
samples, and the generated dataset was stored in the second dataset, with 4383 instances
that belong to the “Yes” and 2102 instances belonging to the updated “No” class. Lastly,
the researchers implemented the Spread Subsample technique that undersamples the
majority class to make the dataset balanced, which is then stored in the third dataset. By
implementing the SMOTE and Spread Subsample techniques, the dataset became balanced,
and the researchers then used it to perform the training and testing process to build the
COVID-19 predictor.

Table 3. The results of the SMOTE and Spread Subsample techniques.

Dataset Number Technique Used No. of Instances
from the Yes Class

No. of Instances
from the No Class

1 - 4383 1051
2 SMOTE 4383 2102
3 Spread Subsample 2102 2102

3.2. Modelling

This section discusses the results of the experiments undertaken during the mod-
elling process, including the hyperparameter optimization, and the values used in each
experiment. This section also includes the comparative analysis of the developed models,
which was performed to determine the best and the most appropriate supervised machine
learning algorithm to be used in modeling a COVID-19 predictor.

3.2.1. Hyperparameter Optimization

This study aims to compare supervised machine learning algorithms to determine
which is the most appropriate algorithm to be used in developing a COVID-19 predictor;
however, the optimal performance of an algorithm can be achieved if the best configuration
has been utilized in the modeling process. Because of this, the researchers performed
hyperparameter optimization to determine the values at which the algorithm will perform
best using the COVID-19 Presence and Symptoms dataset. To evaluate the performance of
the model, 10-fold cross validation and a batch size of 100 were used for all the experiments.
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For the J48 DT algorithm, the researchers used the confidence factor and Unpruned options
in WEKA. The results are displayed in Table 4.

Table 4. J48 DT algorithm hyperparameter optimization results using two as the minimum number
of instances present in a leaf.

Training Number Confidence Factor Unpruned Accuracy

1 0.25 True 98.57%
2 0.50 True 98.57%
3 0.75 True 98.57%
4 0.25 False 98.45%
5 0.50 False 98.55%
6 0.75 False 98.55%

The researchers used a common value for the minimum number of instances that
can be found on each leaf, which is two instances. There were six experimental trainings
performed for DT; for the first three trainings, the Unpruned parameter was set to true,
and the confidence factors were 0.25, 0.50, and 0.75, respectively. In this experiment, the
model’s performance was consistent at 98.57%. The same values of confidence factor were
used in the last three trainings with the Unpruned parameter set to False, and the model’s
performance reached 98.45% for the 0.25 confidence factor, and 98.55% for both 0.05 and
0.75. Thus, the researchers decided to set the Unpruned parameter to True, which means
that there is no pruning performed. Since the model’s recorded performances were the
same, the researchers considered the confidence factor of 0.25, which is the default value
set by WEKA. The next algorithm used was the RF algorithm; the researchers used 100 as
the number of iterations, which determines the number of trees in the random forest. The
maximum depth was set to zero, which means that there are no boundaries with the depth
or splits of each tree in the forest. The researchers tuned the bag size of the RF algorithm
and performed three trainings, and the results are displayed in Table 5.

Table 5. RF algorithm hyperparameter optimization results using 100 as the number iterations or the
trees in the forest, and a maximum depth of zero, which means unlimited depth.

Training Number Bag Size Accuracy

1 100 98.81%
2 75 98.81%
3 50 98.79%

In Table 5, the bag size hyperparameter of RF was tuned to have the values of 100, 75,
and 50. For the bag sizes of 100 and 75, the performance yielded the same result, 98.81%,
while for the bag size of 50, the performance slightly dropped by 0.02%, and became 98.79%.
The researchers considered using a bag size of 100, which is the default value set by WEKA.
The next algorithm tested was the SVM and the researchers used the C value and Kernel
hyperparameters. The results of hyperparameter optimization for the SVM algorithm are
shown in Table 6.

For SVM, the C value serves as a regularization parameter, which controls how often
the classfier will avoid mistakes in classifying the training samples [44]. The C values used
were 1, 2, and 3. The Kernels used were Poly Kernel, Normalized Poly Kernel, and Pearson
VII function (PUK). There were nine trainings performed, and according to the results, a C
value of 1 yielded the best performance for all the Kernels used. The PUK yielded the best
accuracy among the Kernels used, at 98.81%, and since the performance of the model was
the same for all the C values used, the researchers considered using a C value of 1, which is
the default value set by WEKA.
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Table 6. SVM algorithm hyperparameter optimization results using C value and Kernel hyperparameters.

Training Number C Kernel Accuracy

1 1 Poly Kernel 95.48%
2 2 Poly Kernel 95.34%
3 3 Poly Kernel 95.22%
4 1 Normalized Poly Kernel 94.84%
5 2 Normalized Poly Kernel 95.34%
6 3 Normalized Poly Kernel 95.39%
7 1 Pearson VII 98.81%
8 2 Pearson VII 98.81%
9 3 Pearson VII 98.81%

For the k-NN, the distance function used was Euclidean distance for all the trainings
performed, and the researchers tuned the KNN paremeter (or the number of nearest
neighbors used in the process), as well as the Cross-Validate parameter (whether a cross
validation will be performed or not). The results of the training are presented in Table 7.

Table 7. k-NN algorithm hyperparameter optimization results using Euclidean as the distance function.

Training Number KNN Cross Validate Accuracy

1 1 True 98.69%
2 3 True 98.69%
3 7 True 98.69%
4 1 False 98.69%
5 3 False 97.57%
6 7 False 94.53%

In Table 7, the KNN values used were 1, 3, and 7, and for the Cross-Validate parameter,
the values can be either true or false. The trainings that yielded high accuracy were the
trainings that set the cross-validation parameter to true. The classifiers that performed
cross-validation performed well, achieving 98.69% accuracy, and when the KNN value was
1, even the without cross-validation, the accuracy is still the same. The KNN values 3 and 7
without using cross-validation obtained lower accuracy, with 97.57% and 94.53%, respec-
tively. Since the classifier performed equally well on the first three trainings performed, the
researchers considered using the KNN value of 1 and the cross-validate parameter was set
to true. Lastly, for the Naïve Bayes algorithm, the Use Kernel Estimator and the Supervised
Discretization parameters were used; the results are displayed in Table 8.

Table 8. NB algorithm hyperparameter optimization results using the Kernel Estimator and the
Supervised Discretization hyperparameters.

Training Number Use Kernel
Estimator

Supervised
Discretization Accuracy

1 False False 93.98%
2 True False 93.98%
3 False True 93.98%

In Table 8, it can be noticed that all the trainings using either Kernel Estimator or
Supervised Discretization yielded the same results, 93.98%. In line with this, the researchers
used the default value set by WEKA, which is the value of false for both parameters. For
Tables 4–8, the rows in bold format indicate the configuration used in building the model
for COVID-19 prediction that has undergone the comparative analysis, which is discussed
in the following sections.
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3.2.2. Results for Comparative Analysis

After the hyperparameter optimization process, the results helped the researchers
in deciding what is the best configuration for each algorithm that will yield the highest
possible results. For the comparative analysis, the supervised machine learning algorithms
using the best configurations mentioned in Section 3.2.1 were utilized in building a model
that will predict the presence of COVID-19 in a person. The developed models were
evaluated using the 10-fold cross-validation technique, and the results of the model’s
accuracy performance are displayed in Table 9.

Table 9. Major accuracy measures from the 10-fold cross-validation performance of the models built
using the supervised machine learning algorithms.

Algorithm Accuracy Precision Recall F-Measure

J48 DT 98.57% 0.986 0.986 0.986
RF 98.81% 0.988 0.988 0.988

SVM 98.81% 0.988 0.988 0.988
k-NN 98.69% 0.987 0.987 0.987

NB 93.98% 0.940 0.940 0.940

In Table 9, accuracy, precision, recall and F-Measure scores are displayed, and these
are the major accuracy measures used to compare the performance of each algorithm.
There are two algorithms for which all the values are in bold, which represents the two
algorithms that obtained the highest accuracy among the algorithms used. During the
10-fold cross-validation process, the time taken to build the model was recorded in seconds;
it also computes the model’s performance according to correctly and incorrectly classified
instances, kappa statistic and mean absolute error. A summary is displayed in Table 10.

Table 10. Supervised machine learning algorithms’ performance with Kaggle’s COVID-19 Symptoms
and Presence dataset using tuned hyperparameters.

Algorithm
Correctly
Classified
Instances

Incorrectly
Classified
Instances

Kappa
Statistic

Mean
Absolute

Error

Time in
Seconds

J48 DT 4144 60 0.972 0.024 0.03
RF 4154 50 0.976 0.023 0.18

SVM 4154 50 0.976 0.012 3.12
k-NN 4149 55 0.973 0.022 0.01

NB 3951 253 0.880 0.080 0.01

In Table 10, the results of the correctly and incorrectly classified instances, kappa
statistic and mean absolute error scores based on the 10-fold cross-validation results
are displayed. These results are indispensable in the comparative analysis process; the
researchers used these values as deciding factors in determining the most appropriate
algorithm to be used in building a COVID-19 predictor.

4. Discussion

The findings mentioned in the results section were carefully analyzed by the authors.
The most appropriate model to use in building a COVID-19 predictor was determined by
devising a summary of the machine algorithm’s performance based on the results from
Tables 9 and 10. The summary of the performances of the machine learning algorithms
according to the criteria discussed in Section 2.5 is shown in Figures 8–10.
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In Figure 8, it can be seen that all the algorithms performed well in the training
process, mainly because the hyperparameters had been tuned. However, there were slight
differences in the accuracy, which is represented by a blue bar. The RF and SVM obtained
the highest accuracy among all the algorithms, reaching a 98.81% score. Additionally,
precision, recall and F-Measure were plotted in the bar chart using a red bar. The researchers
used one bar for representing the three accuracy measures, for they all have equal values,
and these values were converted to their corresponding percentages for visualization. The
next most appropriate algorithm to use is the k-NN, with 98.69% accuracy, followed by J48
DT, which yielded a score of 98.57% accuracy, and lastly, the NB algorithm, which obtained
93.98% accuracy. The same ranking of the algorithms was obtained for the precision, recall,
and F-Measure criteria, wherein RF and SVM shared first place with a 0.988 score, followed
by KNN with 0.987, J48 DT with 0.986, and NB with 0.94. The correctly and incorrectly
classified instances were also recorded and plotted using a barchart in Figure 9.

Figure 9 shows that the algorithms RF and SVM achieved the same numbers of
correctly and incorrectly classified instances. This result justifies the findings in Table 9
that the most accurate algorithms were RF and SVM, for these algorithms attained the
most correctly classified instances, at 4154 instances out of the 4204 total instances in
the dataset. Apparently, these algorithms achieved the lowest number of misclassified
instances—50 instances. The next algorithm to be considered is k-NN, with 4149 correctly
classified instances, and 55 misclassified instances, followed by J48 DT with 4144 correct
and 60 incorrect classifications. Lastly, the NB had 3951 correctly classified instances and
253 incorrectly classified instances; this algorithm had the lowest number of correctly
classified instances as well as the most misclassified instances, and these values indicate a
large gap between the values of the other algorithms in this criteria.

Based on the experimental results, RF and SVM are the machine learning algorithms
that stand out among other supervised machine learning algorithms. RF and SVM were
the top performers for most of the performance criteria. RF and SVM attained the highest
accuracy, as well as the highest values in other accuracy measures, such as precision, recall
and F-Measure. RF and SVM were also the best algorithms in terms of correctly classified
instances, and had the least incorrectly classified instances. These findings mean that these
algorithms using the optimized configurations were the most reliable algorithms in terms
of identifying COVID-19 presence in a person based on the given symptoms. Moreover, the
researchers used kappa statistics, MAE and time taken to build the model as criteria in the
comparative analysis of the study. The combined charts for these measures are displayed
in Figure 10.

To evaluate the model’s usefulness with respect to the true labels present in the
dataset, the kappa statistic was used as a criteria. According to the results, the highest
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performing algorithms were still the RF and SVM, having a 0.976 kappa score. There is
a close competition between J48 DT and k-NN, because J48 DT reached a 0.972 kappa
statistic score, while KNN attained a score of 0.973. The lowest kappa score belongs to
NB, at 0.880. In using Cohen’s kappa, the comparative analysis was made more reliable
compared to merely using the accuracy. All the developed models displayed almost perfect
interpretation agreement because all the scores were above 0.81, and this is close to 1. A
value of 1 means perfect agreement between other classifiers. In this case, the first rater is
the ground truth, or all of the actual values in the dataset, and the second rater used is the
developed classifier.

The authors considered using MAE to measure the error of the predicted classes
as compared to the actual classes. In this way, the authors can determine how well the
developed model will predict the labels of the samples as compared to the actual values
present in the dataset. The authors considered the model with a low MAE to be more
effective than ones with a higher MAE. The lowest MAE was attained by the SVM algorithm,
with a 0.012 score; the lower the score, the lower the chance that the classifier will commit
errors or misclassifications during the prediction. SVM was followed by k-NN, having
a 0.022 MAE score. In the MAE criteria, SVM outweighed RF with a difference of 0.011,
because RF attained a score of 0.023, which places RF in the third position under the MAE
criteria, followed by J48 DT and NB, with 0.024 and 0.080 MAE scores, respectively.

Lastly, the time taken to build the model was taken into consideration, since this is
also provided as additional information after the 10-fold cross-validation in WEKA. Based
on the results, the k-NN algorithm was the fastest algorithm to train a classifier model,
followed by NB and J48 DT. Based on the results, the highest performers, RF and SVM,
needed more time to train—RF took 0.18 s, and SVM took 3.12 s of training time. At the
same time, these are the algorithms that performed the best.

Altogether, the researchers found that the SVM algorithm with proper configuration or
hyperparameter tuning is the most appropriate algorithm to be utilized in the development
of a COVID-19 predictor. SVM attained 98.81% for the accuracy measure, and predicted
4154 instances of the 4204 total instances, misclassifying only 50. SVM also achieved a
great score in the kappa statistics, at 0.976, which is the closest to the perfect agreement
of 1. For the mean absolute error, SVM rendered 0.012 error, which is very low, and this
means that the developed model using this algorithm can commit the least possible errors
as compared to other algorithms. The SVM and RF were the algorithms that performed
best, although in terms of the MAE criteria, the SVM scored very low compared to RF, with
0.023, which means that the RF is more likely to commit misclassifications, just like other
algorithms. However, the RF has a faster training time compared to SVM, and so RF is the
second best algorithm to be considered in building a COVID-19 predictor.

5. Conclusions

This study aimed to build a COVID-19 presence predictor model by applying five
supervised machine learning algorithms, including J48 Decision Tree, Random Forest,
K-Nearest Neighbors, Naïve Bayes and Support Vector Machine. A comparative analysis
was conducted by evaluating the model’s performance in 10-fold cross-validation through
WEKA machine learning software. The results show that the support vector machine
using the Pearson VII universal kernel is the best machine learning algorithm, having a
98.81% accuracy, and 0.012 mean absolute error. The Support Vector Machine algorithm
outperformed other algorithms in terms of accuracy, precision, recall, F-Measure, correctly
and incorrectly classified instances, kappa statistic score, mean absolute error, andtime
taken to build the model. Moreover, the findings also show that Random Forest is the
second best algorithm to be considered in building a COVID-19 presence predictor, because
it has the same accuracy measures as those achieved by the Support Vector Machine
algorithm, except for the mean absolute error. The Random Forest algorithm can be
considered in developing a high-performing model with a faster training time as compared
with the Support Vector Machine. In addition, K-Nearest Neighbors is the third most
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appropriate algorithm to use in terms of accuracy measures, because it can also build a
model in a short period of time compared to other algorithms. Then, the J48 Decision Tree
is ranked as the fourth, and Naïve Bayes is ranked as the fifth most appropriate algorithms
to be considered.

This study can serve as a decision support system for medical practitioners, using
the developed model as an aide in detecting COVID-19 presence in a person based on
the declared symptoms. Additionally, individuals who are experiencing some COVID-19
related symptoms can use it to determine the possibility of being positive or negative in
COVID-19 testing. This study can encourage individuals to seek immediate consultation
with the doctor, and promotes the early diagnosis of the disease. In this way, it can
help to prevent the spread of this contagious disease, diminishing the danger to human
lives. The developed model in this study can be utilized to build an application with the
following advantages:

• Individuals can easily check the possibility of acquiring COVID-19 based on symptoms;
• This study can be used as a preliminary patient assessment for medical practitioners;
• Helping businesses to restrict physical contact with customers possibly having COVID-19;
• This study can serve as an additional self-management tool for quarantine facilities to

monitor if the person have developed COVID-19 symptoms while in isolation;
• The community and government can use this study as a tool to reduce the spread of

the virus through early detection of COVID-19.

Studies involving additional data or symptoms from hospital records, individuals
who acquired the virus, COVID-19 survivors, patients under investigation, or management
can also be considered. A model that can detect the potential severity of COVID-19 can also
be developed to provide additional information regarding necessary steps and possible
treatments to consider.
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