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Abstract: We propose a hybrid discrete-continuous algorithm for flight planning in free flight
airspaces. In a first step, our discrete-continuous optimization for enhanced resolution (DisCOptER)
method computes a globally optimal approximate flight path on a discretization of the problem
using the A∗ method. This route initializes a Newton method that converges rapidly to the smooth
optimum in a second step. The correctness, accuracy, and complexity of the method are governed by
the choice of the crossover point that determines the coarseness of the discretization. We analyze the
optimal choice of the crossover point and demonstrate the asymtotic superority of DisCOptER over a
purely discrete approach.

Keywords: shortest path; flight planning; free flight; discrete-continuous algorithm; optimal control;
discrete optimization
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1. Introduction

Flight planning is concerned with the computation of time and fuel efficient flight
paths with respect to the weather, see [1] for a comprehensive survey. In particular, wind
conditions make a big difference: flying with a headwind of 60 kts increases flight time
and fuel consumption of an Airbus A321 by as much as 20% over a tailwind of 60 kts [2].
To exploit this potential, and to mitigate airspace congestion, free flight aircraft routing has
been suggested since 1995 [3], and projects to complement, enhance, and finally replace
the airway network that is currently used to organize all air traffic are now under way
all over the world. Europe is introducing so-called free route airspaces (FRAs), in which
one can fly on arbitrary straight lines between defined entry and exit points, and between
more and more intermediate points, moving ever closer towards free flight. According
to EUROCONTROL, FRA projects are now in place in three quarters of all European
airspaces, and, once fully implemented, will save total fuel burn, CO2, and H2O emissions
by 1.6–2.3%, which amounts to 3000 tonnes of fuel/day, 10,000 tonnes of CO2/day, e 3
million in fuel costs/day, and 500,000 nautical miles/day [4].

The flight planning problem can be seen as a special type of time-dependent shortest
path problem. A large number of algorithms has been developed in this general context,
including contraction hierarchies, hub labeling, and arc flags for route planing in road
networks, see [5,6] for surveys, RAPTOR, transfer patterns, and connection scan for journey
planning in public transport networks [6], the isochrones method and dynamic program-
ming for ship weather routing [7], and sampling-based algorithms like rapidly exploring
random graphs and trees (RRTs), probabilistic road maps (PRMs), artificial potential fields,
as well as graph-based algorithms such as A∗, D∗, theta∗, etc. for robot path planning [8].
The variety of these methods reflects the different characteristics of the respective problems.

The best flight planning methods are currently super-fast A∗/Dijkstra algorithms
that employ efficient problem specific speed-up techniques such as cost projection [9],
super-optimal wind [10], and active constraint propagation [11]. They can find globally
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optimal solutions of basic problem variants on the world wide airway network with its
100,000 nodes and 600,000–700,000 edges within milliseconds. A∗ methods can in principle
be extended to deal with FRAs or free flight by excessive graph augmentation, but only up
to a certain point, when the graphs become too large and dense.

On the other hand, numerical methods of optimal control are able to compute optimal
free flight trajectories to high precision with great efficiency, either with indirect methods
based on Pontryagin’s maximum principle [12–15], or by direct methods using a collo-
cation discretization to reformulate the problem as a nonlinear program (NLP) [16,17].
These methods compute a smooth trajectory independently of any a priori network dis-
cretization, i.e., the desired free flight path. The computational complexity of solving the
optimality systems by Newton’s method is asymptotically much smaller than for graph
discretizations. If measured in terms of accuracy, higher order discretizations of the under-
lying ordinary differential equations exhibit even larger asymptotic gains. The drawback
is that continuous optimal control methods converge only locally, and towards any local
optimum, without providing any guarantee of global optimality. Approaches to compute
globally optimal solutions to optimal control problems include global optimal control [18],
mixed-integer optimal control [19], and various heuristics [20]. Applications to flight
planning exist, but consider only very small networks [21] or vertical profiles [22].

We propose in this paper the novel hybrid algorithm discrete-continuous optimization
for enhanced resolution (DisCOptER) that combines the strengths of discrete and contin-
uous approaches to flight planning, and provide a numerical study of its efficiency and
accuracy. The discrete component of our method provides global optimality, the continuous
component high accuracy and asymptotic efficiency. The idea of the method is to do a
discrete search for a global optimum on a coarse, approximate, artificial network, and to
use the resulting approximate solution to initialize a Newton method for the solution of
a continuous optimal control problem. The correctness and effectiveness of this strategy
depends on the choice of the crossover point between the discrete and the continuous
part of the algorithm. The network for the discrete part must be coarse enough to be
searched efficiently, and fine enough to guarantee sufficient proximity to the continuous
optimum, such that a subsequent Newton iteration will converge to the latter. Clearly,
the convergence radius of the continuous method strongly depends on the gradients of the
wind field and affects, together with the approximation error associated with the graph, the
computational complexity of both methods. We shall show that this idea is ideally suited
for free flight settings.

Our aim in this paper is to demonstrate the potential of combining discrete and
continuous optimization methods for the solution of problems that involve space or time
discretizations. The goal is to achieve global optimality and rapid convergence at the same
time. The model that we consider is simple, and the special characteristics of flight planning
have left their imprint. The basic idea, however, should, with suitable modifications, be
applicable to various problems of similar nature. In this vein, our paper intends to give a
first indication of the usefulness of such approaches.

The paper is structured as follows. Sections 2.1–2.3 describe the free flight problem
that we consider. The DisCOptER algorithm is introduced in Section 2.4 including error
and complexity estimates. Finally, Section 3 provides a computational study and analyzes
the choice of the switch over point.

2. Materials and Methods
2.1. Free Flight Planning

We consider in this paper an idealized version of the flight planning problem in 2D
Euclidean space subject to a stationary wind field. We want to compute a flight path
x : [0, T] → R2, τ 7→ x(τ) that connects an origin and a destination xO, xD ∈ R2; the
path parameter τ measures the flight time. The path is influenced by a smooth field of
stationary wind w : R2 → R2 of bounded magnitude ‖w‖ ≤ w̄. Flying at an airspeed
v : [0, T]→ R2, τ 7→ v(τ) of constant magnitude ‖v‖ = v̄ > w̄, the aircraft arrives at time
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T ∈ R≥0, which we seek to minimize. Our setting is chosen for ease of exposition, but
our method carries over to more complex 3D and/or time dependent versions, or other
objectives, in particular, minimization of fuel consumption.

2.2. Continuous Approach: Optimal Control

In free flight, the flight path is not restricted to a predefined airway network of
waypoints and segments. Instead, any Lipschitz-continuous path x : [0, T] → R2, with
‖xt − w‖ = v̄ almost everywhere, connecting origin xO and destination xD, is a valid
trajectory. Among those, we shall find one of minimal flight duration T. This classic of
optimal control is known as Zermelo’s navigation problem [23].

In order to formulate the problem over a fixed interval [0, 1] independent of the
actual flight duration, we scale time by T−1 as usual in free end time problems and arrive
at the following optimal control problem for the flight duration T ∈ R, the flight path
x ∈ H1([0, 1])2, and the airspeed v ∈ L2([0, 1])2:

min
T,x,v

T s.t. c(T, x, v) =


x(0)− xO
x(1)− xD

ẋ(τ)− T (v(τ) + w(x(τ)))
v(τ)Tv(τ)− v̄2

 = 0 . (1)

Here, the constraint c : Z → Λ maps from the primal domain Z := R× H1([0, 1])2 ×
L2([0, 1])2 to the image space Λ := R2 ×R2 × L2([0, 1])2 × L2([0, 1]).

2.2.1. Optimality Conditions

Let us briefly recall the necessary and sufficient optimality conditions for the optimal
control problem (1). With z = (T, x, v) ∈ Z and λ ∈ Λ, the Lagrangian is defined as

L(z, λ) = T − 〈λ, c(z)〉Λ,Λ. (2)

If z is a (local) minimizer, the necessary first order or Karush–Kuhn–Tucker (KKT) condition

L′(z, λ) = 0 (3)

and the necessary second order condition

〈Lzzζ, ζ〉Z∗ ,Z ≥ 0 ∀ζ ∈ ker c′(z)

hold [24], since c′(z) is surjective due to ‖w‖L∞([0,1]) < v̄. Moreover, if the KKT conditions (3)
are satisfied at z for some λ and the sufficient second order condition (SSC)

〈Lzzζ, ζ〉Z∗ ,Z ≥ α‖z‖2
Z ∀ζ ∈ ker c′(z) (4)

holds for some α > 0, then z is a locally unique solution of (1) and stable under perturba-
tions of the problem, e.g., due to sufficiently fine discretization. Let us point out that for
wind fields with non-vanishing second derivative, in general there is no closed form solu-
tion of the necessary conditions (3), such that solutions must be approximated numerically.

Approaches to computing solutions of (1) generally fall into two classes: indirect
methods relying on Pontryagin’s maximum principle [15,25] and direct methods based on
discretization of the minimization problem (1) [26,27]. Indirect methods lead to a boundary
value problem for state x and adjoint state λ together with a pointwise optimality con-
dition for the control v, which can be solved by shooting type methods, collocation, or
spectral discretization approaches [28,29]. The discretization of direct methods, usually by
collocation or spectral methods, translates the optimal control problem in a finite dimen-
sional nonlinear program to be solved by corresponding optimization problems [16,17,30].
While indirect methods using multiple shooting lead to smaller problem sizes than di-
rect methods based on collocation in particular for high accuracy requirements, the latter
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are widely seen as being easier to implement and use, in particular in the presence of
state constraints.

In both approaches, Newton-type methods for solving either discretized boundary
value problems or nonlinear programming problems converge in general only locally
towards a close-by minimizer. Thus, sufficiently good initial iterates need to be provided.
The domain of convergence can be extended using line search methods or trust region
methods, but without guarantee of global optimality. Special care has to be taken in the case
of non-convex problems, since the Newton direction need not be a descent direction if far
away from a minimizer satisfying the sufficient second order conditions. Convexification,
truncation of iterative solvers [31–33], or solvers for non-convex quadratic programs can
be used to address this.

2.2.2. Collocation Discretization

Exemplarily, we consider a discretize-then-optimize approach based on direct collo-
cation with the midpoint rule. Let 0 = τ0 < · · · < τn = 1 be a time grid, Xh = {x ∈
H1([0, 1]) | x|[τi ,τi+1]

∈ P1, i = 0, . . . , n − 1} and Vh = {v ∈ L2([0, 1]) |v|]τi ,τi+1[
∈ P0, i =

0, . . . , n− 1} the piecewise linear and piecewise constant ansatz spaces for positions and
velocities, respectively. We discretize (1) by looking for solutions xh ∈ X2

h and vh ∈ V2
h

and require the state equation ẋ(τ)− T(v(τ) + w(x(τ))) = 0 to be satisfied only at the
interval midpoints τi+1/2 := (τi + τi+1)/2 for i = 0, . . . , n−1. Representing xh by its nodal
values xi = xh(τi) and vh by its midpoint values vi = vh(τi+1/2), we obtain the large
nonlinear program

min
T,xh ,vh

T s.t. ch(T, xh, vh) =



x0 − xO
xn − xD

x1 − x0 − (τ1 − τ0)T (v0 + w((x0 + x1)/2))
...

xn − xn−1 − (τn − τn−1)T (vn−1 + w((xn−1 + xn)/2))
vT

0 v0 − v̄2

...
vT

n−1vn−1 − v̄2


= 0. (5)

2.2.3. Discretization Error

The discretization error introduced by the midpoint rule is well-known to be of second
order. For given w ∈ C1([0, 1])2 and T > 0 there is some constant C(T, ‖wx‖L∞(R2))
independent of v such that

‖xh − x‖L∞([0,1]) ≤ Cδτ2, (6)

where δτ = maxi=0,...,n−1 τi+1 − τi is the mesh width, see, e.g., [34]. This translates into
a corresponding error in the objective, i.e., the flight time T. Different goal-oriented
error concepts have been investigated [35,36] for equality constrained optimal control
problems. The excess in actual flight time when the computed path is implemented
depends quadratically on the path deviation ‖xh − x‖L∞([0,1]), and is therefore of order
O(δτ4). In any case, the error depends directly on the mesh width δτ, which we therefore
use as a coarse but simple qualitative measure of accuracy.

2.2.4. Newton-KKT Solver

Analogous to the continuous Lagrangian (2), we may formulate its discretized counterpart

Lh(zh, λh) = T − λT
h ch(zh)

and the corresponding necessary first order optimality condition

L′h(zh, λh) = 0 . (7)



Algorithms 2021, 14, 4 5 of 17

Writing χ = [zh, λh]
T , this can be solved using Newton’s method by computing

L′′h (χk)δχk = −L′h(χk), χk+1 = χk + δχk. (8)

For smooth wind fields, there is some ω < ∞ related to an affine invariant Lipschitz
constant of L′′h , such that

‖χk+1 − χ∗‖ ≤ ω‖χk − χ∗‖2 (9)

holds [37]. Thus, Newton’s method converges quadratically if started sufficiently close to a
locally unique solution point χ∗, i.e., if ‖χ0 − χ∗‖ < ω−1. This convergence radius is in
general mesh-independent [37,38], and does not depend on the final accuracy in terms of
mesh width δτ, but only on problem parameters such as derivatives of the wind w.

2.2.5. Time Complexity

The run time of the Newton-KKT solver is determined by the number of steps and
the cost of each step. The computational effort of a Newton step is dominated by the cost
of solving the linear equation (8). Due to the ODE structure, L′′h (χ) is an arrow-shaped
matrix with band width independent of δτ. Assuming quasi-uniform meshes, i.e., there is
a generic constant C > 0 such that τi+1 − τi ≥ Cδτ, this structure allows for an efficient
solution in O(δτ−1) time using direct band solvers.

Starting sufficiently close to the solution, say ω‖χ0 − χ∗‖ < 1, allows to bound the
truncation error by linear convergence as

‖χk − χ∗‖ ≤ (ω‖χ0 − χ∗‖)k‖χ0 − χ∗‖,

which is of course rather pessimistic. A tolerance of ‖χk − χ∗‖ ≤ O(δτ2) to match the dis-
cretization error is therefore reached after at most O(log δτ/ log(ω‖χ0 − χ∗‖)) iterations.
Thus, the overall complexity in terms of mesh width δτ is

RC = O
(

δτ−1 log δτ

log(ω‖χ0 − χ∗‖)

)
. (10)

Remark 1. If an inexact Newton method based on a geometrically refined sequence of meshes with
mesh width δτk = βkl for some l � δτ and β < 1 is used, the number of iterations is determined
by the linear convergence of the collocation discretization, while the truncation error is quickly
diminished by the quadratic convergence of Newton’s method [37]. Since the effort per Newton step
grows geometrically to its final value, the complexity reduces to

RC = O(δτ−1) (11)

provided the initial error is sufficiently small, i.e., ω‖χ0 − χ∗‖ ≤ β2.

2.3. Discrete Approach: Shortest Paths in Airway Networks

If flight paths are restricted to a predefined airway network of waypoints and seg-
ments, flight planning becomes a special kind of shortest path problem on a digraph.
Let V ⊂ R2 be a finite set of waypoints including xO and xD, and A ⊂ V ×V a set of arcs
such that G = (V, A) is a strongly connected directed graph. A discrete flight path is a
finite sequence (xi)0≤i≤n of waypoints with (xi, xi+1) ∈ A for i = 0, . . . , n−1, connecting
x0 = xO with xn = xD. We denote the set of all flight paths by P. The total flight duration
T(p) for a path p = (x0, . . . , xn) ∈ P is given in terms of the flight duration T(ei) for an arc
ei = (xi, xi+1) by

T(p) =
n−1

∑
i=0

T(ei).
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The travel time on the arc ei can be computed from the local ground speed

s = v + w = ‖s‖ xi+1 − xi
‖xi+1 − xi‖

=: ‖s‖ēi,

at x = (1− τ)xi + τxi+1 and the constant airspeed ‖v‖ = v̄ by solving the quadratic equation

(‖s‖ēi − w)T(‖s‖ēi − w) = v̄2.

This yields

‖s‖ = ēT
i w +

√
(ēT

i w)2 + v̄2 − ‖w‖2

and thus

T(ei) = ‖ei‖
∫ 1

τ=0
‖s‖−1 δτ. (12)

The discrete optimization problem to be solved is now

min
p∈P

T(p).

2.3.1. Graph Construction

Discrete approaches to (flight) path planning fall into two classes. The first class are
sampling-based algorithms. They construct the search graph by some kind of sampling
during the execution of the shortest path algorithm, which is usually an A∗-method.
This class includes rapidly exploring random trees (RRT) and graph (RRG) algorithms, that
are often used in robot path planning [8]. There are versions that guarantee convergence
to a global optimum with probability one [39], however, although undoubtedly often
extremely efficient in practice, these methods do not provide a priori error bounds or
complexity estimates.

The second class are graph-based algorithms, that take the search graph as an input.
Impressive super-fast performance in practice, and also theoretically for special classes of
graphs, has been achieved by making use of preprocessing as well as sophisticated data
structures. However, “proving better running time bounds than those of Dijkstra’s algo-
rithm is unlikely for general graphs” [6]. In many applications, including traditional flight
plannning on airway networks, the search graph is canonical. In applications involving
space and time discretization, like in free flight, graph construction is a degree of freedom.
Using an appropriate discretization, a priori bounds on the runtime and the accuracy of
the solutions can be derived. This is the approach that we take.

We cover free flight zones with “locally densely” connected digraphs, i.e., digraphs
with a certain density of vertices and arcs.

Definition 1. A digraph G = (V, A) is said to be (h, l)-dense in a convex set Ω ⊂ R2 for some
h, l > 0, if it satisfies the following conditions:

1. containment: V ⊂ Ω

2. vertex density: ∀x ∈ Ω : ∃v ∈ V : ‖x− v‖ ≤ h

3. arc density: ∀x, y ∈ V, ‖x− y‖ ≤ 2h + l : (x, y) ∈ A.

We call h the vertex density and 2h + l the connectivity radius of an (h, l)-dense graph.

With this definition, |V| ∈ O(h−2) and |E| ∈ O((2h + l)2h−4) hold. Furthermore, it is
easy to see that this graph structure implies that G is strongly connected and therefore P is
nonempty, i.e., a path from xO to xD exists.
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2.3.2. Discretization Error

Similar to the collocation error (6), the error due to graph discretization depends on
the vertex density h and the connectivity radius 2h + l. We restrict our exposition in this
paper to a plausible argument for the error order in terms of h and l and refer the reader
to [40] for rigorous error bounds of the same orders.

Spatial deviation due to vertex spacing is bounded by ε1 = O(h), while the linear
interpolation error depending on the curvature of the continuous optimal path is bounded
by ε2 = O((2h + l)2), as illustrated in Figure 1a. Together, the deviation measured as
pointwise normal distance is bounded by O(l2 + h). As mentioned in Section 2.2 above,
this translates quadratically into a flight time error of order O(l4 + h2).

Assuming that the path actually contains arcs of length around l + 2h, this order of
error is not only an upper bound, but also the expected error. The existence of arcs of
length 2h + l in the optimal discrete path is likely, as the following argument based on
Figure 1b shows. With quasi-uniform vertex spacing, the number of adjacent vertices
within a distance 2h + l̂ ≤ 2h + l is of order O((2h + l̂)2/h2), such that the average
angle between arcs of length up to 2h + l̂, and thus the expected angular deviation α
between the discrete path and the optimal continuous path is of order O((2 + l̂/h)−2).
The geometric length difference between the discrete path and the continuous path is of
order O(1− cos α) = O(α2) = O((2 + l̂/h)−4). The expected length and therefore travel
time error induced by angular deviation is smallest if l̂ is largest, i.e., arcs of maximum
length 2h + l are to be preferred.

This analysis also implies that the total flight time error is of orderO(l4 + h2 + (h/l)4)
and that h = o(l2) ensures convergence for l → 0.

hh ε1

ε2

l + 2h

(a) Distance error

l

h

h

α

(b) Angular error
Figure 1. Geometrical error bounds. Blue line: continuous optimal solution. Black line: discrete optimal solution. Gray dots:
graph nodes.

2.3.3. A∗ Shortest Path Algorithm

The state-of-the-art for finding shortest paths in airway networks is the A∗ algo-
rithm [10], which extends Dijkstra’s algorithm by a (heuristic) lower bound for the distance
of some vertex xi to the destination xD in order to prioritize the search. Depending on the
tightness of the heuristic bound, A∗ can discard a substantial part of the graph and reduce
the run time considerably. As a particularly fast and simple heuristic we employ the travel
time along a straight line between xi and xD, assuming maximum tail wind, i.e.,

d(xi, xD) =
‖xi − xD‖

v̄ + w̄
.

Tighter and more complex heuristics exploiting local bounds on the wind have been
proposed for flight planning, also for time-dependent wind fields [10].

The travel time for each arc is again calculated via numerical integration of (12) using
the same method as for the collocation with a fixed discretization. In order to draw up a
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fair comparison, we process arcs on the fly and thus eliminate any major preprocessing.
This also makes the approach extendible to the time dependent case.

2.3.4. Time Complexity

Using a Fibonacci heap for the priority queue, A∗ can be implemented to run in time

RD ∈ O(|A|+ |V| log |V|), (13)

where |A| and |V| are the numbers of arcs and vertices, respectively. As outlined above,
we may assume l � h. If we—conservatively—assume l2 ≥ h2 log h−1, the total complex-
ity becomes

RD = O(l2h−4).

2.3.5. Graph Structure

Given the above considerations, we now address the question of which graph structure
in terms of h and l is the most efficient, i.e., which structure achieves a minimal error for
a given computational budget b or, equivalently, a desired accuracy with minimal effort.
Models for computational work and accuracy are

W(h, l) = l2h−4 and ε(h, l) = l4 + h2 + h4l−4.

We are hence interested in solving the optimization problem

min ε(h, l) s.t. W(h, l) = b.

The constraint W(h, l) = b yields l2 = h4b, which, when inserted into the objective,
leads to the unconstrained problem

min
h

b2h8 + h2 + b−2h−4 ⇔ min
H

BH4 + H + B−1H−2.

The necessary optimality condition 4BH3 + 1− 2B−1H−3 = 0 is a quadratic equation
in H3 with solution

h6 =
−1 +

√
33

8b2 ⇔ b =

√
−1 +

√
33

8h6 .

Inserting this into the constraint yields l2 = h
√
−1+

√
33

8 . We conclude that graphs of
optimal efficiency should follow the law

h = O(l2), (14)

such that the computational complexity of the discrete optimization can be expressed as

RD ∈ O(h−3)⇔ RD ∈ O(l−6) (15)

with an associated error of O(l4) in flight time and of O(l2) in path approximation.

2.4. DisCOptER Algorithm

Due to their superior angular resolution, arcs of length l will occur in the optimal
discrete path, while the length of flight path segments in the collocation solution is around
δτTv̄. Hence, we expect the accuracy of continuous and discrete optimization approaches
to be comparable if l = δτTv̄. Obviously, for increasing accuracy l → 0, the collocation
effort of order O(δτ−1 log δτ/ log(ω‖χ0 − χ∗‖)) grows much slower than the A∗ effort of
complexity O(l−6). On the other hand, the collocation approach converges only locally.

We therefore propose a hybrid algorithm that combines the strengths of discrete
optimization and optimal control, see Algorithm 1. First, a discrete shortest path of low



Algorithms 2021, 14, 4 9 of 17

accuracy is calculated using the A∗ algorithm as described in Section 2.3. This is used as
initial iterate for solving the KKT system (5) to the desired final accuracy using the ordinary
Newton method. Employing linesearch or trust region globalization would enlarge the
convergence domain of Newton’s method and allow for coarser graphs to be used, but at
the cost of less robust and efficient convergence. In favour of robustness and simplicity, we
restrict the attention to the ordinary Newton method.

Algorithm 1: DisCOptER algorithm

Input : xO, xD ∈ R2, w ∈ C2(R2)2, v̄ > 0, TOL > 0
Output :approximate solution (T, x, v) ∈ R× C0([0, 1])2 × L2([0, 1])2 of (1) with

error of order TOL2, TOL, TOL, respectively
1 Choose δτ = O(

√
TOL)

2 Define (h, l)-dense graph G with l > δτ‖xD − xO‖, but sufficiently small, and
h = O(l2)

3 Calculate shortest path on G using A∗ algorithm (see Section 2.3)
4 Interpolate path onto collocation discretization (see Section 2.4.1)
5 Calculate a continuous solution by solving the nonlinear problem (5), via direct

collocation and Newton’s method (see Section 2.2)

Algorithms that combine methods from discrete and continuous optimization have
been proposed before. A reverse deterministic combination going from continuous to
discrete has been proposed in [41] based on dynamic programming principles. Other
combinations involve a stochastic discrete stage, like rapidly-exploring random trees (RRT,
RRT*) (see, e.g., [42]) or Probabilistic Roadmaps (PRMs) [43] in combination with a second
NLP stage. Another approach was taken in [44], where the authors use a combination of A∗

and RRT* to find an optimal trajectory. These algorithms reveal remarkable performance
when it comes to obstacle avoidance. Since our goal is, however, to develop an algorithm
with a priori error estimates and bounded runtime, we do not make use of any stochastic
approaches in the DisCOptER algorithm.

2.4.1. Initialization

Let (x0, . . . , xn) ∈ P be a shortest path from xO to xD in the graph G. Let ti denote the
time at which waypoint xi is passed, and define the relative passage time τi = ti/T(p) ∈
[0, 1]. We define a mapping Ξ : P→ C0,1([0, 1])2 of discrete flight paths (x0, . . . , xn) ∈ P to
continuous paths x ∈ C0,1([0, 1])2 by piecewise linear interpolation:

x(τ) = xi +
T(p)τ − ti

ti+1 − ti
(xi+1 − xi) if ti ≤ T(p)τ ≤ ti+1. (16)

The initial collocation iterate is then obtained by evaluating x(τi) on the collocation
grid 0=τ0, . . . , τn=1 and defining the airspeeds

vi =
x(τi+1)− x(τi)

T(p)(τi+1 − τi)
− w((x(τi+1) + x(τi))/2)

at the interval midpoints τi+1/2.

2.4.2. Complexity

The runtime of this hybrid algorithm is comprised of the runtime of the A∗ algo-
rithm (13) and the runtime (10) of the KKT-Newton solver for the collocation system.
Provided that the initial iterate based on the discrete solution p is sufficiently close to
the continuous optimum, i.e., ω‖χ0 − χ∗‖ < 1, Newton’s method converges locally as
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described by (10). For the path approximation error, we expect ‖χ0 − χ∗‖ ≈ Cl2, which
leads to an overall complexity of

RH = RD + RC ∈ O
(

l−6 + δτ−1 log δτ

log(ωCl2)

)
, (17)

or RH = O(l−6 + δτ−1) subject to ωCl2 < 1 if an inexact Newton method is used. Both com-
plexity bounds essentially suggest to choose a graph as sparse as possible (l → ∞), only
restricted from above by the accuracy necessary for the Newton-KKT solver to converge
locally, i.e., ωCl2 < 1, which is independent of the final accuracy δτ.

3. Results

We validate in this section the effectiveness and the efficiency of our algorithm on a
test set of four problems of increasing difficulty. Our aim is to demonstrate that our hybrid
approach is asymptotically superior to a purely graph based alternative. We discuss the
convergence properties of the method in relation to the choice of the crossover point and its
dependence on the minimum required graph density. Based on these results, we evaluated
the DisCOptER algorithm for varying graph densities, using the theoretically optimal
graph structure of h = l2, cf. (14). We will see that—as expected—the best performance was
achieved on very sparse graphs. The chapter concludes with a computational comparison
of the hybrid algorithm with a purely discrete approach.

3.1. Test Problems

We tested our algorithm on a set of simple, but representative examples that were well
suited to demonstrate our method, and not far from real world situations or arguably even
more difficult. The instances lived in a square [0, 1]2 or [0, 1]× [−1, 1], and the origin and
the destination were xO = [0, 0]T and xD = [1, 0]T , respectively. All values were chosen
dimensionless. The wind fields were constructed in a such a way that the straight line from
the origin to the destination was particularly unfavorable. The wind speed was limited to
w̄ = 1

2 v̄, which was rather strong, but not unrealistic. Even though not formally required,
the graph nodes were positioned on a uniform Cartesian grid, such that the diagonal
distance of two adjacent nodes was 2h. For the sake of simplicity the graph structure will
be described based on the node spacing in x-direction hx =

√
2h. This directly defined

l =
√

h by (14).
In the first test problem (a), the wind field was a laminar flow of opposing parallel

currents, namely,

w(x) =
[

w̄ min(max(2 x2
H−1,−1), 1)

0

]
,

with H = 0.5, see Figure 2; a similar problem is discussed in [45]. Due to its simplicity, this
problem had only one distinct minimum, a property that we make use of in the next section.

0.0 0.5 1.0
0.0

0.2

0.5

0.0 0.5 1.0
0.0

0.2

0.5

0.0 0.5 1.0
0.0

0.2

0.5

Figure 2. Test problem (a) with H = 0.5, xO = (0, 0), xD = (1, 0), w̄ = 1
2 v̄. Blue dots: network-graph with h = l2 and

1/hx = 1 and 6, respectively, red: discrete optimal trajectory, green: continuous optimal trajectory.
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In problems (b)–(d), the wind w was the sum of an increasing number of vortices wi,
each of which was described by

wi(x) =
[
−sw̃(r) sin(α)
sw̃(r) cos(α)

]
,

where s is the spin of the vortex (s=+1: counter-clockwise, s=−1: clockwise), r = ‖x− z‖2
is the distance from the vortex center zi, α is the angle with respect to the center and the
x-axis with tan(α) = (x−zi)2

(x−zi)1
and the absolute vortex wind speed w̃ is a function of r and

the vortex radius R:

w̃(r) =

[
w̄ exp

(
r2

r2−R2

)
if r ≤ R

0 otherwise

]
. (18)

Problem (b) involved one large vortex with R = 1/2 at z = [0.5,−0.1]T , see Figure 3.
This caused Newton’s method to converge to a suboptimal trajectory (above the vortex) if
initialized with the straight trajectory. That was the case if the DisCOptER algorithm was
used with a minimally sparse graph with hx = 1 (see Figure 3, middle). We observed that
the discrete shortest path passed below the vortex for any hx > 1. From there the globally
optimal solution shown in the Figure 3 (left 3) was found for hx = 1/6.

0.0 0.5 1.0
-0.6

-0.4

-0.2

0.0

0.2

0.4

0.0 0.5 1.0
-0.6

-0.4

-0.2

0.0

0.2

0.4

0.0 0.5 1.0
-0.6

-0.4

-0.2

0.0

0.2

0.4

Figure 3. Test problem (b) with counterclockwise spinning vortex centered at z = [0.5,−0.1]T , R = 0.5. xO = [0, 0]T ,
xD = [1, 0]T , w̄ = 1

2 v̄. Blue dots: network graph with h = l2 and 1/hx = 1 and 6, respectively, red: discrete optimal
trajectory, green: continuous optimal trajectory.

Problem (c) involved 15 vortices with R = 1/8. One was centered at z = [0.5,−R/2]T ,
the others were regularly aligned as seen in Figure 4. Vortices with positive spin (clock-
wise) were colored green, vortices with negative spin (anti-clockwise) were colored red.
Due to the turbulence of this wind field, a plain application of Newton’s method was not
guaranteed to converge. As an example, (Figure 4, left 2) shows again the result with the
trivial initialization. Further there are several local minima, Figure 4 (left 3 and 4) show
two of them. A relatively high graph density (hx ≤ 1/17) was required to find the globally
optimal trajectory (Figure 4, left 5).

Problem (d) involved 50 regularly aligned vortices of radius R = 1/16 (Figure 5).
This was clearly an exaggeration, and no commercial plane would ever try to traverse a
wind field like this. We used the instance to show that the proposed algorithm outper-
formed existing methods even under the most adverse conditions. In fact, the high level of
non-convexity exacerbated the situation regarding the convergence of Newton’s method.
Note that the magnitude of derivatives of (18) was coupled directly to the vortex radius.
With R = 1/16 the vortices here were half as large as in the previous example. In turn, the
first and second order derivatives were 2 and 4 times larger, respectively. Consequently,
a quite dense graph with hx ≤ 1/60 was required to make Newton’s method converge
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reliably. Note that this wind field was point-symmetric with respect to [0.5, 0]T , which
allowed for two equivalent global optima (see Figure 5, left 2 and 3). It was a priori not
obvious which one would be found. This depended on the discrete optimum.
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Figure 4. Test problem (c) with 15 vortices, R = 1/8. One is centered at z = [0.5,−R/2], the others are regularly positioned
as seen above. xO = [0, 0]T , xD = [1, 0]T , w̄ = 1

2 v̄. Blue dots: graph with h = l2 and 1/hx = 1, 5, 6, and 16, respectively, red:
discrete optimal trajectory, green: continuous optimal trajectory. Note that the straight trajectory is particularly unfavorable.
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Figure 5. Test problem (d) with 50 vortices (10 columns of 5 vortices each), R = 1/16, regularly positioned. xO = [0, 0]T ,
xD = [1, 0]T , w̄ = 0.5v̄. Blue dots: graph with h = l2 and 1/hx = 33 and 34, respectively, red: discrete optimal trajectory,
green: continuous optimal trajectory. Note that, again, the straight trajectory is particularly unfavorable. This problem is
point-symmetric w.r.t. [0.5, 0]T . The two shown solutions are equivalent.

3.2. Computational Complexity

Before discussing the DisCOptER algorithm we validated that the optimal con-
trol methods were asymptotically more efficient than a purely graph-based approach.
This could be investigated only for the first test problem. Due to the simplicity of this wind
field, Newton’s method converged from a trivial initialization, i.e., the straight line from
xO to xD. On the other hand, discrete flight paths were calculated with varying accuracy,
that is, with varying l, which is, according to Section 2.3.2, a measure for the accuracy of
the calculated path. For the sake of consistency, we indicate the accuracy of the continuous
solution by lC := δτL, where L is the path length. Figure 6 clearly confirms the estimated
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time complexities of O(l−6) for the discrete approach (see Equation (13)) and O(δτ−1) for
the continuous approach (see Equation (10)).
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Figure 6. Test case (a). Orange: Discrete-only approach, polynomial trend line of order 6. Purple:
Newton-Karush–Kuhn–Tucker (KKT) initialized with straight line, l=̂lC = δτL, linear trend line.

3.3. Minimum Graph Requirements

Figure 7 shows the runtime of the DisCOptER algorithm for various graph parameters
(h, l). Some key observations could be made for all four test problems. Towards the top
right of each figure the graph density increased, which came with an increased runtime
dictated by the graph searching part of the algorithm. The black dashed line represents
the theoretically optimal graph structure h = l2, cf. (14); it is shown for orientation as the
results in the following sections were computed with this setting.

From left to right the wind fields became increasingly more non-convex. As these
plots reveal, this came with generally higher runtimes, but more importantly with a region
of low graph densities where the algorithm converged either to a local minimum or not at
all (gray areas). As discussed before, this was not an issue in case (a) since this problem
was convex and Newton’s method converged even from a trivial initialization. Even in
case (b) we found that a graph with hx < 1 was good enough such that we found the
optimal flight path (only one additional column of nodes between start and destination
was required). This outcome is not visible here due to the limited resolution of the plot.
The convergence problem became all the more apparent with instances (c) and (d). In both
cases a good number of local minima existed, each of which had a rather small radius of
convergence such that Newton’s method failed if not initialized with sufficient accuracy.
Especially in case (d) we saw a patchwork of runs that converged presumably by chance
in an unpredictable way. Some of this might be compensated by globalization techniques
and an explicit treatment of non-convexity, which, however, would affect the efficiency of
Newton’s method. In order to provide reliable results, we need to use a graph density of at
least l < 0.15 and 0.11 for case (c) and (d), respectively.

Interestingly, the node distance h appeared to have a much stronger effect on the
convergence than the connectedness width l. This might be explained to some extent in
terms of the distance and angular error (cf. Section 2.3.2). Low l decreased the angular
resolution and thus induced an increased angular error. The discrete flight path then
tended to zig-zag along the optimum. This could easily be smoothed by Newton’s method.
However, if the discrete flight path was parallely offset from the optimum (distance
error due to large node distance h), it might quickly leave the convergence radius of
Newton’s method.
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Figure 7. Runtime of the DisCOptER algorithm in seconds. Top right corner: dense graph. Bottom left corner: sparse graph.
Gray areas: not converged or converged to local minimum. Black dashed line: h = l2. Subfigures refer to the corresponding
test problems.

3.4. Optimal Crossover Point

In Section 2.3.2 we derived h = l2 as the optimal graph structure, cf. (14). Using this
setting and sampling over various graph densities for the test problems led to the results
presented in Figure 8. Obviously, an increased graph density came with a computationally
more expensive graph searching task (pink, top, cf. (15)). In turn the NLP part of the
algorithm (green, bottom) becomes cheaper following (10), since the initial guess gets
closer to the optimum. From test problem a) it can be seen that the best performance
was achieved—independently of the overall accuracy δτ—with a relatively low graph
density of 1/l ≈ 5, where the graph search was still negligibly cheap but the graph was
already dense enough for Newton’s method to converge with only one iteration. The exact
numbers depended strongly on implementation details. We do not claim to have an optimal
realization of either part of the algorithm. The trend towards low graph densities, however,
was confirmed by the following examples.

As it turned out, the lower bound on the required graph density imposed by the
non-convexity of the wind field was the more important criterion. Looking at examples (c)
and (d), where we excluded the area that we identified as not trustworthy in the previous
section, we concluded that we want the graph to be as sparse as possible and only as dense
as necessary.
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Figure 8. Runtimes of the DisCOptER algorithm in seconds, split into the discrete part (pink, top) and the continuous part
(green, bottom), sampled with h = l2. Constant accuracy δτ = 1/300. Subfigures refer to the corresponding test problems.

3.5. Computational Complexity

We finally showed that globally optimal shortest paths could be calculated more
efficiently using the proposed DisCOptER algorithm than with a purely graph based
approach, see Figure 9. In the previous section we showed that the algorithm performed
best if the graph was chosen rather sparse while respecting the problem-specific minimum
density. Consequently, the calculation of the discrete solution was relatively cheap and we
could benefit from the computational efficiency of Newton’s algorithm. We can also confirm
that the time complexity of the DisCOptER Algorithm is O(δτ−1), see Equation (17), and
that the time complexity of the purely graph-based approach is O(l−6), see (13).
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Figure 9. Minimum runtime in seconds taken experiments similar to Figure 8. Blue: DisCOptER algorithm with lc := δτL, linear
trend line. Orange: Purely discrete, polynomial trend line of order 6. Subfigures refer to the corresponding test problems.

4. Conclusions

In this paper we presented the novel DisCOptER algorithm to calculate flight paths
in free flight airspaces utilizing a combination of discrete and continuous optimization.
We demonstrated that the achieved efficiency is asymptotically much better than the
conventional purely discrete alternative. Even though the algorithm was described for the
static two-dimensional case it is also strongly promising for more complex cases, to which
it can directly be transferred.

Our study also reveals a need for more theoretical analysis of the problem. In order to
design a one-shot algorithm with theoretical efficiency guarantees, a priori error estimates
allowing the determination of a minimum required crossover graph density is needed.
This will of course depend mainly on the characteristics of the wind field including first
and second order derivatives. On the other hand, a posteriori error estimates and adaptive
coarse-to-fine graph refinement strategies will be necessary for robustness and efficiency in
practice. We investigate some of these questions in [40].
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