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Abstract: Text clustering is one of the efficient unsupervised learning techniques used to partition
a huge number of text documents into a subset of clusters. In which, each cluster contains similar
documents and the clusters contain dissimilar text documents. Nature-inspired optimization
algorithms have been successfully used to solve various optimization problems, including text
document clustering problems. In this paper, a comprehensive review is presented to show the
most related nature-inspired algorithms that have been used in solving the text clustering problem.
Moreover, comprehensive experiments are conducted and analyzed to show the performance of
the common well-know nature-inspired optimization algorithms in solving the text document
clustering problems including Harmony Search (HS) Algorithm, Genetic Algorithm (GA), Particle
Swarm Optimization (PSO) Algorithm, Ant Colony Optimization (ACO), Krill Herd Algorithm
(KHA), Cuckoo Search (CS) Algorithm, Gray Wolf Optimizer (GWO), and Bat-inspired Algorithm
(BA). Seven text benchmark datasets are used to validate the performance of the tested algorithms.
The results showed that the performance of the well-known nurture-inspired optimization algorithms
almost the same with slight differences. For improvement purposes, new modified versions of the
tested algorithms can be proposed and tested to tackle the text clustering problems.

Keywords: nature-inspired; optimization algorithms; machine learning; optimization problems;
text clustering applications

1. Introduction

Since the number of digital documents is increasing excessively, an automatic organization
(without human intervention/interaction) of such documents is vital and valuable [1]. Document/Text
clustering can be defined as the diving process of documents pool based on their similarity to distinct
subclasses, often called clusters. Text clustering can be considered a useful and essential technique [2].
It has been extensively excessively employed ineffective organization, extraction navigation, retrieval,
and summarization of the massive volume of texts/documents.

We can generally classify the clustering algorithm into two categories: (1) hierarchical clustering;
(2) partitional clustering. The first category (hierarchical clustering) can be divided into two
subcategories: agglomerative and divisive [3,4]. In the proper subcategory (agglomerative), the cluster
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used the bottom-up technique, which begin by considering every single document as a single cluster
and after that tries to combine them in a large cluster [5]. In contrast, in the latter subcategory (divisive),
the cluster operates using the top-down technique that initially begins with one cluster that contains all
documents. After that, it split them into smaller clusters. In the second category (partitional clustering),
algorithms try to classify the document to non-hierarchical disjoint clusters [6]. The most famous
example of a partitional clustering algorithm is a center-based clustering algorithm. Each cluster is
shown as a cluster center, such as the k-means algorithm. Its goal is to attain cluster by decreasing the
sum of Euclidean distance between the cluster center, and the object [7,8].

Hierarchical methods are better than partitioning algorithms in clustering quality; however,
they do not reallocate poorly classified objects. Their time complexity is quadratic of data objects
number [9,10]. The partitioning clustering methods have gained a broad interest due to their
advantages in handling large datasets such as time complexity [11].

Metaheuristics algorithms have been successfully used to solve versions optimization problems
such as wind farm decision system [12], vehicle routing problem [13], industry applications [14],
feature selection [15], parameter control [16], and social aware cognitive radio handovers [17].
Metaheuristics algorithms can be defined into two groups: (1) single-based algorithms such as hill
climbing and simulated annealing. (2) Population-based algorithms such as Grey Wolf Optimizer
(GWO), Grasshopper Optimization Algorithm, Harris Hawks Algorithm, and Henry gas solubility
optimization [18,19]. One of the most challenging issues in metaheuristics is the balancing between
exploration and exploitation. To have a good algorithm performance and reasonable outcome,
the search algorithm should make trade-offs between two strategies [20,21]. In order to triumph
over traditional clustering limitations, different methods and concepts have been shown recently.
Different machine learning methods that is based on clustering techniques have been proposed
such as Graph Theory [22], Artificial Intelligence network [23,24], statistics [25], and evolutionary
algorithms [26,27]. The most popular technique is using optimization techniques with a pre-defined
clustering fitness function.

Many metaheuristics algorithms have been employed in solving clustering problems such as
Genetic Algorithms (GAs) [28], Particle Swarm Optimization [29], Ant Colony Optimization [30],
Whale Optimization Algorithm [31,32], Lightning Search Algorithm [33], Crow Search Algorithm [34],
Ant Lion Optimization [35], Moth-flame Optimization [36], Gray Wolf Optimization (GWO) hybridized
with Grasshopper Optimization Algorithm (GOA) [37], Artificial Bee Colony [38,39], Salp Swarm
Algorithm [40], and Arithmetic Optimization Algorithm [41]. Several surveys that reviewed the
metaheuristic optimization methods in versions applications, including the big data text clustering,
are found in References [42-44]. Moreover, many classification algorithms have been used also in text
clustering applications including k-Nearest Neighbors [45], a set theory [46], similarity measures [47],
Support Vector Machine [48], a fuzzy self-constructing [49], and ensemble scheme [50].

Nature-inspired optimization algorithms, are the optimization algorithms inspired by whence
nature changes to challenging situations, have been successfully utilized to address various
optimization problems, including text document clustering problems. In this paper, a comprehensive
survey is given to show the most related nature-inspired algorithms that have been used to solve the
text clustering problem. Moreover, comprehensive experiments are conducted and analyzed to show
the performance of the common well-know nature-inspired optimization algorithms in solving the text
document clustering problems, including Harmony Search (HS) Algorithm, Genetic Algorithm (GA),
Particle Swarm Optimization (PSO) Algorithm, Ant Colony Optimization (ACO), Krill Herd Algorithm
(KHA), Cuckoo Search (CS) Algorithm, Gray Wolf Optimizer (GWO), and Bat-inspired Algorithm (BA).
Several evaluation measures evaluate the tested algorithms in solving the text clustering problem:s,
including Precision, Recall, F-measure, Entropy, Purity, and Accuracy. Seven text benchmark datasets
are used to validate the performance of the tested algorithms. The results showed that the performance
of the well-known nurture-inspired optimization algorithms almost the same with slight differences.
For improvement purposes, new modified versions of the tested algorithms can be proposed and
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tested to tackle the text clustering problems. This paper can be a useful reference for future research.
It can help the researcher find the published clustering methods using versions of nature-inspired
optimization methods.

The main sections of this paper are prepared as follows—Section 2 gives the most related
nature-inspired algorithms that have been used in solving clustering problems. In Section 3, the main
ideas of the text clustering problem are shown. Evaluation criteria employed in text clustering
applications are presented in Section 4. Experimental results and discussion are given in Section 5.
Finally, the conclusion and possibilities for further research are given in Section 6.

2. Related Works

In this section, the most nature-inspired clustering algorithms and well-known clustering
techniques are presented.

2.1. Krill Herd Algorithm (KHA)

The Krill herd algorithm is a swarm-based optimization that mimics the krill group behavior [51].
In this algorithm, the exploration and exploitation are balanced by complementing the global
wide-range strength of nearby local searching. In Reference [52], a new text clustering approach
introduced based on the enhancement of KHA hybrid with multiple criteria function, the improved
approach called MMKHA. Furthermore, six versions of the KHA algorithm were adopted for
solving the text clustering problem. MMKHA compared with other algorithms (i.e., particle swarm
optimization, genetic algorithm, harmony search, and k-mean) and shows an outperformance in text
document clustering.

Abualigah [53,54] proposed combinations of the harmony search (HS) method and the KHA
algorithm to enhance the global search capability, namely H-KHA. The improvement includes adding
the HS global search operator to the KHA to enhance the exploration process. The H-KHA approach
shows superior performance in terms of high convergence rate and accurate clusters. In Reference [55],
two approaches for web text document clustering are introduced based on the KHA algorithm.
The first approach adopted the basic KHA, while the second approach uses the genetic operators
instead of the KHA operators. The experimental result shows a superior performance comparing to
the K-mean algorithm.

Abualigah [56] proposed a novel method for text document clustering, which built based on two
levels: Firstly, a PSO algorithm proposed for feature selection with a new weighting system, and a
particular dimension reduction method, in terms of selecting a new subset of the most informative
features with less dimensional space. This subset is utilized to enhance the performance and decrease
the computation time of the text clustering algorithm. The k-mean method is used to assess the efficacy
of the selected subsets. Secondly, four KHA algorithms are proposed for text clustering, namely,
basic KHA, hybrid KHA, modified KHA, and multi-objective hybrid KHA, each of which describes an
incremental enhancement on its predecessor. The results show that the proposed method got better
results compared to other methods.

2.2. Magnetic Optimization Algorithm (MOA)

In Reference [57], a novel method for text clustering is proposed based on the Magnetic
optimization algorithm (MOA), called MOAC. This approach aims to select the best position of
centroid particles, which is considered as the optimal cluster position. The numerical result shows an
efficient accuracy and robust text clustering comparing to other algorithms such as K-means and PSO.

2.3. Particle Swarm Optimization (PSO)

The particle swarm optimization (PSO) algorithm imitates the swarm social behavior, which refers
to the group of applicant solutions, and each solution is considered a particle. In References [58,59],
a new method for feature selection using the PSO algorithm, namely FSPSOTC , aims to solve the
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problem of feature selection in text clustering by building a new subset of informative features.
These feature subset can reduce the computational time and enhance the clustering performance.
The proposed method shows superior performance in feature selection comparing to the feature
selection in text clustering by harmony search algorithm and genetic algorithm.

In Reference [60], a hybridization of the Spectral Clustering algorithm and PSO algorithm for
text clustering, namely, SCPSO. The randomization is implemented with the initial population by
considering the local and global optimization methods. The performance of the SCPSO compared with
the basic PSO algorithm and K-means algorithm and show high accuracy in text clustering.

A novel approach is proposed in Reference [61] for text clustering based on the PSO algorithm and
latent semantic indexing (PSO + LSI). To achieve better performance in the search space the adaptive
inertia weight (AIW) is used to balance the exploration and exploitation. The proposed approach
proves a high performance comparing to other algorithms such as PSO with k-means.

In Reference [62], a hybridization between binary PSO with a chaotic map, fitness based dynamic
inertia weight, opposition-based learning, and mutation, is introduced for feature selection in text
clustering. Further, the opposition-based algorithm used, to begin with, diversified solutions and a set
of promising to accomplish the best result. Besides, the opposite position of the global best particle
(gbest) generates by the opposition based learning algorithm.

A new method is proposed in Reference [63] to improve the feature selection process using the
PSO algorithm. An improved PSO version was introduced to optimize the feature selection based
on constant constriction factor and functional inertia weight. Then, a functional constriction factor is
created based on the constant constriction factor, and combine this factor into the classic PSO method.
Moreover, two improved PSO models were proposed called synchronously and asynchronously PSO.
Finally, the chi-square test applies for feature selection. The proposed asynchronous approach shows a
significant result in terms of the balance of various dimensions and text classification.

2.4. Social Spider Optimization (S50)

In Reference [64], a new method based on the SSO algorithm is proposed. SSO utilizes the
cooperative intelligence of spider social groups. According to spider gender, every spider tries to
regenerate specific behavior and decreasing the local particles problems. This approach compared
with K-means and show significant results.

In Reference [65], a novel approach based on the Social Spider Optimization (SSO) algorithm is
proposed for text clustering. This method is compared with several algorithms such as Bee Colony,
PSO, and Ant colony, and show improved performance. Also, two-hybrid algorithms are presented
based on SSO and K-means algorithms called SSO + K-means and K-means + SSO. The SSO + K-means
method shows an outperformance in clustering accuracy.

2.5. Whale Optimization Algorithm (WOA)

In Reference [66], a combination of Whale Optimization Algorithm (WOA) and Fuzzy C Means
(FCM) is proposed for text clustering, called FCMWOA. WOA chose the cluster center, which supports
the FCM algorithm to achieve a more reliable text clustering. The performance of this approach
compared with K-mean + FCM and PSO + FCM, the FCMWOA shows an outperformance in term
average of F-measure result.

In Reference [67], a modified WOA (MWOA) and FCM algorithm for text clustering. Further,
an automobile insurance fraud detection system (AIFDS) is introduced, and the MWOA employs
to find the optimal cluster centroids in AIFDS. In the AIFDS, the outliers were removed from the
dataset by the FCM model. Then, the processed dataset is undergone by different classifiers such as
Random Forest, XGBoost, LightGBM, Decision Tree, and CATBoost. The combination of MWOA, FCM,
and CATBoost shows superior performance.
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2.6. Ant Colony Optimization (ACO)

In order to enhance the fuzzy document clustering issues, an ant colony optimization (ACO)
algorithm is proposed in Reference [68]. To extract the features of the documents and to achieve a
language-independent vector representation, a specialized glossary and a thesaurus are employed,
which can be used to calculate similarities among documents expressed in different languages. In order
to identify membership values in a fuzzy cluster, the pheromone trails acquired in the ACO process are
utilized. It was implemented to a corpus of bilingual documents in various economic and management
areas to demonstrate the nature of the method.

Multi-label text categorization plays an important role in feature optimization and selection.
Several features share a similar class in multi-label text categorization, and the classification process
encountered a problem of selecting the relevance function for the classification. In Reference [69],
feature optimization based on multi-label text categorization has been suggested using ant colony
optimization. The optimization of the ant colony accumulated from document to classify the related
common function. The cluster mapping classification method is employed in the classification stage.
The process of feature optimization decreases data loss during the conversion of feature mapping in
the classification. A typical dataset such as web page data, medical search data and RCV1 dataset was
utilized for the performance evaluation of the suggested algorithm. Results demonstrated that the
suggested technique is outperformed fuzzy relevance other classification techniques.

A new version of ant colony optimization (ACO) called enRiched Ant Colony Optimization
(RACO) is introduced in Reference [70]. In the earlier executions, this modification attempts to
consider the previous crossed edges to modify the pheromone values correctly and avoid premature
convergence. Feature selection (FS) is the process of selecting similar features or ignoring irrelevant data
features. RACO is also applied to the feature selection problem in order to demonstrate the efficiency
of the suggested method. It could be assumed in the RACO-based feature selection (RACOFS) method
that subsequent features with a higher priority are considered by the proposed method. Therefore,
in another example, the algorithm is implemented with a local search procedure capability to prove that
this is not the issue. The enhanced RACO method is capable of finding optimal solutions globally but is
stuck in local optima. Thus, the method is integrated with a local search method in the third variation
to address this problem by looking for the similarity of the optimal solution globally. Experiments
were performed using two metrics, kappa statistics and classification accuracy, on several standard
datasets to evaluate the efficiency of the suggested methods. The results were compared with a wide
range of other swarm-based methods and different feature selection techniques. The findings show
that the proposed methods have superiority over related works.

2.7. Local Search Techniques

In terms of increasing the amount of text information, it has become extremely difficult to deal
with text information. Text clustering is an effective tool employed to manage a large number of text
documents by classifying such text documents into clusters. In the end, it is challenging to cluster text
documents with sparse, non-uniform distribution and uninformative features. The selection of the
text function is a key unsupervised learning approach used to select a new subset of information text
features. In Reference [71], a novel technique is suggested in based on the $-hill climbing technique
for the problem of selecting text features to enhance text clustering (B-FSTC). The performance of
the introduced B-hill climbing and original Hill climbing (i.e., H-FSTC) method are analyzed and
compared with other techniques using k-mean text clustering. Experiments were carried out on
four typical text datasets with different characteristics. Intriguingly, by generating a new subset of
information text features, the suggested B-hill climbing method verifies better outcomes in comparison
with the other techniques. Finally, to accomplish more accurate clusters, the p-hill climbing-based
feature selection approach supports the k-mean clustering algorithm.

In Reference [72], a new local search strategy, called B-hill climbing technique is presented to tackle
the text document clustering issue. The B-hill climbing technique’s main invention is 8. A balance
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among local and global search has been implemented. Local search (exploitation) techniques are
applied effectively as the k-mean to the issue of text document clustering. Experiments were carried
out on five randomly taken benchmark text datasets from “Dmoz-Business” datasets with different
features. The findings demonstrate that, compared to the original hill climbing technique calculated
by F-measure, precision, recall, and accuracy, the suggested g-hill climbing obtained better outcomes.
The results indicate that by tuning the parameter of the -hill claiming, the suggested (B-hill climbing)
achieved better results compared to other original technique.

In Reference [73], a cognitive-inspired multi-objective automated document clustering framework
is suggested, which is a combination of the self-organizing map (SOM) and multi-objective differential
evolution approach. In different population solutions, the variable number of cluster centers
is encrypted in calculating the number of clusters from the dataset in an automated process.
During evolution, these solutions undergo different genetic operations. In developing new genetic
algorithm for the suggested clustering strategy, the idea of SOM is used. Two cluster validity measures,
the Pakhira-Bandyopadhyay-Maulik index, and the Silhouette index, are optimized simultaneously to
calculate the performance of a clustering solution. The efficiency of the introduced approach, including
self- organizing map based multi-objective document clustering technique (SMODoc clust) is seen in
automatic classification of some scientific papers and web-documents. The findings obtained clearly
indicate that the proposed strategy is better than current strategies. The validation of the findings
obtained is also shown by means of statistically relevant t-tests.

In Reference [74], a new local clustering technique, called -hill climbing, have been proposed
to address the issue of the clustering of text documents by modeling the g-hill climbing method to
partition related documents into the same cluster. The key innovation in the g-hill climbing technique
is the § factor. It was implemented to manage local and global search. In order to overcome the issue
of text documents clustering such as k-medoid and k-mean techniques, local search techniques are
effectively used. Experiments have been carried out using eight text datasets with different features.
The findings showed that the suggested B-hill climbing obtained better outcomes in addressing the
problem of text clustering compared to the previous hill climbing method.

2.8. Bee Colony Optimization (BCO)

One of the latest swarm intelligence (SI) methods, the conventional bee colony optimization
(BCO) method, is strong at investigation while being poor at manipulation. In Reference [75],
a new method, dubbed as weighted BCO (wBCO), is presented to enhance the optimization ability
of BCO that enables bees to check deliberately in the solution space while considered policies to
heuristically share information obtained about the food sources. For this reason, for each food
source, wBCO calculates global and local weights, where the former is the level of popularity of
a specific food source in the swarm and the latter is the relevance to a category classification of a
food source. it implemented new policies in the recruiter choice process to ensure that uncommitted
bees obey the most comparable committed ones in order to maintain population diversity. The local
food source weighting and recruiter strategic objectives therefore make the method acceptable for
problems of discrete optimization. The feature selection (FS) problem is formulated as a discrete
optimization task to illustrate the effectiveness of wBCO and has been solved by the introduced
method. The efficiency of wBCO are evaluated using standard benchmark optimization methods and
datasets. Results demonstrated that wBCO outperformed state-of-the-art techniques.

In Reference [39], an improved bee colony optimization algorithm, dubbed IBCO was presented
by implementing cloning and fairness principles into the BCO method and making it more effective for
data clustering. These features provide BCO with good exploration and exploitation abilities to direct
the search method to the proximity of high-quality solutions effectively. In general, when creating
new solutions, the cloning feature enables it to take advantage of experiences learned from previous
generations. In the suggested version, the problem of getting trapped in a local optimum remained
open. Thus, authors hybridize it with the k-means method to take advantage of the fine-tuning power
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of the commonly utilized k-means method, which showed good results in local searches, to address
the lack of this swarm method in the local search. moreover, it proposed four IBCO-based hybridized
methods and k-means techniques and analyze their clustering results and convergence behavior.
it empirically showed that for large and high-dimensional datasets such as document clustering,
the proposed hybrid methods mitigate the problem of sticking into a local solution. Particularly in
comparison to k-means and other evolutionary clustering algorithms, including genetic, particle swarm
optimization, ant colony, and bee-based algorithms, the experiments demonstrated that the introduced
algorithms are stable and can be employed in different application.

2.9. Generic Algorithm (GA)

Text clustering method is an effective technique employed to partition a large number of text
documents into sets. The size of documents impacts the text clustering by reducing its efficiency.
Text documents subsequently have sparse and uninformative factors that minimize the efficiency of
the method for the underlying text cluster and increase the computational time. Feature Selection
is a basic unsupervised learning algorithm utilized to choose a new subset of informative text
features to enhance text clustering efficiency and minimize computational time. For the feature
selection problem, Reference [76] proposed a hybrid particle swarm optimization algorithm with
genetic operators. The k-means clustering is employed to determine the efficiency of the subsets of
features acquired. The experiments were performed out using eight main text datasets with different
characteristics. The findings demonstrated that by establishing a new subset of more informative
features, the introduced hybrid algorithm (H-FSPSOTC) enhanced the efficiency of the clustering
algorithm. Finally, the feature selection method encouraged the clustering technique to achieve
accurate clusters.

In information retrieval systems (IRs), genetic algorithms are primarily employed to improve
the process of information retrieval and to improving the effectiveness of optimal information
retrieval to meet the needs of users and to help them achieve what they need among the increasing
amount of possible information. Improving adaptive genetic algorithms helps accurately retrieve
the user’s necessary information, reduces the relevant files retrieved and removes irrelevant
files. In Reference [77], the way of selecting mutation likelihood and fitness function, and chose
the mathematics test collection Cranfield English Corpus is discussed. This collection was performed
by Cyrial Cleverdon and employed for simulation purposes at the University of Cranfield in 1960,
containing 1400 documents and 225 queries. In order to compute similarity between the query and
records, it also employed cosine similarity and jaccards and used two suggested adaptive fitness
functions, mutation operators as well as adaptive crossover. The purpose of the process was to
examine the efficiency of the findings according to precision and recall metrics. Finally, this work
concluded that by using adaptive genetic algorithms, it could have many enhancements.

2.10. Harmony Search (HS)

Clustering analysis is affected by the increasing quantity of text information on Internet web
pages. Text clustering is a constructive method of analysis used to divide a large amount of data
into clusters. Therefore, the key issue affecting the methodology of text clustering is the inclusion
of uninformative and sparse features in text documents. The feature selection (FS) is an important
unsupervised method employed to remove uninformative features in effort to enhance text clustering
method. Meta-heuristic techniques have recently been successfully implemented to analyze many
optimization issues. In Reference [59], Harmony Search (HS) method to overcome the issue of feature
selection (FSHSTC) have been proposed. The suggested approach is used to improve the text clustering
(TC) technique by acquiring a new subset of informative or useful features. Experiments have been
conducted using four datasets. The findings demonstrated that the designed FSHSTC increases the
efficiency of the F-measure and Accuracy calculated by k-mean clustering algorithm.
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The Harmony Search Algorithm (HSA) is an algorithm for optimizing swarm intelligence that
has been applied to a wide variety of clustering systems, including data clustering, text clustering,
fuzzy clustering, image processing, and wireless sensor networks. In Reference [42], a study of
the literature on HSA and its variants, examine its strengths and limitations, and propose potential
directions for research have been proposed.

In current application areas, such as the World Wide Web, clustering has become an
extremely important and highly complex research field for tracking relevant and useful information.
Previous works shown that the K-means method, the most widely used partitioning-based clustering
technique, is more efficient for big datasets. However, a local optimal clustering can be generated by
the K-means method. In Reference [78], a new document clustering algorithms based on the Harmony
Search (HS) optimization method have been proposed. first, it proposed a pure HS based clustering
algorithm by modeling clustering as an optimization problem, which identifies near-optimal clusters
within a reasonable time. Second, harmony clustering is combined in three ways with the K-means
method to reach better clustering by integrating HS’s exploratory power with the K-means’ refining
power. In comparison to the K-means method’s localized search property, the introduced algorithms
conducted a globalized search throughout the solution space. In addition, by having it less dependent
on input values such as randomly selected initial cluster centers, the enhanced algorithms strengthen
K-means, thereby making it more robust. By modelling its population variability as a Markov chain,
the behavior of the introduced method is analyzed. authors also performed experimental analysis
to determine the effects of different parameters on the performance of the algorithms” clusters and
convergence behavior. In the tests, on five different datasets, it applied the introduced methods along
with K-means and a Genetic Algorithm (GA) based clustering algorithm. Experimental findings
showed that better clusters can be identified by the proposed algorithms and the output of clusters is
reasonable based on F-measure, Entropy, Purity, and Average Distance of Documents to the Centroid
cluster (ADDC).

text clustering is used in several fields such as text mining, data processing, pattern recognition,
image clustering. This chapter [79] demonstrated the methodology projected hybrid function section
technique assisted by the harmony search principle for the method of text agglomeration. Irregular
harmony memory is generated by the harmony search principle, which includes a list of candidate
solutions. After creating a new range of decisions, the chapter showed the steps of the content cluster
system by updating the concordance look algorithm based to enhance the operation of the content
cluster, enhance the k-mean algorithm, and modify the mass and similarity of the cluster centers.
The predicted content aggregation of k-means with the highlight selection approach was better than
the content aggregation strategy of k-means.

One of the most effective approaches to mining and collecting information from the web is called
cluster web documents. Recently, the learning and optimization methods have been oriented towards
one of the most attractive patterns in clustering high-dimensional web pages. In Reference [80],
a new hybrid harmony search (HS) based algorithms to cluster web documents which find a globally
optimal partition into a given clusters. First, it proposed a pure harmony-based search-based
clustering algorithm by modeling clustering as an optimization problem that identifies optimal
clusters approximately global within a reasonable time. Second, K-means and harmony clustering
are hybridized in two ways to achieve effective clustering. Experimental results indicated that
when compared to similar techniques, the introduced algorithms can find good clusters and also
demonstrated the effectiveness of the hybrid clustering methods.

2.11. K-Means Clustering Technique

The K-mean algorithm is a simple, robust, and rabid local search method used for text clustering.
In Reference [81], an improved approach multi-objective combining the similarity and distance measure
based on K-means algorithm called (MKM). The k-means algorithm is used for text clustering to
evaluate the performance of the multi-objective method. Seven different datasets are used to perform
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experiments. Results indicate that the proposed method shows an outperformance comparing with
other measures.

Reference [82] proposed a new method to solve the text clustering issue called length feature
weight (LFW). This approach enhances the text clustering by providing a fair weighting value of the
most important features for each document. Further, the LFW method is proposed to improves the
B-hill climbing algorithm. This approach shows great performance with three main factors max-term
frequency, document frequency, and outer terms that are not included in the common weight systems.

In Reference [83], a combination of three features algorithms for text document clustering based
LFW approach, the harmony search (HS), swarm optimization (PSO), and Genetic algorithm (GA),
with dynamic dimension reduction and weight scheme. The important informative features are
chosen by specific evaluation algorithms to classify the text documents. To reduce the number of
features a novel dynamic dimension reduction (DDR) approach is proposed. The k-mean algorithm
proposed to cluster the text documents depend on the features selected through dynamic reduction.
The experimental on several datasets shows optimal outcomes with PSO, LFW, and DDR.

In Reference [84], analysis of three methods PSO, K-means algorithm, and hybrid algorithm of PSO
and K-means for text clustering. The bag of terms used for describing the text documents, which cannot
utilize the semantics. Texts are defined based on synsets matching to a word. This approach
implemented in the Nepali language and the experimental evaluation is achieved using inter and intra
cluster similarity.

2.12. Other Algorithms

In Reference [38], the ABC search equation is improved and integrate two local search paradigms
into the standard ABC, called chaotic local search and gradient search to enhance its performance.
The proposed method is called chaotic gradient artificial bee colony. Three separated benchmark text
datasets, namely Reuters-21,578, Classic4, and WebKB, are evaluated the efficiency of the introduced
method. The results obtained are contrasted with ABC, a recent variant of ABC, including gbest-guided
ABC, a variant of the methodology suggested, called chaotic artificial bee colony, memetic ABC,
and K-means standard clustering technique. The experimental results show promising outcomes in
terms of solution consistency and speed of convergence.

In Reference [85], an approach using fuzzy logic techniques and self-organizing maps (SOM) is
presented to handle conceptual aspects in document clusters and to minimize training time, a concept
frequency formula is applied in order to calculate the degree of presence of a concept in a document.
For the calculation of the polysemic degree of terms and the synonymic degree between terms,
this formula is focused on new fuzzy equations. New fuzzy enhancements such as automatic topology
selection, initialization of the heuristic map, a fuzzy similarity measure and an extraction method
for keywords are employed in this method. In order to compare the introduced method with classic
SOM approaches via Reuters selection, some experimental tests were carried out. The efficiency of the
method has been evaluated in terms of F-measurement and training time. The experiments revealed
that, compared to classic SOM strategies, the introduced method achieves satisfactory results with less
training time.

Text analysis involves complex techniques for managing different text documents in the field of
text mining. machine recruitment and pattern recognition. Computers may begin to organize a corpus
document using rational text-clustering methods in some organizational frameworks of conceptual
clusters. noisy, inconsequential and superfluous characteristics are included in the informative and
un-informative functionality of text documents. The unsupervised selection of text features is the
key method of determining a new subset of informative features for each document. There are two
goals of the functional selection technique: (1) optimize the reliability of the text clustering algorithm,
(2) minimize the number of uninformative traits. In Reference [37], a new technique proposed is
that it achieves a mature convergence rate and needs minimal computational time and is stuck in
a low dimensional space in local minima. As the input and pre-processing steps are conducted in
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the document, the text data is fed. Next, by selecting the local optima from the text document and
then choosing the proper global optima from the local optimum utilizing hybrid GWO-GOA, the text
function selection is analyzed. In addition, the chosen optima are clustered to use of Fuzzy c-means
(FCM) clustering algorithm. the proposed algorithm increases reliability and reduces the time cost.
In the introduced method, eight datasets have been used and the performance is essentially predicted.
The performance measures used for conducting text feature selection and text clustering are accuracy,
precision, recall, F-measure, sensitivity, specificity and demonstrated better quality when comparing
with numerous methods. The proposed method showed 87.6.

In several main fields of information retrieval including text mining, and natural language
processing, text clustering problem (TCP) is a main method. This poses to the need for a powerful
method for document clustering that can be utilized efficiently to navigate, summarize, and organize
data to gather large data sets. Reference [86] provided an adaptation of the grey wolf optimizer (GWO)
for TCP (TCP-GWO). Above what is possible with metaheuristic swarm-based techniques, the TCP
requires a high degree of accuracy. How to break text documents based on GWO into homogeneous
clusters that are sufficiently specific and usable is the key problem to be tackled. Precisely, in order to
continuously optimize the distance between the clusters of documents, TCP-GWO used the average
document distance to the central cluster (ADDC) as the objective feature. In order to evaluate the recall
detection accuracy of the document clustering algorithm, documents of high complexity were also
included in the evaluation. The extensive experiments for a test set of over a subset of 1300 documents
indicated that in less than 20%, failure to properly cluster a document occurred with a classification
accuracy of more than 65% for a highly complex data set. The high F-measure rate and ability to
effectively cluster documents are important advances resulted from this analysis. The suggested
TCP-GWO approach was compared using randomly chosen data sets to the other well-established
techniques of text clustering. Intriguingly, in terms of precision, recall, and F-measure rates, TCP-GWO
outperformed other state-of-the-art methods. An overview of the reported clustering algorithms is
given in Table 1.

Table 1. An overview of the studied text clustering algorithms.

Name Method Proposed Dataset Measure Year

Improved approach called
K-means multi-objective combining the Seven different
algorithm similarity and distance measure for ~ datasets

text clustering based on K-means

MKM [81] Accuracy F-measure 2016

Improve the B-hill climbing

algorithm the text clustering by F-measure Recall
providing a fair weighting value of =~ LABIC datasets Precision Accurac 2018
the most important features for each y
document

p-hill

LEW [82] climbing

A combination of three features
algorithms for text document
clustering based LFW approach the

PSO, LEW, harmony search (HS), swarm

K-means optimization (PSO), and Genetic
algorithm (GA), with dynamic
dimension reduction and weight
scheme

DDR [83] LABIC datasets ~ Accuracy F-measure 2017

anew text clustering approach ASDC Accuracy
introduced based on the Precision Recall
MMKHA [52]  KHA enhancement of KHA hybrid with LABIC datasets F-measure Purity 2018

multiple criteria function Entropy

A combination of the harmony

ASDC Precision
H-KHA [53] Harmony-KHA search (HS) method and the KHA UCI dataset Recall Accuracy 2017
algorithm proposed to enhance the F-meastre

global search capability
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Name Method Proposed Dataset Measure Year
KHA [56] KHA L Wi € te sscond approac Trec-6 Trec:7 ~ Purity Entropy 2016
uses the genetic operators instead of Reuters 21 578
the KHA operators !
hybrid KH algorithm is proposed CSTR
for feature selection with a new SyskillWebert .
weighting system, and a particular tr32- TREC-5 Accuracy Puljlt.y
MHKHA [87] - MHKHA dimension reduction method. Four  tr12- TREC-5 Erel(t;(ff %’_Ir;rj;;ifen 2019
KHA algorithms are proposed for tr11- TREC-5
text clustering oh15
This approach aims to select the best
position of centroid particles, .
MOAC [57] MOA which is considered as the optimal ucI Accuracy Purity 2018
cluster position
Feature selection using the PSO
i, ramely BFSOTC ins
FSPSOTC [59] PSO vetep . LABIC Accuracy F-measure 2017
selection in text clustering by
o as Rank
building a new subset of
informative features
The randomization is implemented =~ Reuters 21,578
with the initial population by 20 Newsgroup
SCPSO 601 PSO considering the local and global document Accuracy 2019
optimization methods TDT2
Text clustering based on the PSO
PSO +LSI[61] PSO LSI algorithm and latent semantic Reuters F-measure time 2012
indexing (PSO + LSI)
Opposition chaotic fitness mutation
A hybridization between binary
PSO with a chaotic map, fitness .
. . NG Reuters 21,578 Precision(P)
PM [62] Binary PSO based .d.ynamlc inertia Welght, Classic4 WebKB  Recall(R) F-score(F) 2016
opposition-based learning,
and mutation, is introduced for
feature selection in text clustering
An improved PSO version was
Improved introduced to optimize the feature NA
P PSO CHI selection based on constant S T-test 2015
PSO [63] .. . Paired-sample
constriction factor and functional
inertia weight
Two-hybrid algorithms are TS
resented based on SSO and Cosine similarity
ISSO [65] SSO K-mean p . PatentCorpus5000 F-Measure 2017
K-means algorithms called Accurac
SSO+K-means and K-means+SSO uracy
SSO utilizes the cooperative
intelligence of spider social groups.
-~ According to spider gender, every Patent F-measure Precision
SO 64l S50 K-mean spider tries to regenerate specific Corpus5000 Recall 2016
behavior and decreasing the local
particles problems
A combination of Whale
Optimization Algorithm (WOA) Webkb Re0 Precision Recall
FCMWOA [66] - WOA FCM and Fuzzy C Means (FCM) is 20Newsgroup F-measure 2018
proposed for text clustering
A modified WOA (MWOA) and
FCM algorithm for text clustering. A e
AIFDS [67] MWOA FCM  Further, an automobile insurance Iris Wine Sged CMC. .Se.ns1t1v1ty 2019
Glass E-coli Specificity Accuracy

fraud detection system (AIFDS) is
introduced
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Name Method Proposed Dataset Measure Year
Chaqtlc Chaotlc. gradient artificial bee Reuters 21,578, Quality of solution
gradient colony is proposed to enhance the .
CGABC [38] g Classic4, and convergence 2014
artificial bee performance of ABC search
. and WebKB speed
colony equation
Ant colon Ant colony optimization is
ACO [68] coony proposed to enhance the fuzzy Accuracy Pheromone trails 2011
optimization Lo
document clustering issues
. ACO is proposed to select the
MTACO [69] Multi-label relevance function for the webKB Yahoo classification 2015
ACO e RCV1
classification
RACO-based feature selection
.eanched Ant Colony thlmlzahon Monkl Monk2
. is proposed to to modify the .
EnRiched Ant Post-operative -
RACO pheromone values correctly and classification
Colony . BreastCancer 2014
RACOFS [70] A avoid premature convergence. accuracy
Optimization .. Glass Vowel
RACO-based feature selection is Wine Zoo
introduced to find optimal solutions
globally.
. B-hill climbing technique for text
p-hill feature selection problem is Dmoz-Business  Accuracy Precision
B-FSTC [71]  climbing son p y 2017
. proposed to improve the text and others Recall F-measure
technique -
clustering
p —.h111. p-hill climbing technique is "Dmoz-Business” F-measure Precision
B-HC [72] climbing proposed to solve the text document 2017
. . dataset Recall Accuracy
technique clustering problem
Animproved  Animproved bee colony Iris Wine Glass e
bee colony optimization algorithm using Wisconsin Classification Error
IBCO [39] optimization dubbed IBCO is proposed to Breast Cancer Percentage (CEP) 2015
. . SICD
algorithm enhance clustering problem Vowel
o An optimization of SOM for
Optimization d 1 ine has b
of SOM for ocument clustering has been F-measure training
SOM [85] presented to handle conceptual Reuters . 2010
document : time
. aspects in document clusters and to
clustering HI PP
minimize training time
Reuters 21,578
. . 20Newsgroups
Hybrid of particle swarm
optimization algorithm with genetic Reuters 21,578
H-FSPSOTC Hybrid P 20Newsgroups  Accuracy Precision
operators have been proposed to . 2017
[76] method Dmoz-Business  Recall F-measure
solve the problem of feature .
selection Dmoz-Science
Reuters 21,578
20Newsgroups
Reuters 21,578
20 newsgroups
Hybig  GWO-GOAhavebeenpresented to 3G T pee R
GWO-GOA [37] yor! improve meta-heuristic algorithms sroup e 2020
algorithm convereence levels Dmoz-Business  Sensitivity
8 DMOZ-Science ~ Specificity
Reuters 21,578
20 Newsgroups
Improved The grey wolf optimizer for TCP
TCP-GWO grey wolf have been presented tc.) address the . Precision Recall
] problem of how to split text Dmoz-Business 2018
[86] optimizer . F-measure rates
(GWO) documents on the basis of GWO
into homogeneous clusters
Metaheuristic = Harmony search (HS) algorithm Dmoz-Business
FSHSTC [59] Harmony have been proposed to solve the F-measure Accuracy 2016
X and others
search (HS) feature selection problem
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3. Procedures of the Text Clustering Problem

Text clustering aims to provide optimal clusters that include related documents (objects).
Clustering is based on partitioning many documents into a predefined number of similar groups.
Each group holds many similar objects, but various groups have various objects. In this section, the text
clustering problem’s general procedure as an optimization problem, its formulation, mathematical
notations, preprocessing steps, document representation, solution representation of clustering problem,
and the fitness function are given. This can help future research in finding the general information
about that problem clearly.

3.1. Problem Formulations

In this section, the text clustering problem and its information and formulations are provided
as follows.

o  Aset of text documents (D/objects) is grouped into a established in advance number of clusters
(K) [38].

e D can be given as a vector of objects D = (dq,dp,d3,...... Y7 PR ,dy), dp gives the object
number two, i presents the number of the object and 7 is the number of total objects provided in
D Reference [88].

e  Each group contains a cluster centroid, called cx, which is represented as a vector of term weights
of the words ¢ = (cx1, k2, Chy - - - - - S Chjreeenn , Ckt)-

o ¢y is the ky, cluster centroid, c; is the value of position two (feature) in the centroid of cluster
number k, and ¢ is the number of all unique centroid terms (features) in the given object.

e  The similarity or distance measures are employed to clustering each object to the closest cluster
centroid [39,78,89].

3.2. Preprocessing Steps

Before creating clusters, the text needs preprocessing steps, which are as follows: (i) tokenization,
(ii) stop word removal, (iii) stemming, (iv) term weighting, and (v) document representation [62].
A brief explanation of these preprocessing levels is performed, as follows:

3.2.1. Tokenization

Tokenization is the responsibility of splitting words up into pieces (word), called tokens,
apparently at the same time missing some letters, such as punctuation. These tokens are typically
linked to as terms/words, though it is necessary to achieve a type/token distinction [90].

3.2.2. Stop Words Removal

V/7i

Stop-words are popular and important words, such as “some”, “the”, “that”, “is”, “let”, “an”,
“our”, “me”, and “which”, as well as other popular terms that are particularly frequently employed
and small useful words in the text. List (http://www.unine.ch/Info/clef/) of stop-words includes a

total of more than 500 words [62].

3.2.3. Stemming

Stemming is the process of reducing general words to their root/stem. The stem design is not
identical to the morphological root method; it is normally to describe words to the identical stem,
even if it is not in itself a true root. Porter (Porter stemmer. website at http://tartarus.org/martin/
PorterStemmer/) stemmer is the general stemming method used in text mining [90,91].


http://www.unine.ch/Info/clef/
http://tartarus.org/martin/PorterStemmer/
http://tartarus.org/martin/PorterStemmer/

Algorithms 2020, 13, 345 14 of 32

3.3. Document Representation

Vector space model (VSM) is a powerful model that is applied to represent documents’ content in
an official format [92]. It was introduced in the early 1970s. Each document is intended as a vector of
term weight to improve similarity calculation [93]. Equation (1) presents n documents and f terms
utilizing the VSM, as follows:

w11 W12 o We-1) Wyt
VSM — : : . : : (1)
Win-1)1 Wu-1)2 " T Wn—-1),t
L Wi W2 T Wy (i-1) Wnt |
di = (will, wl-,z, wi,3, ..... , wi,]-, ..... , wi,t). (2)

3.4. Solution Representation of Clustering Problem

Document clustering cab formulated as an optimization problem, which is performed based on
using an optimization algorithm to be solved. Optimization algorithms use several candidate solutions
to solve the clustering problem. Each solution or vector expresses the candidate solution to solve the
clustering problem. Figure 1 shows the solution composition. The ith position of the solution guides
to the decision of the ith document. If the amount of the given clusters is K, then each section of the
solution is a state in the range (1, ...... ,K). Each part meets a collection of K centroids [78]. Clearly,
the number of text document clusters is normally given in advance.

In the example given in Figure 1, ten documents and four clusters are presented. Each solution
designs where the documents belong. In this case, documents 1, 5, and 7 are from the same group
as label 1 (i.e., cluster number one). Meantime, documents 2, and 6 belong to the same cluster
as label 2 (i.e., cluster number two). Documents 3, 8, and 9 belong to the same cluster as label 3
(i.e., cluster number two). For document number 6 and 10, they belong to cluster number 4.

d 1t 2 3 4 5 6 7T &8 9 10

' 'H N

Figure 1. Solution representation of the clustering problem.

3.5. Fitness Function

The fitness value is calculated to evaluate and assess each solution based on its current positions.
Each document belongs to a cluster centroids C = (cy,¢a,...,¢, ..., ck), where ¢ is the centroid of
cluster k. The fitness function value for each candiate solution is determined by the average similarity
of documents to the cluster centroid (ASDC), as given in Equation (3) [93,94].

®)

1

Y Cos djci
ASDC = [Ef‘=1(w>] ,
K

where K is the number of given clusters in the used dataset, m; is the number of documents that
correctly should be in cluster i and Cos(d;, ¢;) is the similarity value calculated between the centroid
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of cluster j and the document number i. Each solution is given in a binary matrix 4; ; of size n * K to

calculate the clusters centroid, as given in Equation (4) [39].

1, ifd;is assigned to the jy, cluster

ajj = . 4)
0, otherwise.

Equation (5) is utilized to calculate the ky, cluster centroid, which is given as a vector
Cr = (Ckl/ Ck2,Ck37+ -/ ij/ ey th) [91]

P aij(di;)
ki — ’
/ Yot aij

©)

where a;; is a matrix presents the grouped data (see Equation (4)), d;; is the jy, feature weight of the
document number 7, and # is the number of all documents in the given dataset.

4. Evaluation Measures

The most common evaluation measures employed in the text clustering domain are accuracy,
purity, entropy, precision, recall, and F-measure [91,95,96]. The text clustering method produces two
sets of evaluation measures, namely, internal and external measures [78]. External measurements are
applied to evaluate the collected clusters” accuracy (correct) based on the provided document’s class
labels in the dataset [97]. The following subsections define the external evaluation criteria applied in
evaluating the output of the clustering algorithms.

4.1. Accuracy Measure

The accuracy test is applied to determine the correct documents selected to all groups in the
provided dataset [98-100]. This measure is defined using Equation (6).

1 K
AC = E 2 i, (6)

i=1

where 7;; is the number of all correct candidiates of class 7 in cluster 7, n is the number of all given
documents, and K is the number of all given clusters in the dataset.

4.2. Purity Measure

The purity test is applied to determine each cluster’s section in a large class [38,101]. This test
indicates each group to the common frequent class. An excellent value of purity is close to 1 due to the
percentage of big class sizes in each group, which is calculated based on its size. Hence, the value of

purity is in the interval [ 1} Equation (7) is used to manage the purity value of the cluster j:

K+

1
P(Cj) PN m]ax Mij, @)
]

where mayx; is the large class size in group j, n; ; is the number of all correct candidates of the class
label 7 in cluster j, and 7, is the total number of members (documents) of cluster j. The purity test for
all groups is determined using Equation (8):

K p.
:Z;] ®)
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4.3. Entropy Measure

The entropy test measures the partitioning of class marks in each group [101,102]. This test centers
on the containment of different cluster classes. A good example has 0 entropy, showing an excellent
clustering solution has a low entropy case. The entropy measure of cluster j according to the quantity
of each group can be defined using Equation (9):

E(cj) = — 2 pijlogpij, )

where p;  is the probability value of class’ i members that belong to group j. The entropy test for all
groups is determined using Equation (10):

E=—) —JE(c). (10)

4.4. Precision Measure

The precision (P) test for each cluster is calculated using Equation (11) based on the assigned
class label in the datasets. The precision test is the ratio of relevant documents and the total number of
documents in all groups [78,95]. Precision use for class 7 in cluster j is defined as follows.

Pij) = =2, ay
1
where 7; ; is the number of correct candidates of the class labeled i in the group j, and 7; is the total
number of objects in the group j.

4.5. Recall Measure

The recall (R) test for each cluster is determined based on the doled out course label. The recall
value is the rate of relevant documents in all groups and the whole quantity of relevant objects in the
dataset [62,78]. Recall analysis for class i and cluster j is defined using Equation (12).

R(i,j) = 24 (12)
7 ] - n; 7
where 7, j is the number of correct candidates of the class 7 in group j, and 7; is the number of truly
members of class i as the class labels given in the main dataset.

4.6. F-Measure

The F-measure intends to evaluate clusters of the tested partition clusters at the biggest match of
the class label partition clusters. This test is a common evaluation criterion in the clustering area based
on the collection of precision and recalls tests [78,89,95]. The F-measure value for group j is prepared
using Equation (13):

~  2xP(i,j) x R(i,})
F(j) = — —

DT TREN+RG))
where P(i, j) is the precision of candidates of class i in group j, R(i, ) is the recall of candidates of class
i in group j. Moreover, the F-measure for all clusters is determined using Equation (14).

(13)

K
_ Lk

F
K

(14)
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5. Experiments Results and Discussion

In this section, comprehensive experiments are conducted to show the performance of the
well-known nature-inspired optimization algorithms in solving the text clustering problems. All the
given algorithm worked using 30 solution and 1000 iterations. The parameter settings of the used
algorithms are taken from the original papers.

5.1. Document Dataset

In this section, the description of the used datasets is given. Table 2 shows the used
dataset in the experiments. These datasets are freely available at The university of SAO PAULO,
institute of mathematical and computer sciences-USP (http://sites.labic.icmc.usp.br/text_collections/).
The numbers of documents, features, clusters, and sources are given in Table 2. Note that the datasets
are selected from the comment benchmarks that have been usually used in that domain with different
topics and numbers of documents, features, and clusters.

Table 2. The results of the comparative methods in terms of Accuracy measure.

Number of
Dataset Source
Documents Features Clusters
DS1 299 1107 4 Technical Reports
DS2 333 2604 4 Web Pages
DS3 204 4252 6 TREC
DS4 313 3745 8 TREC
DS5 414 4879 9 TREC
DS6 878 4537 10 TREC
DSs7 913 3100 10 MEDLINE

The datasets details are given also as follows.

e Indataset number 1 (DS1), 299 documents are given, which contains 1107 features. The documents
in this dataset belong to 4 different clusters as given in Table 2.

e Indataset number 2 (DS2), 333 documents are given, which contains 2604 features. The documents
in this dataset belong to 4 different clusters as given in Table 2.

e Indataset number 3 (DS3), 204 documents are given, which contains 4252 features. The documents
in this dataset belong to 6 different clusters as given in Table 2.

e Indataset number 4 (DS4), 313 documents are given, which contains 3745 features. The documents
in this dataset belong to 8 different clusters as given in Table 2.

e Indataset number 5 (DS5), 414 documents are given, which contains 4879 features. The documents
in this dataset belong to 9 different clusters as given in Table 2.

e Indataset number 6 (DS6), 878 documents are given, which contains 5437 features. The documents
in this dataset belong to 10 different clusters as given in Table 2.

e Indataset number 7 (DS7), 913 documents are given, which contains 3100 features. The documents
in this dataset belong to 10 different clusters as given in Table 2.

5.2. Results and Discussion

In this section, the results of the comparative methods are given. the comparative methods
includes Harmony Search (HS) Algorithm [103], Genetic Algorithm (GA) [104], Particle Swarm
Optimization (PSO) Algorithm [105], Ant Colony Optimization (ACO) [106], Krill Herd Algorithm
(KHA) [51], Cuckoo Search (CS) Algorithm [107], Gray Wolf Optimizer (GWO) [108], Bat-inspired
Algorithm (BA) [109], and K-means technique [110].


http://sites.labic.icmc.usp.br/text_collections/
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The results are given in terms of Accuracy, Precision, Recall, F-measure, Purity, and Entropy
measures. These are common external evaluation measures used in the domain of text mining,
especially for evaluating the text clustering methods.

In Table 3, the results of the comparative methods using seven datasets (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of Accuracy
measure. It is clear that the basic nature-inspired algorithms that have been selected in this experiment
have almost the same performance in solving the given text clustering problems. For example, the GA
got 0.472742 Accuracy value in dataset number 1 and 0.431106 in dataset number 7. Also, for another
example, the KHA got 0.521404 Accuracy value in dataset number 1 and 0.649999 in dataset number 7.
The results show differences in the outcomes according to the given values in Figure 2.

The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the Accuracy values
are given in Table 4. In this Table, the rank of each results, summation, mean ranking, and final ranking
results. The GWO got the first ranking, followed by ACO, it got the second ranking, BA got the third
ranking, K-means got the fourth ranking, CS got the fifth ranking, KHA got the sixth ranking, HS got
the seventh ranking, PSO got the eighth ranking, and finally, GA got the ninth ranking. Moreover the
summation ranking for the given algorithms using the seventh datasets are given as HS got 42, GA,
got 59, PSO got 49, ACO got 18, KHA got 40, CS got 38, GWO got 17, BA got 21, and K-mean got 31.
These results can show the significant ability of the nature-inspired optimization algorithms to solve
the text clustering problems.

Table 3. The results of the comparative methods in terms of Accuracy measure.

Accuracy Comparative Algorithms

Dataset HS GA PSO ACO KHA Ccs GWO BA K-Mean
DS1 0.521571 0.472742 0498831 0.541639 0.521404 0.504682 0.622909 0.553512  0.620902
DSs2 0.727778  0.670421 0.725526  0.754805 0.649999 0.677476 0.843544 0.691741 0.659609
DS3 0.426878 0.356863 0.368628 0.445097 0.425980 0.424509 0.444046 0.454167 0.412745
DS4 0.467572 0421912 0473804 0.559265 0.487061 0.503514 0.569808 0.546485 0.505750
DS5 0497464 0.491048 0488769 0.576623 0.540217 0.514372 0.483936 0.582661 0.530555
DS6 0.493679 0.463895 0.494818 0.577961 0.510308 0.508542 0.584910 0.547836  0.528644
DSs7 0.437952 0.431106 0.450438 0.513801 0.453505 0.514732 0.549452 0.461172 0.530175

Table 4. The results of the Friedman ranking test for the comparative methods using the
Accuracy values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA CS GWO BA  K-Mean
DS1 5 9 8 4 6 7 1 3 2

DS2 3 7 4 2 9 6 1 5 8

DS3 4 9 8 2 5 6 3 1 7

DS4 8 9 7 2 6 5 1 3 4

DS5 6 7 8 2 3 5 9 1 4

DS6 8 9 7 2 5 6 1 3 4

DS7 8 9 7 4 6 3 1 5 2
Summation 42 59 49 18 40 38 17 21 31

Mean rank 6.00 842857 7.00 257142 571428 5.42857 242857 3.00 4.42857
Final ranking 7 9 8 2 6 5 1 3 4
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In Table 5, the results of the comparative methods using seven datasets (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of Precision
measure. It is clear that the basic nature-inspired algorithms that have been selected in this experiment
have almost the same performance in solving the given text clustering problems. For example, the HS
got 0.695420 Precision value in dataset number 2 and 0.421941 in dataset number 7. Also, for another
example, the GWO got 0.850940 Precision value in dataset number 2 and 0.401748 in dataset number 3.
The results show differences in the outcomes according to the given values in Figure 3.

The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the Precision values
are given in Table 6. In this Table, the rank of each results, summation, mean ranking, and final ranking
results. The GWO got the first ranking, followed by ACO, it got the second ranking, BA got the third
ranking, K-means got the fourth ranking, PSO got the fifth ranking, CS got the fifth ranking, HS got
the seventh ranking, KHA got the eighth ranking, and finally, GA got the ninth ranking. Moreover the
summation ranking for the given algorithms using the seventh datasets are given as HS got 43, GA,
got 61, PSO got 39, ACO got 20, KHA got 44, CS got 39, GWO got 13, BA got 23, and K-mean got 33.
These results can show the significant ability of the nature-inspired optimization algorithms to solve
the text clustering problems.

Accuracy values

DS3 Ds4 DS D56 D57

D52

mH5 HGA P50 ACO HKHA ucs BGWO HBA W K-mean

Figure 2. The Accuracy results of the comparative methods using seven datasets.

Table 5. The results of the comparative methods in terms of Precision measure.

Precision Comparative Algorithms

Dataset HS GA PSO ACO KHA (&) GWO BA K-Mean
Ds1 0.516311 0.465179 0.506517 0.523483 0.510689 0.497316 0.626874 0.535501  0.598837
DSs2 0.695420  0.660070  0.722608 0.715740 0.648346 0.667253  0.850940 0.660592  0.620807
DS3 0.394765 0.321445 0.339438 0.399019 0.386761 0.391978 0.413193 0.401748 0.369091
DS4 0.452066  0.407555 0.478154 0.533171 0.461404 0.497471 0.544943 0.499450 0.487632
DS5 0.409932  0.408273  0.444686 0.484433 0.458736 0.419713 0.417344 0.525953  0.448664
DS6 0.425038 0.408469 0.437013 0.469521 0.425535 0.418595 0.504058 0.464550 0.451067

DS7 0.421942 0.405116 0.426024 0.464437 0.418351 0.483816 0.537852 0.436314 0.494360
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Figure 3. The Precision results of the comparative methods using seven datasets.

Table 6. The results of the Friedman ranking test for the comparative methods using the
Precision values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA Ccs GWO BA K-Mean
DS1 5 9 7 4 6 8 1 3 2

DS2 4 7 2 3 8 5 1 6 9

DS3 4 9 8 3 6 5 1 2 7

DS4 8 9 6 2 7 4 1 3 5

DS5 8 9 5 2 3 6 7 1 4

DS6 7 9 5 2 6 8 1 3 4

DS7 7 9 6 4 8 3 1 5 2
Summation 43 61 39 20 44 39 13 23 33
Mean rank 6.14285 871428 557142 2.85714 628571 557142 1.85714 3.28571 4.71428
Final ranking 7 9 5 2 8 5 1 3 4

In Table 7, the results of the comparative methods using seven datasets (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of Recall measure.
It is clear that the basic nature-inspired algorithms that have been selected in this experiment have
almost the same performance in solving the given text clustering problems. For example, the ACO
got 0.737131 Recall value in dataset number 2 and 0.409219 in dataset number 3. Also, for another
example, the GA got 0.408991 Recall value in dataset number 5 and 0.428635 in dataset number 6.
The results show differences in the outcomes according to the given values in Figure 4. It is clear that
the performance of GWO is better than almost all the given nature-inspired optimization algorithms.
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The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the Recall values are
given in Table 8. In this Table, the rank of each results, summation, mean ranking, and final ranking
results. The GWO got the first ranking, followed by ACO, it got the second ranking, BA got the third
ranking, K-means got the fourth ranking, HS got the fifth ranking, CS got the fifth ranking, PSO got
the seventh ranking, KHA got the eighth ranking, and finally, GA got the ninth ranking. Moreover the
summation ranking for the given algorithms using the seventh datasets are given as HS got 38, GA,
got 59, PSO got 41, ACO got 20, KHA got 42, CS got 38, GWO got 18, BA got 26, and K-mean got 33.
These results can show the significant ability of the nature-inspired optimization algorithms to solve
the text clustering problems. Moreover, the differences between the obtained results are slight and
there is no much variation.

Table 7. The results of the comparative methods in terms of Recall measure.

Recall Comparative Algorithms

Dataset HS GA PSO ACO KHA CS GWO BA K-Mean
DS1 0.541343 0.476285 0.508354 0.536898 0.507354 0.476691 0.650435 0.561969 0.616213
DS2 0.708215 0.662504 0.722580 0.737131 0.640515 0.658443 0.820237 0.665052 0.631951
DS3 0.412106  0.346574 0.377370 0.409219 0.395009 0.414267 0.403324 0.392217 0.390691
DS4 0.454048 0.419921 0.464152 0.541043 0.464823 0.496220 0.553784 0.516053 0.489738
DS5 0.409845 0.408991 0.432807 0.467791 0.441765 0.409100 0.406372 0.522470 0.433629
DS6 0.455282 0.428635 0.458360 0.500248 0.448898 0.437551 0.537407 0.489501 0.485761
DS7 0.415760 0.404179 0.418950 0.482779 0.419679 0.484986 0.517571 0.430767  0.499522

Recall values
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Figure 4. The Recall results of the comparative methods using seven datasets.
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Table 8. The results of the Friedman ranking test for the comparative methods using the Recall values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA CS GWO BA K-Mean
Ds1 4 9 6 5 7 8 1 3 2

Ds2 4 6 3 2 8 7 1 5 9

DS3 2 9 8 3 5 1 4 6 7

Ds4 8 9 7 2 6 4 1 3 5

DS5 6 8 5 2 3 7 9 1 4

DS6 6 9 5 2 7 8 1 3 4

Ds7 8 9 7 4 6 3 1 5 2
Summation 38 59 41 20 42 38 18 26 33
Mean rank 5.42857 8.42857 585714 2.85714 6.00 542857 257142 3.71428 4.71428
Final ranking 5 9 7 2 8 5 1 3 4

In Table 9, the results of the comparative methods using seven datasets (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of F-measure
measure. It is clear that the basic nature-inspired algorithms that have been selected in this experiment
have almost the same performance in solving the given text clustering problems. For example, the KHA
got 0.507064 F-measure value in dataset number 1 and 0.418632 in dataset number 7. Also, for another
example, the GWO got 0.637902 F-measure value in dataset number 1 and 0.527244 in dataset number 7.
The results show differences in the outcomes according to the given values in Figure 5. It is obvious
that the performance of the used nature-inspired optimization algorithm almost the same and GWO is
better than almost all the given nature-inspired optimization algorithms.

The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the F-measure
values are given in Table 10. In this Table, the rank of each results, summation, mean ranking, and final
ranking results. The GWO got the first ranking, followed by ACO, it got the second ranking, BA got
the third ranking, K-means got the fourth ranking, PSO got the fifth ranking, CS got the sixth ranking,
HS got the seventh ranking, KHA got the eighth ranking, and finally, GA got the ninth ranking.
Moreover the summation ranking for the given algorithms using the seventh datasets are given as
HS got 41, GA, got 61, PSO got 39, ACO got 19, KHA got 45, CS got 39, GWO got 13, BA got 25,
and K-mean got 33. These results can show the significant ability of the nature-inspired optimization
algorithms to solve the text clustering problems. Moreover, the differences between the obtained
results are slight and there is no much variation. The F-measure results commit with the other results
obtained by the Precision and Recall measures.

Table 9. The results of the comparative methods in terms of F-measure measure.

F-Measure Comparative Algorithms

Dataset HS GA PSO ACO KHA (&) GWO BA K-Mean
Ds1 0.526843  0.469324 0.509023 0.529366 0.507064 0.484753 0.637902 0.547258 0.606673
DS2 0.701549 0.661178 0.722382 0.725740 0.643889 0.661381 0.835154 0.666718 0.625910
DS3 0.402158 0.336810 0.356561 0.401984 0.389066 0.400461 0.410225 0.395514 0.377217
DS4 0.452630 0.412758 0.470815 0.536117 0.462653 0.501921 0.548784 0.507005 0.487956
DS5 0.409599  0.407297 0.438048 0.475219 0.449388 0.413829 0.411017 0.523684 0.440503
DS6 0.439249 0.417510 0.447198 0.484020 0.436299 0.427266 0.519341 0.475981 0.467066

DS7 0.418555 (0.404324 0.422297 0.473309 0.418632 0.484100 0.527244 0.433272 0.496694
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Figure 5. The F-measure results of the comparative methods using seven datasets.

Table 10. The results of the Friedman ranking test for the comparative methods using the
F-measure values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA (] GWO BA K-Mean
DS1 5 9 6 4 7 8 1 3 2

DSs2 4 7 3 2 8 6 1 5 9

DS3 2 9 8 3 6 4 1 5 7

DS4 8 9 6 2 7 4 1 3 5

DS5 8 9 5 2 3 6 7 1 4

DS6 6 9 5 2 7 8 1 3 4

Ds7 8 9 6 4 7 3 1 5 2
Summation 41 61 39 19 45 39 13 25 33
Mean rank 5.85714 871429 557143 271429 6.42857 557143 1.85714 3.57143 4.71428
Final ranking 7 9 5 2 8 5 1 3 4

In Table 11, the results of the comparative methods using seven datasets (i.e., Harmony Search
(HS) Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of Purity measure.
It is clear that the basic nature-inspired algorithms that have been selected in this experiment have
almost the same performance in solving the given text clustering problems. For example, the HS got
0.636698 Purity value in dataset number 1 and 0.542493 in dataset number 7. Also, for another example,
the GA got 0.578385 Purity value in dataset number 1 and 0.579877 in dataset number 7. The results
show slight differences in the outcomes according to the given values in Figure 6. It is noticeable that the
achievement of the used nature-inspired optimization algorithm almost identical and GWO got better
results in almost all the given datasets compared to other nature-inspired optimization algorithms.
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The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the Purity values are
given in Table 12. In this Table, the rank of each results, summation, mean ranking, and final ranking
results. The GWO got the first ranking, followed by ACO, it got the second ranking, KHA got the third
ranking, CS got the fourth ranking, K-means got the fifth ranking, BA got the sixth ranking, PSO got
the seventh ranking, HS got the eighth ranking, and finally, GA got the ninth ranking. Moreover
the summation ranking for the given algorithms using the seventh datasets are given as HS got 50,
GA, got 53, PSO got 49, ACO got 21, KHA got 27, CS got 29, GWO got 20, BA got 35, and K-mean
got 31. These results can reveal the significant ability of the nature-inspired optimization algorithms to
address the text clustering problems. Besides, the differences between the achieved results are small,
and there is no much difference. The Purity results commit with the other results obtained by the
Accuracy, F-measure, Precision, and Recall measures.

Table 11. The results of the comparative methods in terms of Purity measure.

Purity Comparative Algorithms

Dataset HS GA PSO ACO KHA Cs GWO BA K-Mean
DS1 0.636698 0.578385 0.632088 0.687157 0.753064 0.713239 0.781025 0.701243 0.778676
DSs2 0.743519  0.721757  0.806309 0.910619 0.798183  0.789050 0.989379  0.776432  0.754982
DS3 0.626638  0.572274 0.629077 0.642075 0.667246 0.714183 0.693792  0.622121  0.632117
Ds4 0.630758 0.580626 0.557168 0.788665 0.708666 0.658809 0.718479  0.648318  0.688434
DS5 0.718831 0.750700 0.661226  0.831996 0.661298  0.664520 0.648362 0.733289  (0.683852
DS6 0.633277 0.557320  0.644802 0.688866 0.729106 0.674527 0.678664 0.680488  0.656595
DSs7 0.542493  0.579877 0.564461 0.644539 0.583298 0.662628 0.750014 0.658338  0.663414

Purity values
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3
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Figure 6. The Purity results of the comparative methods using seven datasets.
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Table 12. The results of the Friedman ranking test for the comparative methods using the Purity values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA Ccs GWO BA K-Mean
DS1 7 9 8 6 3 4 1 5 2

DS2 8 9 3 2 4 5 1 6 7

DS3 7 9 6 4 3 1 2 8 5

DS4 7 8 9 1 3 5 2 6 4

DS5 4 2 8 1 7 6 9 3 5

DS6 8 9 7 2 1 5 4 3 6

DS7 9 7 8 5 6 3 1 4 2
Summation 50 53 49 21 27 29 20 35 31
Mean rank 7.14285 757142 7.00 3.00 3.85714 4.14285 2.85714 5.00 4.42857
Final ranking 8 9 7 2 3 4 1 6 5

In Table 12, the results of the comparative methods using seven datasets (i.e., Harmony Search
(HS) Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) in terms of Entropy measure.
It is obvious that the basic nature-inspired algorithms that have been selected in this experiment
have almost the same performance in solving the given text clustering problems. For example,
the ACO got 0.388168 Entropy value in dataset number 1 and 0.580499 in dataset number 7. Also,
for another example, the KHA got 0.320995 Entropy value in dataset number 1 and 0.625289 in dataset
number 7. The results show slight differences in the outcomes according to the given values in
Figure 7. It is obvious that the achievement of the used nature-inspired optimization algorithm almost
identical and ACO got better results in almost all the given datasets compared to other nature-inspired
optimization algorithms.

The results of the Friedman ranking test for the comparative methods (i.e., Harmony Search (HS)
Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization (PSO) Algorithm, Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf
Optimizer (GWO), Bat-inspired Algorithm (BA), and K-means technique.) using the Entropy values
are given in Table 13. In Table 14, the rank of each results, summation, mean ranking, and final ranking
results. The ACO got the first ranking, followed by KHA, it got the second ranking, GWO got the
second ranking, K-means got the fourth ranking, BA got the fifth ranking, CS got the sixth ranking,
HS got the seventh ranking, GA got the eighth ranking, and finally, PSO got the ninth ranking.
Moreover the summation ranking for the given algorithms using the seventh datasets are given as
HS got 44, GA, got 48, PSO got 53, ACO got 15, KHA got 27, CS got 36, GWO got 27, BA got 34,
and K-mean got 31. These results can reveal the significant ability of the nature-inspired optimization
algorithms to address the text clustering problems. Besides, the differences between the achieved
results are small, and there is no much difference. The Entropy results commit with the other results
obtained by the Accuracy, F-measure, Precision, Purity, and Recall measures.

Table 13. The results of the comparative methods in terms of Entropy measure.

Entropy Comparative Algorithms

Dataset HS GA PSO ACO KHA CS GWO BA K-Mean
DS1 0.448296 0.465955 0.445373 0.388168 0.320995 0.335901 0.375879 0.421111 0.333152
DS2 0.352708 0.464191 0.388575 0.324644 0.346803 0.346968 0.239784 0.411863 0.395838
DS3 0.412584 0.423777 0.408261 0.357795 0.414517 0.419521 0.398005 0.391949 0.333981
DS4 0.591471 0.575612 0.736625 0.546981 0.583180 0.580376 0.616758 0.619459  0.621091
DS5 0.498653 0.447260 0.509601 0.440492 0.456882 0.491119 0.514431 0.404461 0.466960
DS6 0.437201 0.453595 0.501121 0.349836 0.379381 0.407821 0.371808 0.416385 0.387643

DS7 0.626637 0.641534 0.662544 0.580499 0.625289 0.634617 0.510802 0.609279  0.624934
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Figure 7. The Entropy results of the comparative methods using seven datasets.

Table 14. The results of the Friedman ranking test for the comparative methods using the
Entropy values.

Ranking Comparative Algorithms

Dataset HS GA PSO ACO KHA Cs GWO BA K-Mean
DS1 8 9 7 5 1 3 4 6 2

DS2 5 9 6 2 3 4 1 8 7

DS3 6 9 5 2 7 8 4 3 1

DS4 5 2 9 1 4 3 6 7 8

DS5 7 3 8 2 4 6 9 1 5

DS6 7 8 9 1 3 5 2 6 4

DS7 6 8 9 2 5 7 1 3 4
Summation 44 48 53 15 27 36 27 34 31
Mean rank 6.28571 6.85714 7.57142 214285 3.85714 5.14285 3.85714 4.85714 4.42857
Final ranking 7 8 9 1 2 6 2 5 4

We concluded that the performance of the nature-inspired algorithms is better than the K-means
clustering technique and the tested optimization algorithms got almost the same performance on the
tested seven datasets. The basic algorithms can get better results when modifying or hybridizing it
with other algorithms components and other local search methods.

6. Conclusions and Future Works

Text clustering is one of the efficient unsupervised learning techniques used to partition a huge
number of text documents into a subset of clusters. In which, each cluster contains similar documents
and the clusters contain dissimilar text documents. Nature-inspired optimization algorithms have been
successfully used to solve various optimization problems, including text document clustering problems.
Nature-inspired optimization algorithms demonstrated their achievement in solving different kinds of
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text clustering problems. However, local optima can be trapped because of its focus on exploration
(i.e., global search) instead of exploitation (i.e., local search). This effect may be improved over time,
as to how well the sets of rules governing various search algorithms work are better understood.
There are two main problems in the text clustering application: the initial cluster centroids and
the number of clusters. Parameter tuning will also play a critical role in future studies since the
parameters’ values and settings govern the algorithm’s overall performance. From this discussion,
we see that nature-inspired optimization algorithms are robustly feasible for continuing use in machine
learning domains.

In this paper, a comprehensive review is presented to show the most related nature-inspired
algorithms that have been used in solving the text clustering problem. This paper summarizes the most
common papers published in the literature until the end of the year 2020. Most of the gathered papers
describe the optimization methods that have been used in text clustering applications. Several variants
of algorithms, including standard, basic, modified, hybrid methods, and others, are studied. Moreover,
comprehensive experiments are conducted and analyzed to show the performance of the common
well-know nature-inspired optimization algorithms in solving the text document clustering problems
including Harmony Search (HS) Algorithm, Genetic Algorithm (GA), Particle Swarm Optimization
(PSO) Algorithm, Ant Colony Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search (CS)
Algorithm, Gray Wolf Optimizer (GWO), and Bat-inspired Algorithm (BA). Seven text benchmark
datasets are used to validate the performance of the tested algorithms. The results showed that
the performance of the well-known nurture-inspired optimization algorithms almost the same with
slight differences. Moreover, according to the accuracy measure, GWO is the best and GA is the
worst. Also, the GWO is the best, and GA is the worst according to the F-measure. For improvement
purposes, new modified versions of the tested algorithms can be proposed and tested to tackle the text
clustering problems.

Finally, we recommend new future investigation directions on text clustering-based
nature-inspired optimization algorithms. The most vital features of these algorithms (i.e., GA, GWO,
KHA, PSO, and HSA) might be blended for better overall performance in solving the text clustering
problems. New hybrid and modified algorithms can be recommended to tackle the text clustering
problems. Moreover, numerous new nature-inspired optimization algorithms have been introduced
recently, which can be employed to solve the clustering problems. These algorithms are Slime Mould
Algorithm, Lightning Search Algorithm, Moth-flame Optimization Algorithm, Marine Predators
Algorithm, Equilibrium Optimizer, Sine Cosine Algorithm, Salp Swarm Algorithm, Group Search
Optimizer, Harris Hawks Optimization, Multi-verse Optimizer Algorithm, Ant Lion Optimizer,
Henry Gas Solubility Optimization, and others. Some limitations that have been recognized in
the text clustering domain are given as following.

e  The behavior of the selected clustering algorithm.

e  The number of clusters.

o  The initial clusters centroids.

e  The selected features from the given documents for applying the clustering process.
o  The dimension size of the given text documents

o  The weighting score of the used features
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