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Abstract: A rolling bearing is an important connecting part between rotating machines. It is
susceptible to mechanical stress and wear, which affect the running state of bearings. In order to
effectively identify the fault types and analyze the fault severity of rolling bearings, a rolling bearing
fault diagnosis method based on multiscale amplitude-aware permutation entropy (MAAPE) and
random forest is proposed in this paper. The vibration signals of rolling bearings to be analyzed
are decomposed into different coarse-grained time series by using the coarse-graining procedure in
multiscale entropy, highlighting the fault dynamic characteristics of vibration signals at different scales.
The fault features contained in the coarse-grained time series at different time scales are extracted
by using amplitude-aware permutation entropy’s sensitive characteristics to signal amplitude and
frequency changes to form fault feature vectors. The fault feature vector set is used to establish the
random forest multi-classifier, and the fault type identification and fault severity analysis of rolling
bearings is realized through random forest. In order to demonstrate the feasibility and effectiveness
of the proposed method, experiments were fully conducted in this paper. The experimental results
show that multiscale amplitude-aware permutation entropy can effectively extract fault features
of rolling bearings from vibration signals, and the extracted feature vectors have high separability.
Compared with other rolling bearing fault diagnosis methods, the proposed method not only has
higher fault type identification accuracy, but also can analyze the fault severity of rolling bearings to
some extent. The identification accuracy of four fault types is up to 96.0% and the fault recognition
accuracy under different fault severity reached 92.8%.

Keywords: rolling bearings; fault diagnosis; multiscale entropy; amplitude-aware permutation
entropy; random forest

1. Introduction

A bearing is one of the core components of rotating mechanical system. It is a highly standardized
precision mechanical device, which has the advantages of low friction, easy assembly and use, and
high work efficiency [1]. However, as a connection between rotating parts, the bearing should also bear
a certain load as a supporting part. Therefore, in the use of the bearing, it is inevitably subjected to a
series of physical effects such as mechanical stress and mechanical wear, which will lead to deformation
and corrosion of the bearing over time, leading to changes in the running state of the bearing. Moreover,
due to the imperfect production technology and improper operation and installation, the bearing
will also produce artificial damage, and the accumulation and deepening of this damage eventually
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leads to the failure of bearing [2]. Rolling bearings are mainly composed of inner race, outer race, ball
elements and retainer, and the fault types of bearings are generally shown in the form of several parts
defects described above, among which the most common types of rolling bearings are the failure of
inner race, outer race and ball elements. A bearing is also the most easily worn out part of motor.
According to statistics, more than 40% of motor faults are related to a bearing [3,4]. Therefore, fault
diagnosis of rolling bearings is of great significance to ensure the reliability and safety of rotating
mechanical system.

At present, fault diagnosis methods based on different theories have been successfully applied
to fault diagnosis of rolling bearings [5], such as vibration, acoustic noise [6,7], stator current,
thermal-imaging, and multiple sensor fusion, etc. The fault diagnosis method based on vibration signal
is one of the most commonly used fault diagnosis methods for rolling bearings in rotating machinery.
Firstly, it is convenient to acquire vibration signal of a rolling bearing, and the cost of monitoring
equipment based on vibrating sensors is low. Secondly, the vibration signal is not easily affected
by external environment noise. A rolling bearing inevitably generates vibration along with rotation
during operation. Vibration, as an external manifestation of a bearing’s own dynamic characteristics,
contains rich state information and can reflect bearing fault information. When there is a failure period
of the rolling bearing, the vibration signal usually contains some periodic pulse signal. The signal is
collected by the vibrating sensor on the bearing base for further analysis and processing, so that the
rolling bearing state change information can be obtained and the bearing fault type can be identified.
In recent years, scholars in the field of fault diagnosis of rolling bearings based on vibration signal
continue to explore, and made a lot of research results. However, there is still the problem of low
fault identification accuracy due to insufficient fault feature extraction. Especially, the research of fault
severity analysis is one of the urgent problems in this field.

According to the characteristics of vibration signal of rolling bearings, the fault diagnosis methods
based on data-driven method, mathematical model and pattern recognition method are widely
used [8,9]. Although the data-driven method is flexible in use, it is often used for fault detection
and has low fault identification accuracy. The mathematical model-based method needs to model
the running state of rolling bearings and accurately model different fault types to obtain better fault
diagnosis results. Therefore, pattern recognition is one of the important fault diagnosis methods to
analyze the vibration signal of a rolling bearing. It is mainly divided into two parts: effective feature
extraction contained in vibration signal and classification of the fault features.

For feature extraction of a rolling bearing vibration signal, the time-frequency analysis has become
a principal method to extract the fault characteristics of rolling bearings because the vibration signal is
often non-stationary. Wavelet transform (WT) is one of the common time-frequency analysis methods
to extract the fault characteristics of rolling bearing vibration signals [10]. The wavelet basis function
and kernel parameters need to be predefined, and the different selection of them will influence the
effect of feature extraction of vibration signals. Therefore, WT cannot be used to adaptively decompose
the signal according to its time-frequency characteristics, which to some extent limits the practical
application of WT in rolling bearing fault diagnosis [11]. Wavelet packet transform (WPT) is also a
typical time-frequency analysis method for vibration signal of rolling bearings [1]. However, it is
necessary to determine the wavelet basis function and the number of decomposition layers of wavelet
packet before applying WPT. Improper selection of these will directly affect the effectiveness of wavelet
packet decomposition, so that the hidden essential features in the signal cannot be revealed. Empirical
mode decomposition (EMD) is a self-adapting time-frequency decomposition technique that was
presented by Huang N. E. in 1998 [12]. EMD can adaptively decompose a nonlinear and non-stationary
signal into a series of intrinsic mode functions (IMFs) containing signal characteristics of different
frequencies. EMD combined with different entropy methods provides an effective method for fault
feature extraction of rolling bearings [13-16]. However, EMD is prone to boundary effect and mode
mixing problems in the practical application process, which will lead to poor feature extraction effect.
In order to avoid the above problems in EMD, ensemble empirical mode decomposition (EEMD),
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complete ensemble empirical mode decomposition (CEEMD) and local mean decomposition (LMD)
have been proposed successively and successfully applied to rolling bearing fault diagnosis [17-22].
Although the above methods in principle solve the boundary effect and mode mixing problem, these
problems cannot be completely avoided in real-world application.

The methods based on entropy theory can measure the complexity of complex time series
effectively that are often used as the feature extraction methods of rolling bearing vibration signal.
The decomposed signals of the above time-frequency analysis methods can be measured by different
entropy theories and constitute the feature vector. Complexity of time series can be obtained through
several measures such as approximate entropy, sample entropy, energy entropy, permutation entropy
and so on. As the calculation result of approximate entropy (ApEn) is excessively dependent on the
data length, Richman and Moorman proposed an improved time series complexity measurement
method called sample entropy (SampEn) [23]. However, ApEn and SampEn can only measure the
complexity of time series from single scale. For many time series, only describing their complexity on
a single scale will lose a lot of important information. To more fully describe the complexity of time
series, Costa et al. proposed the concept of multiscale entropy (MSE) in 2002 [24]. Firstly, spatial scale
segmentation of time series is carried out, and then the SampEn at each scale is calculated, so as to obtain
the complexity of time series at different scales. In recent years, combining with the characteristics of
other entropy theories, multiscale permutation entropy [25] and multiscale fuzzy entropy [26] have
been proposed and successfully applied in the fault feature extraction of rolling bearings. Therefore,
it can be seen that the coarse-grained process of MSE to decompose the vibration signal of rolling
bearings and using the entropy theory to describe the fault characteristics of the decomposed signals
has become an effective way to realize the fault feature extraction of rolling bearings. However, the
feature extraction method based on multiscale permutation entropy and multiscale fuzzy entropy
ignore the influence of the amplitude of element on entropy in time series, which will make the
extracted features have greater randomness and affect the fault identification accuracy. Azami and
Escudero proposed the Amplitude-aware permutation entropy (AAPE) to improve the sensitivity
of PE to the amplitude and frequency of time series [27]. Different from the permutation entropy
algorithm, AAPE algorithm takes into account the mean of signal amplitude and the deviation between
amplitudes. In this paper, in order to effectively extract the fault characteristics of rolling bearings,
multiscale amplitude-aware permutation entropy (MAAPE) is used to extract the fault features of
rolling bearings.

For fault type identification, high performance multi-classifier is used to identify the extracted
fault features to determine the fault type or fault severity of rolling bearings. B. Li et al. presented
an approach for motor rolling bearing fault diagnosis using neural networks and time-frequency
domain bearing vibration analysis [28]. At present, the commonly used artificial neural network
includes radical basis function (RBF) neural network and conventional back-propagation (BP) neural
network. However, it is difficult to determine the structure of the neural network, since the number
of hidden layers is usually selected according to experience. In order to ensure high identification
accuracy, a large number of samples are required for training neural network. Support vector machine
(SVM) is suitable for solving the classification problem under small sample conditions and has high
classification accuracy and good generalization capabilities. Nonetheless, SVM is a kind of binary
classifier that needs to use a suitable binary tree to realize multi-classification in the application of
multi-classification [11]. Moreover, kernel function selection and kernel parameter setting of SVM have
great influence on the identification results. Random forest classifier is an ensemble classifier with
high performance that is composed of multiple decision trees [29]. It uses the classification results of
all decision trees to determine categories through voting principle. Random forests require very little
manual intervention. It does not need to do feature selection or data collation, that is to say, it can
determine the features according to the data, so as to simplify the design process of random forest
itself. In addition, it usually does not need to preprocess the data in observation data dimension, so it
can resist and detect the gross errors that often exist in the form of outlier data. It can maintain a good
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accuracy when a large proportion of data is lost, and provide the estimation of lost data to simplify its
engineering application. Random forests have very fast computing speeds. Since each node of the tree
is mainly given by comparison operation, and the amount of calculation is proportional to the depth of
a tree, it is very fast to do classification or regression on the well-grown trees.

A fault diagnosis method of rolling bearings based on multiscale amplitude-aware permutation
entropy and random forest is proposed in this paper. The vibration of rolling bearings presents the
characteristics of periodic instantaneous impact, and the location of bearing failure will lead to different
impact characteristics. In order to more fully extract the rolling bearing fault information contained in
the vibration signal, using AAPE’s sensitivity to the amplitude and frequency changes of vibration
signals, the AAPE values at different time scales are calculated as the feature vector, which improves
the effectiveness of fault feature extraction. A multiple classifier based on random forests is established
by the feature vectors composed of multiscale amplitude-aware permutation entropy to identify the
fault type and fault severity of rolling bearings. The contributions of this paper can be summarized
as follows:

(1) In this paper, a fault diagnosis method of rolling bearings is presented. On the basis of accurately
identifying the fault types of rolling bearings, the fault severity of rolling bearings can be analyzed.

(2) Multiscale amplitude-aware permutation entropy is proposed for the first time, and it is
successfully applied to fault feature extraction of rolling bearings.

(3) The random forest multi-classifier is used to identify the fault feature of rolling bearings and
analyze the fault severity, and the fault identification accuracy is high.

The rest of this paper is organized as follows. Section 2 introduces the basic principle of the
theoretical methods adopted in this paper. The fault diagnosis method of rolling bearings is described
in detail in the Section 3. Section 4 introduces the experimental platform and samples, and the
experimental results of the proposed fault diagnosis method. Finally, Section 5 summarizes the research
content and results of this paper, and prospects the future research content.

2. Methods

2.1. Multiscale Entropy

The MSE is composed of two steps: coarse-graining procedure and computation of SampEn [30].
(1) For the original time series {X;} = {x1,x2, -, x;} with length N, coarse granulation is carried
out for the given embedded dimension m and similarity tolerance 7, so as to form a new coarse-grained

time series y](.T),
1 &
yET):; Y, xmi1s<js<N/t 1)
i=(j-1)7+1
wheret =1,2,--- ,nisscale factor. The coarse-graining procedure diagram of MSE is shown in Figure 1.
(2) The sample entropy value of each coarse-grained time series is calculated, and the sample

entropy of n coarse-grained time series is expressed as scale factor function as shown below,
MSE(x,t,m,r) = SE(y]T., m,r) (2)

where similarity tolerance r = (0.1 ~ 0.25)-Std in which Std is the standard deviation of original
time series {X;}. SE( y]T., m, r) represents the sample entropy calculation function with scale factor T,
embedded dimension m and similarity tolerance r. The SampEn calculation process can be referred
to Ref. [23].
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Figure 1. Coarse-graining procedure diagram of multiscale entropy (MSE). (a) Scale factor 7= 2;
(b) Scale factor T= 3.

2.2. Amplitude-Aware Permutation Entropy

Bandt proposed the concept of Permutation Entropy (PE) in 2002 [31]. Currently PE is widely
used in the analysis of complex time series signals to measure the complexity of a nonlinear and
non-stationary signal.

Suppose a given time series x = {x1,x2,...,xn}, and for each time point ¢, embed signal
x into d-dimensional space to obtain reconstructed vector X’tj’l = X, Xpp1, - Xeg (@-2) Xe (d-1)1h
t = 1,2,...,N—(d—-1)] where d and [ represent embedded dimension and time delay,
respectively. The magnitude of elements in each vector X‘Z’l is arranged in ascending order,
namely {xt+(j1—1)l/xt+(j2—1)l/---/xt+(jd_1—2)lrxt+(jd—1)l}f where j. represents the order of elements in
the reconstructed vector Xf o Therefore, when the embedding dimension is d, there are a total of d!
permutations, and the ith permutation order is demoted as ;.

The occurrence probability of 7; is expressed as:

®)

where f(7;) is a function of counting the number of occurrences of the permutation order ;. Whenever
the permutation order of the elements inside X’j’l is 7;, f(m;) increases by 1. The definition of
permutation entropy is as follows,

=d!
PE(x,d,1) == )" p(r) Inp(m;) @

=1

However, there are two main problems in describing complex time series by permutation entropy.
First, traditional PE only considers the order of time series amplitude, but ignores the amplitude
information of the corresponding elements in the time series. Second, the effect of elements with equal
amplitude on PE value in time series is not clearly explained.

In view of this, literature [27] proposed AAPE to increase PE’s sensitivity to amplitude and
frequency of time series. Different from the PE algorithm, AAPE algorithm considers the mean value of
signal amplitudes and the deviation between amplitudes, and introduces the counting rule of replacing
f(m;) in PE with relatively normalized probability.
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Assuming that the initial value of p(n‘j’l) is 0, for the time series Xf in the process of t increasing
from 1 to N —d 4 1, whenever the permutation order is n?’l, p(n?’l) has to be updated.

d d
A 1-A
p(n?) = p(r?) + [EZ'xt+(k—l)l| + mZ|xt+(k—1)z - xt+(k—z)z'] )
k=1 k=2

where, A € [0, 1] is the adjustment coefficient, and the weight of signal amplitude mean and amplitude
deviation is adjusted, generally 0.5. So, p(n?’l) is the probability of n‘l.i’l appearing in the whole
time series.

dl
p(r")
p(r) = N—d+1{  d — ©)
Z(AZX ) 2 L o e — X e )
= dk:1| t4-(k 1)1) d 1k:2‘ t+(k=1)1 — At4(k 2)1)
The AAPE value of time series is expressed as
le:d!
AAPE(d,L,n) = = Y p(m) Inp(m) @)
=1

2.3. Random Forest

Random forest (RF) was proposed in 2001 by Breiman, an academician of the national academy of
sciences. This algorithm is suitable for solving prediction and classification problems. RF integrates
multiple weak classifiers and consists of many decision trees. Its output results are determined by
voting principle according to the predicted results of each decision tree in the forest. The basic principle
of RF is as follows:

Assuming that the RF classifier is composed of multiple decision trees {h]-(x, Op),k=1,2,..., n},
{®O, k=1,2,...,n} stands for random vectors that are independent and identically distributed. The
training sample set of the random forest classifier is expressed as D = {(x1, y1), (x2,y2), ..., (xn, yN)},
where x; = (x1,..., xi,p)T represents that the ith training sample x; has p eigenvalues, and y; represents
the corresponding label of training sample x;. The training sample set D is sampled for n times
with Bootstrap, and n Bootstrap subsample D;(j = 1,2,--- ,n). For each subsample D, decision tree
model /j(x) (CART decision tree is generally used) is constructed, and finally a decision tree classifier
composed of a group of decision trees {h;(x), ha(x),--- ,hi(x)} is obtained. For a new test sample, the
category that gets the most votes through 7 decision trees is taken as the final category of the test
sample. The classification decision is as follows:

f(x) = argmax, )" I(1j(x) = y) ®)
=1

where 1;(x) represents the jth decision tree, I(-) is indicative function, that is, the value is 1 when this
number is in the set, otherwise the value is 0, and y represents the target variable formed by category
label y;.

3. The Proposed Fault Diagnosis Method for Rolling Bearings

This paper presents a fault diagnosis method for rolling bearings based on multiscale
amplitude-aware permutation entropy and random forest. Multiscale amplitude-aware permutation
entropy is able to extract the fault features of rolling bearing vibration signal at different time scales.
Random forest is established by the different fault features to identify the fault type of rolling bearings
and analyze its fault severity. The proposed fault diagnosis method for rolling bearings consists of
two main processes: training process and testing process. The principle diagram of proposed fault
diagnosis method for rolling bearings is shown in Figure 2.
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Figure 2. The principle diagram of proposed fault diagnosis method for rolling bearings.

In the training process, the vibration signal sample set of rolling bearings under different states is

used to extract the fault feature vectors that can establish the random forest classifier to identify the
fault type of rolling bearings. In the testing process, the vibration signal of rolling bearings can be
analyzed by the proposed fault diagnosis method, and the fault type and fault severity can be obtained.
The main steps of proposed fault diagnosis method are as follows:

In order to ensure the effectiveness of fault diagnosis methods, sufficient samples of rolling bearing

vibration signals under different fault states should be collected. These vibration signals construct the
vibration signal set.

@™
@)
)

)
®)

Set the scale factor T = 1,2,--- ,n of rolling bearings, and n coarse-grained vibration signals are
obtained for each vibration signal in the set.

For each coarse-grained vibration signal, calculate n amplitude-aware permutation entropy values
to construct the fault feature vector.

The fault feature vector set is constructed by the fault feature vectors extracted by Step (3).

The random tree classifier is established by the fault feature vector set.

The testing vibration signal can be analyzed by the proposed method and get the fault type and
fault severity of rolling bearings.
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4. Experiments and Results

4.1. Experimental Setup

In this paper, the rolling bearing fault data set provided by the Case Western Reserve University
Bearing Data Center is used to verify the proposed fault diagnosis method [32-34]. In the experiment,
Svenska Kullager-Fabriken (SKF) rolling bearing was taken as the research object. The data set collected
the rolling bearing vibration signals in four states: normal (NM), inner race (IR) fault, outer race
(OR) fault and ball elements (BE) fault through the acceleration sensor. The sampling frequency was
12 kHz for the three types of faults, with diameters of 7 mils, 14 mils and 21 mils that were selected for
data acquisition.

The time-domain waveforms of rolling bearing vibration signals with different types and fault
severity under 0 load are shown in Figure 3. It can be seen that changes in fault types and fault
severity are correlated with changes in amplitude and frequency of vibration signals. Table 1 shows the
composition of fault types and fault severity in the experimental sample set, which includes 10 different
rolling bearing health states. Each rolling bearing vibration signal is divided into multiple data samples
without overlapping, and each sample contains 1024 sampling points to form the experimental data
set composed of 50 samples in each healthy state. Among them, 10 samples in each healthy state were
used as training set and 40 samples as test set.

_NM . . . _IR7
0 ] 0 ,\ At e L e oA i ;w:
0 200 400 600 800 1000 0 200 400 600 800 1000
IR14 IR21
2 { 2 ]
e e ot gw«—w¢~~‘w-\yw~mdw~w
0 200 400 ___600 800 1000 0 200 400 600 800 1000
OR7 OR14
2| ] 2
o R Se———
0 200 400 600 800 1000 0 200 400 __600 800 1000
) “OR21 i ] BE7 ) ]
2| 2
0 hsbar *., mrme i AN ] 0r— S
2] . : | : : 2] : g
0 200 400 __ 600 800 1000 0 200 400 600 800 1000
: " BE14 : i ~ BE21 ) :
2| 2
0 e f— L e | () P st At e e =]
2| ) 21
0 200 400 600 800 1000 0 200 400 600 800 1000

Figure 3. The time-domain waveforms of rolling bearing vibration signals with different types and
fault severity under 0 load.

Table 1. The composition of fault types and fault severity in the experimental sample set.

Fault Type Labels Fault D'iameter Load (hp)
(mils) 0 1 5 3
Normal NM - v N N v
Inner race
fault IR07 7 v v v N
IR14 14 v N N N
IR21 21 v v v N
Outer race
fault ORo07 7 v v v v
OR14 14 v N N N
OR21 21 v v v v
Ball
elements BEO07 7 v v v v
fault
BE14 14 v N v v
BE21 21 v v v v
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4.2. Experimental Results

The MAAPE-based fault feature extraction method proposed in this paper can extract fault
features contained in rolling bearing vibration signals at different scales. In order to highlight the
fault characteristics in different time scales of vibration, the scale factor is set as 20 in the experiments
of this paper since a too large T will affect the computation efficiency, while a too small T cannot
extract enough information [26]. The MAAPE feature values of rolling bearing vibration signal under
normal condition is shown in Figure 4. From Figure 4, there are obvious differences in the MAAPE
feature values at the different scales. AAPE can describe the amplitude and frequency characteristics
of vibration signals at different time scales. The characteristics of vibration signals in different time
scales are different, which can highlight the fault characteristics more comprehensively.

31 T T T T T T T T T

AAPE value

0 2 4 6 8 10 12 14 16 18 20
Scale

Figure 4. MAAPE feature values of rolling bearing vibration signal under normal condition.

Figure 5 shows the MAAPE feature values of rolling bearing vibration signal under inner race
fault condition with different loads. As shown in Figure 5, although the failure size of the inner race is
the same and the trend of AAPE values under different scale factors is basically consistent, there are
obvious differences in the MAAPE features of rolling bearing vibration signals under different loads.
Under different loads, the MAAPE fault feature extraction method can describe the characteristics of
vibration signals. In addition, as shown in Figures 4 and 5, it can be seen that in the case of failure,
the MAAPE feature extraction method can effectively describe the characteristics of vibration signals
under inner race fault condition, and has obvious separability.
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Figure 5. Cont.
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Figure 5. MAAPE feature values of rolling bearing vibration signal under inner race fault condition

with different loads. (a) Inner race fault, 7 mils, with load 0 hp. (b) Inner race fault, 7 mils, with load

1 hp. (c) Inner race fault, 7 mils, with load 2 hp. (d) Inner race fault, 7 mils, with load 3 hp.

MAAPE feature values of rolling bearing vibration signal under different fault conditions with
the same loads are shown in Figure 6. It can be seen that under the same load conditions, although
the size of faults is the same, the fault feature vectors extracted by MAAPE have obvious differences.
Therefore, MAAPE can effectively extract the feature vector of vibration signals of rolling bearings
with different fault types, and the difference of feature vectors is obvious. The fault feature extraction
method based on MAAPE proposed in this paper has a good effect on fault feature description.
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Figure 6. MAAPE feature values of rolling bearing vibration signal under different fault conditions
with the same loads. (a) Inner race fault, 7 mils, with load 1 hp. (b) Outer race fault, 7 mils, with load
1 hp. (c) Ball elements fault, 7 mils, with load 1 hp.

Figure 7 shows the feature clustering graph of MAAPE with different loads. In this figure, the
3-dimensional data in the 20-dimensional feature vector constitute the clustering graph. It can be
seen that the characteristics of different fault types have certain separability in 3-dimensional space.
Therefore, the fault feature extraction method based on MAAPE proposed in this paper can effectively
describe the fault features of rolling bearings with different fault types.
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Figure 7. Feature clustering graph of MAAPE with different loads. (a) Load 0 hp. (b) Load 1 hp.
(c) Load 2 hp. (d) Load 3 hp.



Algorithms 2019, 12, 184

Figure 8 shows that MAAPE feature clustering diagram of each fault severity under different
loads. As shown in the figure, the 2-dimensional data in the 20-dimensional feature vector constitute
the clustering graph. It can be seen that the fault feature extraction method of MAAPE rolling bearings
proposed in this paper has certain feature description effect of fault severity. Fault features extracted
under different fault severity have different characteristics which is helpful to identify the fault types

and fault severity.
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Figure 8. MAAPE feature clustering diagram of each fault severity under different loads. (a) Load 0 hp.
(b) Load 1 hp. (c) Load 2 hp. (d) Load 3 hp.

Tables 2 and 3 respectively show the experimental results of performance comparison of rolling
bearing fault feature extraction algorithms and fault identification accuracy by combining different
fault feature extraction methods with random forest. In Table 2, the average between-class distance
of MAAPE is less than improved multiscale entropy (IMSE), improved multiscale fuzzy entropy
(IMFE) and refined composite multiscale entropy (RCMSE), but the average within-class distance of
MAAPE is the smallest. In addition, the average time-consuming of MAAPE is relatively the lowest
compared with other feature extraction methods. In Table 3, the fault identification accuracy of MAAPE
coupled with random forest is 96.0% and the identification accuracy is slightly lower than RCMPE and
IMFE. However, the computational efficiency is the highest as shown in Table 2. Through the above
experiments, it can be seen that the rolling bearing fault diagnosis method proposed in this paper has
high fault identification accuracy and good execution efficiency, which is more suitable for applications
with high real-time requirements.

Table 2. Performance comparison of rolling bearing fault feature extraction algorithms.

Feature Extraction Average Between-Class Average Within-Class Average
Methods Distance Distance Time-Consuming (S)
MAAPE 1.24 0.20 0.39

IMPE 0.95 0.23 0.57
RCMPE 0.96 0.30 1.11
IMSE 2.22 0.94 0.42
IMFE 3.72 0.33 17.30
RCMSE 4.02 0.38 0.40

Table 3. Fault identification accuracy by combining different fault feature extraction methods with
random forest.

Feature Extraction Methods Fault Identification Accuracy (%)
MAAPE 96.0%
IMPE 96.0%
RCMPE 97.50%
IMSE 84.25%
IMFE 96.25%
RCMSE 92.25%

In order to illustrate the analytical ability of fault severity of the rolling bearing fault diagnosis
method proposed in this paper, the identification accuracy experiments of different fault severity are
carried out in this paper, and the experimental results are shown in Table 4. It can be seen from the
experimental results that the fault accuracy of the proposed method is low when the ball elements



Algorithms 2019, 12, 184 15 0f 17

fault severity is 14 mils and 21 mils, and the overall fault accuracy is 92.8%. As the vibration signal
contains the natural vibration of rolling bearings, the influence of fault size and external interference,
it will have a certain impact on the performance of AAPE fault feature extraction. In addition, the
use of 20 different scales of AAPE feature vector to form the eigenvector will increase the uncertainty
factor, thereby affecting the accuracy of fault identification. In spite of this, it can be seen from the
experimental results that the fault diagnosis method proposed in this paper can analyze the severity of
rolling bearing fault to a certain extent.

Table 4. Identification rate of the proposed rolling bearing fault diagnosis method for different
fault severity.

Typelabels NM IR07 IR14 IR21 OR07 ORI4 OR2l BE07 BEl4 BEz \aentification

Accuracy (%)
NM 40 - - - - - - - - - 100
IR07 - 40 - - - - - - - - 100
IR14 - - 39 - - - - R 1 B 975
IR21 - - : 10 ] ] ) : ) i 100
ORO07 - - - - 40 _ _ _ ~ ~ 100
OR14 - - - - - 39 - - 1 - 975
OR21 - 1 - - - - 39 - - 97.5
BE07 - - - - - - - 40 - - 100
BE14 - - - - - 2 - 2 34 2 85
BE21 - - - - - - - 4 1 35 87.5

5. Conclusions

A rolling bearing fault diagnosis method based on multiscale amplitude-aware permutation
entropy (MAAPE) and random forest is proposed in this paper. The MAAPE-based fault feature
extraction method is proposed for the first time. In order to effectively extract fault features in
vibration signals of rolling bearings, this paper uses a coarse-grained process in MSE to obtain a set of
coarse-grained time series under different scale factors, and extracts fault features contained in different
coarse-grained time series through AAPE to obtain feature vectors representing fault information
of rolling bearings. Then, the random forest classifier is adopted to identify the fault feature vector
extracted from vibration signal of rolling bearings. The proposed fault diagnosis method can effectively
identify the fault type of rolling bearings and the identification accuracy of four fault types is up
to 96.0%. The proposed method can further analyze the fault severity of rolling bearings, and the
identification accuracy under different fault severity is 92.8%.

MAAPE can improve the stability of PE, become more sensitive to amplitude and frequency
changes, and contribute to the description of fault characteristics. However, because it is too sensitive
to the change of amplitude, it is easy for external interference to affect the extracted features, leading
to a decline in identification accuracy. Therefore, how to avoid external interference and highlight
bearing vibration signals before feature extraction will help improve the feature extraction effect of
MAAPE. The following research direction is to further improve the fault feature description ability of
MAAPE, and then improve the fault severity analysis ability of fault diagnosis method.
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Nomenclature

MAAPE Multiscale amplitude-aware permutation entropy

WT
WPT

Wavelet transform
Wavelet packet transform

EMD Empirical mode decomposition
EEMD Ensemble empirical mode decomposition

CEEMD Complete ensemble empirical mode decomposition
LMD Local mean decomposition

ApEn Approximate entropy

SampEn Sample entropy

MSE
PE
RBF
BP
SVM
SKF
RF

Multiscale entropy
Permutation entropy
Radical basis function
Back-propagation

Support vector machine
Svenska Kullager-Fabriken
Random forest

IMPE Improved multiscale permutation entropy
RCMPE Refined composite multiscale permutation entropy
IMSE Improved multiscale entropy

IMFE Improved multiscale fuzzy entropy

RCMSE Refined composite multiscale entropy
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