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Abstract: A simple and fast k-medoids algorithm that updates medoids by minimizing the total
distance within clusters has been developed. Although it is simple and fast, as its name suggests, it
nonetheless has neglected local optima and empty clusters that may arise. With the distance as an
input to the algorithm, a generalized distance function is developed to increase the variation of the
distances, especially for a mixed variable dataset. The variation of the distances is a crucial part of a
partitioning algorithm due to different distances producing different outcomes. The experimental
results of the simple k-medoids algorithm produce consistently good performances in various
settings of mixed variable data. It also has a high cluster accuracy compared to other distance-based
partitioning algorithms for mixed variable data.
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1. Introduction

Cluster analysis is a vital exploratory tool in data structure investigation. Each object within a
group is similar (homogeneous) to each other, and objects between groups are distinct (heterogeneous)
from one another [1,2]. In distance-based clustering, a similarity quantification between objects is
based on the distance; more similar objects have a closer distance and vice versa. After the distance is
defined, either a hierarchical or partitioning algorithm is applied.

One of the popular partitioning algorithms is k-means [3], which is one of the top ten algorithms
in data mining [4]. The k-means algorithm, however, is irrelevant when the data are mixed variable
data because “means” as the center of the clusters (centroid) are unavailable and the Euclidean
distance is not applicable. Then, a modified k-means called a k-prototype was developed to manage a
mixed variable dataset [5]. The k-prototype is similar to the k-means algorithm with pseudo-means
(prototypes) as the centroids. The most common practice for a mixed variable dataset is applying the
partitioning around medoids (PAM) [2], which replaces the centroids with the medoids.

The other approach to calculate a distance for the mixed variable data is via a combined distance
function of the numerical and categorical distances [5–8]. The combined distance function assumes an
equal contribution of each individual variable. When the individual variables contribute differently in
a subspace clustering domain, unequal weights in the Gower distance [9], which is the most common
distance for a mixed variable dataset, can be applied [10]. However, the assumption of an equal
contribution of each variable in a distance function is retained in this article because this assumption is
valid for a regular clustering method.
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After defining the distance for the mixed variable data, either the k-prototype or PAM algorithm
is applied. The difference between the two algorithms relies on the cluster center definition.
The k-prototype determines the centroid by the combinations of the means/median (numerical)
and mode (binary/categorical) or proportional distribution (categorical) [5,6,11–14], depending on the
distance function. Meanwhile, PAM takes the most centrally-located (medoid) one as the cluster center
for any distance function. Thus, PAM as a medoid-based algorithm is more robust with respect to the
cluster center definition than centroid-based algorithms.

K-medoids (KM) [15] and simple and fast k-medoids (SFKM) [16] as medoid-based algorithms
have been proposed. The KM and SFKM algorithms differ in the initial medoid selection, where
the former selects them arbitrarily, while the latter chooses via a specific formula. In the medoid
updating step, on the other hand, they are very similar. Both algorithms operate within clusters only,
like centroid updating in k-means, for the medoid updating. As a result of the within cluster medoid
updating, local optima [17], as well as empty clusters [18] that are likely to arise are not addressed by
these algorithms.

In this paper, by taking local optima and empty clusters into consideration, we propose a
k-medoids algorithm that improves the performance of the SFKM algorithm (SFKM). In addition to
that, we generalize a distance function, which is feasible for any numerical and categorical distance
combination and its respective weight.

2. Related Works and the Proposed Method

2.1. K-Medoids Algorithms

A well-known choice of a medoid-based algorithm is the PAM algorithm [2]. The PAM algorithm
consists of three steps: initial medoid selection, medoid swapping, and object labeling. The initial
medoids are chosen randomly. Then, medoids are swapped with randomly-selected n− k possible
medoids, where n is the number of objects and k is the number of clusters.

Besides PAM, the k-medoids (KM) [15] and simple and fast k-medoids (SFKM) [16] algorithms
have been developed. Both algorithms have restricted the medoid swapping step. It works within
clusters only, i.e., similar to the centroid updating in k-means. However, they both differ in the initial
medoid selection where the KM algorithm uses randomly-selected initial medoids. Meanwhile, SFKM
selects the initial medoids using a set of ordered vj. The value of vj is defined as a standardized row
sum or standardized column sum of the distance matrix that is calculated by:

vj =
n

∑
i=1

dij

∑n
l=1 dil

, j = 1, 2, 3, . . . , n,

where dij is the distance between object i and object j. When the pre-determined number of clusters is
k, the first k smallest set is selected from the ordered vj as the initial medoids.

Due to the similarity to the k-means centroid updating, the KM and SFKM algorithms suffer from
possible local optima [17] and empty cluster [18] problems. The result of the partition in the k-means
greatly depends on the initialization step. The work in [17] listed and compared 12 initialization
strategies in order to obtain a suitable final partition. For general practice, the procedure of multiple
random initial centroids produces a very good partition compared to more complicated methods.
In addition, when two or more initial centroids are equal, an empty cluster occurs. It can be solved by
preserving the label of one of the initial centroids [18].

For the k-medoids algorithm, on the other hand, a ranked k-medoids [19] has been introduced as
a way out for the local optima. Instead of using the original distance between objects, it applies a new
asymmetric distance based on ranks. The asymmetric rank distance can be calculated by either a row
or column direction. Despite its way out of the local optima problem, this algorithm transforms the
original distance into an asymmetric rank distance such that a tie rank of two objects having an equal
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distance can arise. However, it does not discuss how a tie rank is treated, whereas it can be a source of
an empty cluster. Thus, we propose a simple k-medoids algorithm.

2.2. Proposed K-Medoids Algorithm

Even though SFKM can adopt any distances, this algorithm was originally simulated in pure
numerical and categorical datasets. It performs well in a balanced orientation of a simulated numerical
dataset. Unfortunately, when it comes to an unbalanced orientation dataset, the result is poor
(Figure 1a). The dataset in Figure 1a has 800 objects with two variables [20]. The objects are assigned
into five clusters, and the clusters have a spatially-unbalanced orientation in a two-dimensional space.

Thus, we develop a simple k-medoids (SKM) algorithm, which also applies medoid updating
within its clusters in k-medoids setting. The term “simple” is borrowed from the SFKM algorithm for
the initial medoids selection. What distinguishes the SFKM and SKM algorithms is that SKM considers
the local optima and empty clusters. To minimize the local optima problem, several initializations
have been used [21].
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Figure 1. The simple and fast k-medoids (SFKM) (a) and simple k-medoids (SKM) (b)
partitioning results.

The SKM algorithm is as follows:

1. Select a set of initial medoidsMk, i.e., selecting k objects from Xn, randomly.
The random initialization is preferred because the random initialization repeated several times is
the best approach [21]. However, a restriction is applied to a single point of theMk set. One of
theMk sets, which is randomly selected, is replaced by the most centrally-located object. It is
argued that an optimal medoid is when k = 1 is the centrally-located object that minimizes the
sum distance to the other objects. Then, the most centrally-located object can be selected based
on the row/column sum of the distance matrix. It is given as:

ai =
n

∑
j=1

dij =
n

∑
j=1

dji, i = 1, 2, 3, . . . , n,

where ai is the sum distance of the object i to the other objects. If vector ai is ordered, the first
Mk is selected by the smallest ai, which is the most centrally-located object. Note that one/more
medoids from the medoids setMk can be non-unique objects, for example, two medoids have
equal values in all their variables.

2. Assign the label/membership of each object xn ∈ Xn, l(xn), to the closest medoidMk.
When the medoid set of Mk is non-unique objects, an empty cluster can occur because the
non-unique medoids and their closest objects will have the same membership label. To avoid an
empty cluster, the non-unique medoids are restricted to preserve their label. While the closest
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objects to the non-unique centroids can be labeled as any cluster membership in the k-means
case [18], we regulate that the closest objects to the non-unique medoids are assigned/labeled as
only one of the medoids, i.e., a single cluster membership. Hence, this guarantees a faster medoid
updating step provided that the non-unique medoid set is not the most centrally-located object.

3. Update the new set of medoidsMk, maintaining the clusters label l(xn) fixed.

mp := argmin
p ∈ K

∑
n:l(xn)=mp

d(xn, mp),

p = 1, 2, 3, . . . , k

A medoid, mp, is defined as an object that minimizes the sum distance of this object to the other
objects within its cluster.

4. Calculate the sum of each cluster sum distance (E), i.e., the sum distance between objects and
their medoids.

E =
k

∑
p=1

∑
n:l(xn)=mp

d(xn, mp).

5. Repeat Steps 2–4 until E is equal to the previous E, or the set of medoidsMk does not change, or
a pre-determined number of iterations is attained.

6. Repeat Steps 1–5 s times to attain multiple random seeding of the initial medoids.
Note that the centrally-located object always becomes one of the initial medoids. Among the
cluster medoids from the multiple random seeding s, the cluster medoid set that has a minimum
value of E is selected as the final cluster medoids.

7. Assign the membership of each object to the final medoids.

The SKM algorithm can be applied in the aforementioned dataset, which yields a better result
than the SFKM algorithm (Figure 1b).

2.3. Proposed Distance Method

As a distance-based algorithm, the SKM algorithm input requires a distance function.
Compared to distance measures in either numerical or categorical variables, there are limited
alternatives for mixed variable distance. Although the most common distance measure for mixed
variable data is the Gower distance [9], a generalized distance function (GDF) to increase the variation
of the mixed variable choices is developed.

The GDF consists of combinations of weights and distances. It sets particular weights in a linear
combination of numerical, binary, and categorical distances. The distance between two objects in the
GDF form can be computed by:

dij =

(
α

pn

∑
r=1

δn(xir, xjr) + β
pb

∑
t=1

δb(xit, xjt) + γ
pc

∑
s=1

δc(xis, xjs)

)ω

, (1)

where ω is the weight for the whole function, α, β, and γ are the weights for the numerical, binary,
and categorical variables, respectively, pn is the number of numerical variables, pb is the number of
binary variables, pc is the number of categorical variables, δn, δb, and δc are the numerical, binary,
and categorical distances, respectively, and δn(xir, xjr) is the numerical distance between object i and
object j in the variable r.

α, β, and γ are constants implying that each type of all inclusion variables has its own contribution,
and each individual variable in the same type equally contributes to the distance computation.
When the relative influences of individual variables differ, which can be based on the user domain
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knowledge or intuition, the constants can be transformed into a vector. This transformation, however,
results in a subspace clustering domain [10], which is out of the scope of this article.

By using the GDF, we can reformulate the Gower distance, which is a special case of the GDF.
The Gower similarity [9] between object i and object j is normally calculated as:

sij =
∑

p
l=1 ωijlsijl

∑
p
l=1 ωijl

, (2)

sijl = 1−
|xil − xjl |

Rl
, or

sijl ∈ {0, 1},

where ωijl is the jth weight of object i in the variable l, xil is the value of the object i on the lth (numerical)
variable, Rl is the range of the lth (numerical) variable, and sijl = 1 if the objects i and j are similar
in the lth (binary or categorical) variable and zero otherwise. The Gower distance is then obtained
by subtracting one from Equation (2), i.e., dij = 1 − sij. ωijl in the Gower distance regulates the
contribution of each variable. ωijl is equal to zero if there is a missing value [22]. When some specific
variables are more relevant than others to cluster the objects, ωijl is unequal [10]. This occurs in the
domain of subspace clustering. For a conventional clustering method, on the other hand, equal variable
weights (ωijl) for all of the variables are applicable. Thus, the Gower distance for a non-missing value
dataset and all variables being equally contributed can be formulated in a GDF form into:

dij =
1

pn + pb + pc

( pn

∑
r=1

1
Rr
|xir − xjr|+ pb

pb

∑
t=1

δb(xit, xjt) + pc

pc

∑
s=1

δc(xis, xjs)

)
, (3)

where Rr is the range of variable r, δb(xit, xjt) = δc(xis, xjs) = 0 if object i and object j are similar and
one otherwise, i.e., simple matching distance. With equally-contributing variables and without any
missing value, Equations (2) and (3) are equal (see Appendix A). Equation (3) implies that the distance
for the numerical variable is the Manhattan range weighted, while the distance for the binary and
categorical variables is the simple matching.

The other available distances for mixed variable data, which are less popular than the Gower
distance, can be transformed into a GDF form in a similar way. They are the Wishart [23], Podani [22],
Huang [5], and Harikumar-PV [7] distances. The Wishart and Podani distances have similar properties
to the Gower such that the same assumption applies. The Huang and Harikumar-PV distances, on the
other hand, do not admit a missing value and have equally-contributing variables by definition. Table 1
shows the GDF formulation of these distances with respect to their distance combinations and weights.
Then, other combinations of distances and weights are possible.

Table 1. Mixed variable distances in the GDF formulation.

GDF ω α β γ δn(xir , xjr) δb(xit , xjt) δc(xis, xjs)

Gower 1 1
pn+pb+pc

pb
pn+pb+pc

pc
pn+pb+pc

M rw SM SM
Wishart 1

2
1

pn+pb+pc

pb
pn+pb+pc

pc
pn+pb+pc

SE vw SM SM
Podani 1

2 1 pb pc SE r2w SM SM
Huang 1 1 sn sn SE H H

Harikumar-PV 1 1 1 1 M H CoC

pn = number of numerical variables, pb = number of binary variables, pc = number of categorical
variables, sn = mean of the standard deviation of numerical variables, H = Hamming, M = Manhattan,
SE = squared Euclidean, SM = simple matching, CoC = co-occurrence, rw = range weighted, r2w = squared
range weighted, vw = variance weighted.
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3. Demonstration on Artificial and Real Datasets

To apply the proposed k-medoids algorithm (SKM) and distance (GDF), simulated datasets
with specified classes (“true clusters”) are generated. The authors of [24] generated artificial data
with only numerical variables in arbitrary diameters, shapes, and orientations. In order to obtain a
binary/categorical variable for the simulation data, a numerical variable is categorized via a quantile
categorization. The categorization of a numerical variable into a binary/categorical variable is obtained
by dividing the numerical variable into c classes with the 100/c% quantile as the cut point. Thus,
a binary variable is achieved when the median of the numerical variable is applied as a cutoff point.

The artificial data have a degree of separation parameter [25] that has to be pre-specified.
The degree separation values range from −1–1, where one indicates the best-separated clusters.
Due to the focus of the study on the different settings of the mixed variable datasets, the degree
separation is fixed arbitrarily to 0.2, and all variables are important variables. The mixed variable
datasets have four different settings. The variations are in the variables’ proportion, number of clusters,
number of variables, and number of objects.

Each setting of the artificial datasets is partitioned by applying the GDFs (Table 1) as the input.
Due to the possibility of other combinations of distances and weights in the GDF, two distances derived
from the GDF are added, namely the Esimma and Marweco GDFs (Table 2). While the former combines
the Euclidean and simple matching distances, the latter sums the Manhattan range weighted distance
with the co-occurrence distance. Both GDFs set all of the weights to one.

Table 2. Two examples of the mixed variable distances derived from the generalized distance function
(GDF).

GDF ω α β γ δn(xir , xjr) δb(xit , xjt) δc(xis, xjs)

Esimma 1 1 1 1 E SM SM
Marweco 1 1 1 1 M rw CoC CoC

E = Euclidean, CoC = co-occurrence, SM = simple matching, M = Manhattan, rw = range weighted.

Then, the k-medoids algorithms, which is compared in this article, are the PAM, the most popular
medoid-based algorithm, SFKM, the evaluated algorithm, and SKM (s = 20), the proposed algorithm.
To evaluate the algorithms’ performance, the Rand indices are calculated and averaged via a subsetting
strategy [26] in 50 replications of the seven GDFs (Tables 1 and 2). The Rand index is given by:

ri =
a + b
nC2

,

where a and b are the number of pairs of objects in the data. If both object pairs are in the same cluster
under the “true cluster” and are also in the same cluster under the particular algorithm, it belongs to a.
Meanwhile, b indicates that both object pairs are in a different cluster in both the “true cluster” and
particular algorithm.

We also used six real datasets without any missing value from the UCI machine learning
repository [27]. These data are the Iris, Wine, Soybean, Vote, Zoo, and Credit approval datasets
(Table 3). They were selected due to being commonly used to compare clustering algorithms. Each
dataset was analyzed using the proposed SKM algorithm that was applied in the GDFs (Tables 1 and
2). The performance comparison among GDF variations was based on the clustering accuracy index
where perfect clustering had a value of one, and failure of clustering was zero.

To produce the k-medoids algorithms and GDF variations, the analyses were run in the R
software [28] applying several packages. The main package was the kmed package [20], which applied
the SFKM algorithm and GDFs, while the PAM algorithm was applied in the cluster package [29].
The SKM algorithm, on the other hand, was written in an R code and is available in the Supplementary
Material. The clusterGeneration [30] was also applied to generate the artificial data; the flexclust
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package [31] had the Rand index function; and the clue package [32] were able to calculate the
clustering accuracy. Last, the ggplot2 [33] and gridExtra [34] packages helped the visualization results.
With an Intel i3 4GB RAM, all codes required about 90 min to produce the results.

Table 3. Details of the real datasets.

Data Set n pn pb pc k

Iris 150 4 0 0 3
Wine 178 13 0 0 3

Soybean 47 0 0 35 4
Vote 435 0 0 16 2
Zoo 101 1 15 0 7

Credit approval 653 6 0 9 2

n = number of objects, pn, pb, pc = number of numerical, binary, and categorical variables, respectively,
k = number of true clusters.

3.1. Data Simulation

3.1.1. Different Variable Proportions

The artificial data had four cases with different variable proportions. The variations of the
variable proportions included mixed variable datasets with numerical, binary, and categorical variable
domination. In any variable domination, the SFKM had the lowest Rand index and was significantly
different from PAM and SKM (Table 4). When the variable domination was categorical variables with
the number of variables equal to three in the Huang GDF, the Rand index of the SFKM algorithm (0.70)
was the highest compared to the other two algorithms. However, in this variable domination, high
Rand indices were achieved in the Podani GDF (0.78) in both the PAM and SKM algorithms where the
SFKM algorithm had only 0.71 of the Rand index.

Table 4. Rand indices of the different proportions of variables.

Domination Algorithm Gower Wishart Podani Huang Harikumar Esimma Marweco

Numerical
PAM 0.74 0.82 0.73 0.84 0.83 0.85 0.82

SFKM 0.72 a 0.73 a 0.71 a 0.74 a 0.71 a 0.76 a 0.71 a

SKM 0.74 0.80 0.73 0.84 0.83 0.85 0.82

Binary
PAM 0.78 0.78 0.77 0.77 0.76 0.73 0.74

SFKM 0.74 a 0.73 a 0.73 a 0.74 a 0.72 a 0.73 c 0.73 c

SKM 0.78 0.77 0.78 0.77 0.75 0.74 0.75

Categorical PAM 0.78 0.76 0.78 0.69 0.68 0.67 0.74
c = 3 SFKM 0.71 a 0.72 a 0.71 a 0.70 a 0.68 0.67 0.70 a

SKM 0.77 0.75 0.78 0.69 0.68 0.67 0.74

Categorical PAM 0.77 0.82 0.77 0.79 0.78 0.76 0.77
c = 5 SFKM 0.71 a 0.75 a 0.71 a 0.79 0.79 0.76 0.69 a

SKM 0.76 0.81 0.77 0.79 0.78 0.76 0.77

Significantly different (α = 0.05) from: a PAM and SKM, c SKM.

3.1.2. Different Number of Clusters

The artificial data generated four different numbers of clusters. The numbers of clusters were
3, 4, 8, and 10. In any number of clusters, the SFKM algorithm always gave the smallest Rand index
and was different from the other two algorithms (Table 5). When the number of clusters was small,
i.e., k = 3, and the GDF was Marweco, the Rand index of the SFKM was the highest (0.84) compared to
other GDFs. Both PAM and SKM, however, had a higher Rand index (0.88), and it was statistically
different from that of the SFKM. Meanwhile, if the number of clusters was large (k = 10), the highest
Rand index (0.91) of both the PAM and SKM was the Huang GDF. Although the Rand index of the
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SFKM was slightly lower than the other two, i.e., 0.90, it was statistically different. The result showed
that SFKM was the most underperforming algorithm.

Table 5. Rand indices of the different numbers of clusters.

k Algorithm Gower Wishart Podani Huang Harikumar Esimma Marweco

3
PAM 0.83 0.87 0.81 0.81 0.83 0.84 0.88

SFKM 0.79 a 0.83 a 0.76 a 0.79 a 0.81 0.81 a 0.84 a

SKM 0.83 0.87 0.81 0.79 0.81 0.84 0.88

4
PAM 0.76 0.88 0.74 0.89 0.90 0.90 0.84

SFKM 0.72 a 0.84 a 0.73 0.86 a 0.86 a 0.88 a 0.80 a

SKM 0.77 0.88 0.74 0.89 0.90 0.90 0.84

8
PAM 0.82 0.91 0.81 0.91 0.90 0.91 0.88

SFKM 0.80 a 0.87 a 0.80 a 0.89 a 0.87 a 0.89 a 0.84 a

SKM 0.81 0.90 0.81 0.91 0.90 0.90 0.87

10
PAM 0.86 0.92 0.85 0.91 0.91 0.91 0.89

SFKM 0.84 a 0.88 a 0.85 a 0.90 a 0.88 a 0.90 a 0.85 a

SKM 0.85 0.90 0.85 0.91 0.90 0.91 0.87

Significantly different (α = 0.05) from: a PAM and SKM.

3.1.3. Different Numbers of Variables

The artificial data simulated a different number of mixed variables. The numbers of the mixed
variables were 6, 8, 10, and 14. In any number of mixed variables, the SFKM algorithm showed
underperforming results (Table 6). When the number of mixed variables was six and the GDFs were
Huang and Harikumar, the Rand index of the SFKM algorithm (0.70) was the highest compared to the
other two algorithms. Nevertheless, high Rand indices were attained by the Gower GDF (0.85) in both
the PAM and SKM algorithms, where the SFKM algorithm had only 0.79 of the Rand index.

Table 6. Rand indices of the different numbers of variables.

p Algorithm Gower Wishart Podani Huang Harikumar Esimma Marweco

6
PAM 0.85 0.77 0.83 0.69 0.69 0.69 0.79

SFKM 0.79 a 0.75 b 0.81 a 0.70 b 0.70 c 0.70 0.77 c

SKM 0.84 0.76 0.84 0.69 0.69 0.69 0.79

8
PAM 0.80 0.93 0.79 0.90 0.90 0.92 0.86

SFKM 0.74 a 0.86 a 0.75 a 0.88 a 0.84 a 0.88 a 0.79 a

SKM 0.80 0.93 0.79 0.91 0.90 0.92 0.86

10
PAM 0.74 0.77 0.73 0.76 0.76 0.76 0.76

SFKM 0.71 a 0.73 a 0.71 a 0.74 a 0.73 a 0.74 a 0.70 a

SKM 0.74 0.76 0.73 0.75 0.76 0.76 0.75

14
PAM 0.69 0.85 0.68 0.95 0.95 0.95 0.89

SFKM 0.66 a 0.78 a 0.66 a 0.85 a 0.81 a 0.86 a 0.79 a

SKM 0.69 0.85 0.67 0.95 0.95 0.95 0.89

Significantly different (α = 0.05) from: a PAM and SKM, b PAM, c SKM.

3.1.4. Different Numbers of Objects

The artificial data had variations in the number of objects. The datasets had 100, 500, 1000,
and 2000 objects. Overall, both PAM and SKM had better results than SFKM (Table 7). They shared
similar high Rand indices (≥0.95) when the number of objects was 2000 in the Huang, Harikumar-PV,
and Esimma GDFs. However, although SFKM had a high index in the Harikumar-PV GDF, it was
significantly different from both the PAM and SKM algorithms.
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Table 7. Rand indices of the different numbers of objects.

n Algorithm Gower Wishart Podani Huang Harikumar Esimma Marweco

100
PAM 0.75 0.87 0.73 0.94 0.93 0.95 0.91

SFKM 0.72 b 0.84 a 0.73 0.89 a 0.88 a 0.89 a 0.85 a

SKM 0.74 0.88 0.73 0.94 0.93 0.94 0.91

500
PAM 0.76 0.93 0.75 0.91 0.90 0.92 0.92

SFKM 0.74 a 0.88 a 0.74 0.88 a 0.87 a 0.90 a 0.89 a

SKM 0.76 0.93 0.75 0.91 0.89 0.92 0.92

1000
PAM 0.75 0.88 0.75 0.86 0.89 0.89 0.85

SFKM 0.73 a 0.81 a 0.74 0.86 0.86 a 0.87 a 0.84
SKM 0.76 0.88 0.74 0.86 0.89 0.89 0.85

2000
PAM 0.77 0.96 0.77 0.98 0.98 0.98 0.95

SFKM 0.76 a 0.91 a 0.76 a 0.97 0.95 a 0.97 0.92 a

SKM 0.78 0.96 0.77 0.98 0.98 0.98 0.95

Significantly different (α = 0.05) from: a PAM and SKM, b PAM, c SKM.

Tables 4–7 show that the proposed k-medoids (SKM) had better performance than the evaluated
algorithm (SFKM). In all settings, the Rand indices between the “true cluster” and SKM algorithm were
higher than those between the “true cluster” and SFKM algorithm. On the other hand, from the running
time perspective, theoretically, the SKM algorithm required more time than the SFKM algorithm due
to repetition sets vs. a single set of initial medoids. By applying s times the multiple random seeding,
the SKM finished a partitioning algorithm in a maximum of s multiplied by the required time of the
SFKM. A simulation of k = 3 and k = 10 with s = 20 in the SKM, however, had an insignificant gap
from the SFKM when the number of clusters was large (Figure 2).
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Figure 2. Benchmarking of the SKM and SFKM for k = 3 (a) and k = 10 (b).

Although the SFKM algorithm, which applied a specific formula for the initial medoid selection,
gained speed, it performed badly with respect to the external validation, i.e., Rand index. With the
current advancement in computation, in addition, the speed of the SKM algorithm could be increased.
Due to the independent random seedings as many as s times, parallel computation was feasible to
gain speed in the SKM. Hence, the SKM could be as fast as the SFKM when the number of cores was
s. Although it was suggested to repeat the algorithm as many times as possible to avoid the local
optima problem [17], with 20 seedings, the SKM algorithm yielded a similar result to the popular PAM
algorithm. Then, the SKM and PAM algorithms were compared with respect to their efficiency.

The comparison took two different numbers of clusters (k = 3, 10) in small and large numbers
of objects (n = 200, 1000, 3000). Each evaluation was averaged over 50 replications with seconds as
the evaluation unit. The comparison also applied two different random number generators (set.seed).
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Figures 3 and 4 show that PAM had a faster run time than SKM when the number of clusters was small
(k = 3) and the number of objects was large (n > 1000). With large k and n (k = 10, n > 1000), on the
other hand, SKM required less time compared to PAM. Thus, SKM and PAM were on par for small n
and k.
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Figure 3. Benchmarking of PAM and SKM for k = 3 (a) and k = 10 (b) with set.seed (2018).
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Figure 4. Benchmarking of PAM and SKM for k = 3 (a) and k = 10 (b) with set.seed (2019).

3.2. Real Datasets

3.2.1. Iris Data

The Iris dataset has no binary and categorical variables, albeit that it has only four numerical
variables with 150 objects assigned to an equal size of three classes. We applied the seven GDFs and
one additional Canberra GDF. The maximum clustering accuracy was 95.3% for the Canberra GDF.
Comparing to the k-means [6] and k-prototype [13] for the mixed and categorical variable algorithms,
the clustering accuracy of the SKM algorithm, which applied the Canberra GDF, was the highest
(Table 8).

3.2.2. Wine Data

The wine dataset has 13 numerical variables with 178 objects assigned to three classes. The seven
GDFs and Canberra GDF were applied. The highest accuracy index 92.7% was achieved when the
Podani GDF was applied. If SFKM, k-harmonic means, and ranked k-medoids were applied to the
wine data, the clustering accuracy indices gained only 70.4%, 68.5%, and 70.3%, respectively [19].
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Table 8. Clustering accuracy (in percent) of the real datasets.

Dataset Type SKM Other Algorithms

Iris Numerical 95.3 94.7 [6] a, 82.2 [13] b

Wine Numerical 92.7 70.3 [19] c

Soybean Categorical 100 91.0 [13] b, 81.0 [16] d

Vote Categorical 87.8 86.7 [6] a

Zoo Mixed 82.2 78.7 [19] c

Credit approval Mixed 82.7 77.9 [13] b

a k-means for mixed and categorical variables, b k-prototype for mixed and categorical variables,
c rank k-medoids, d SFKM.

3.2.3. Soybean Data

The Soybean dataset only consists of categorical variables with 35 categorical variables and
47 objects attributed to four classes. Due to the absence of the numerical and binary variables,
the seven GDFs were reduced to five GDFs. The two GDFs were the Esimma and Marweco GDFs
that were equal to the Gower and Harikumar-PV, respectively. In the Soybean data, the Gower/
Esimma, Wishart, Harikumar-PV/ Marweco gained the maximum clustering accuracy, i.e., 100%. They
out-performed both the k-prototype [13] and SFKM [16] algorithms.

3.2.4. Vote Data

The Vote dataset only consists of categorical variables with 16 categorical variables and 435 objects
attributed to two classes. Harikumar-PV/ Marweco achieved 87.8% as the highest clustering accuracy.
Compared to the k-prototype, hierarchical, and k-means for the mixed and categorical variables
algorithms, they achieved 83.7%, 85.5%, and 86.7% clustering accuracy, respectively [6].

3.2.5. Zoo Data

The Zoo data have 101 objects assigned to seven classes. These data are mixed variables with one
numerical and 15 binary variables. The seven GDFs were applied. The maximum clustering accuracy
index was 82.2% for the Marweco GDF. Although the rank k-medoids [19] offered local optima way
out through asymmetric distance, the clustering accuracy of the Zoo data was only 78.7% (Table 8).

3.2.6. Credit Approval Data

The Credit approval data have 653 objects (without NA) assigned to two classes. This dataset
is mixed variables with six numerical and nine categorical variables. The seven GDFs were applied
in the credit approval data. The maximum clustering accuracy index was 82.7% for the Marweco
GDF. For this dataset, the author of [13] listed the clustering accuracy of other algorithms such as
the k-prototype (56.2%), similarity-based agglomerative clustering (SBAC) (55.5%), KL-FCM-GM
(Kullback–Leibler fuzzy c-means Gauss multinomial) (57.4%), and k-prototype for the mixed and
categorical variables (77.9%) [13].

Table 8 shows that the SKM had better performances in all real datasets. Notice that the other
algorithms in Table 8 may apply a different distance method. The SKM algorithm in the Iris dataset,
for instance, applied the Canberra GDF that was compared to the k-means and k-prototype with
the Euclidean distance. Although it appeared to be an unfair comparison due to the different GDF
(distance) selections, our comparison emphasized the GDF’s advantage in its combinations of the
distances and weights.

The flexible combinations of the distances are an important feature of the GDF. While there are
many alternatives for numerical, binary, and categorical distances, the mixed variable distances have
few options. The more variations in the mixed variable distance are of the utmost importance due
to the distance function exerting a major effect on a partitioning algorithm’s result [35], i.e., different
distances producing different optima. Hence, with the GDF’s flexibility, various distance combinations
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and weights can be simply applied. The Esimma and Marweco GDFs were the two GDF examples that
were applied showing the GDF benefit.

Due to the linear combination of the numerical, binary, and categorical variables independently,
another advantage of the GDF is that each distance class can be also canceled out when a class variable
is excluded in a dataset. If a dataset only consists of numerical variables, for instance, the distance
involved is only a numerical distance by eliminating the binary and categorical distances. The Canberra
GDF in the Iris data, for example, emerged because the binary and categorical distances were omitted.

An adjustable weight to set a different contribution of an individual variable is the last advantage
of the GDF. While the GDF had a scalar (constant) weight for α, β, and γ, it can be replaced by a vector
of weights. The vector of weights implies that each variable has its own contribution to the distance
computation, i.e., the variables do not equally contribute. Unequal contributions of the variables have
been applied iteratively in the subspace clustering of the k-means algorithm by updated weights [36].
If a vector of weights is applied in the GDF, on the other hand, the contribution of the variables is
calculated only once compared to as many as the iterations in the updated weights. Thus, the vector of
weights in the GDF is preferred in a medoid-based algorithm setting than the updated weights.

4. Conclusions

A simple k-medoids (SKM) algorithm was proposed in this paper. To supply the distance as an
input in this algorithm, a generalized distance function (GDF) was also developed. This function was
adjustable to any type of data, and when the data were mixed variables, flexible combinations of the
distances and weights were gained. Compared to the simple and fast k-medoids (SFKM) [16], which
had a similar way in the within-cluster medoid updating, the SKM surpassed any mixed variable
data case. The SKM performance was also similar to the PAM. With the s parameter as the number
of initializations, a number of s equal to 20 was sufficient to produce a similar result to the PAM.
When the numbers of clusters and objects were few, the run times of the SKM and PAM were similar.
However, the SKM required less time for a large number of clusters and objects. The partitioning
results of the six real datasets showed that the SKM had a better cluster accuracy index compared to
other partitioning algorithms. Moreover, there is an R package, which is available from CRAN, called
kmed, that implements both SFKM and GDF.
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Appendix A

The Gower distance of objects i and j is defined as dij = 1− sij. Assuming no missing value
and equally-contributing variables, i.e., ωijl = 1, dij with a single variable of the numerical, binary,
and categorical variables becomes:

dij = 1− sij

= 1−
snumerical

ij + sbinary
ij + scategorical

ij

1 + 1 + 1

= 1−
snumerical

ij + sbinary
ij + scategorical

ij

3

=
3− (snumerical

ij + sbinary
ij + scategorical

ij )

3

=
(1− snumerical

ij ) + (1− sbinary
ij ) + (1− scategorical

ij )

3

=
(1− (1− |xi−xj |

R )) + dbinary
ij + dcategorical

ij

3

=

|xi−xj |
R + dbinary

ij + dcategorical
ij

3
.

When the numbers of numerical, binary, and categorical variables are pn, pb, and pc, respectively,
the Gower distance of objects i and j is:

dij =
∑

pn
r=1

|xir−xjr |
Rr

+ ∑
pb
t=1 dbinary

ij + ∑
pc
s=1 dcategorical

ij

pn + pb + pc

=
∑

pn
r=1

|xir−xjr |
Rr

+ pb ∑
pb
t=1

dbinary
ij
pb

+ pc ∑
pc
s=1

dcategorical
ij

pc

pn + pb + pc

=
1

pn + pb + pc

( pn

∑
r=1

1
Rr
|xir − xjr|+ pb

pb

∑
t=1

δb(xit, xjt) + pc

pc

∑
s=1

δc(xis, xjs)

)
,

where both the δb(xit, xjt) and δc(xis, xjs) are simple matching distances.
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