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Abstract: Marine transportation in Aegean Sea, a part of the Mediterranean Sea that serves as 

gateway between three continents has recently seen a significant increase. Despite the commercial 

benefits to the region, there are certain issues related to the preservation of the local ecosystem and 

safety. This danger is further deteriorated by the absence of regulations on allowed waterways. 

Marine accidents could cause a major ecological disaster in the area and pose big socio-economic 

impacts in Greece. Monitoring marine traffic data is of major importance and one of the primary 

goals of the current research. Real-time monitoring and alerting can be extremely useful to local 

authorities, companies, NGO’s and the public in general. Apart from real-time applications, the 

knowledge discovery from historical data is also significant. Towards this direction, a data analysis 

and simulation framework for maritime data has been designed and developed. The framework 

analyzes historical data about ships and area conditions, of varying time and space granularity, 

measures critical parameters that could influence the levels of hazard in certain regions and clusters 

such data according to their similarity. Upon this unsupervised step, the degree of hazard is 

estimated and along with other important parameters is fed into a special type of Bayesian network, 

in order to infer on future situations, thus, simulating future data based on past conditions. Another 

innovative aspect of this work is the modeling of shipping traffic as a social network, whose analysis 

could provide useful and informative visualizations. The use of such a system is particularly 

beneficial for multiple stakeholders, such as the port authorities, the ministry of Mercantile Marine, 

etc. mainly due to the fact that specific policy options can be evaluated and re-designed based on 

feedback from our framework. 

Keywords: maritime transportation; data engineering; modeling and simulation; Bayesian 

networks; social network analysis 

 

1. Introduction 

Ships’ traffic is the supreme central factor of maritime shipping safety. The rising number of 

vessels and their sizes, together with cargo type, is related to increased likelihood of accidents 

including fires, explosions and losses of life and catastrophic impact on the environment. Such 

negative effects increase awareness of government bodies, industry sectors and society on the 

importance of risk assessment. To assess such a risk, domain experts need to know and understand 

how marine traffic behaves. Traffic trend modeling is an input of high value to construct robust risk 

assessment policies. AIS (Automatic Identification System) provides a great opportunity for traffic 

monitoring but also for discovering basic processes which govern the domain of marine traffic in 

given areas of interest. 

One of the main difficulties posed by marine traffic engineering is to determine the optimum 

parameters of existing or newly constructed parts of the waterways. Depending on the type of 

waterway parameters that can be obtained are, for example, density of ships per time period, changes 
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of speed when conditions change on neighboring areas, level of cargo hazard in combination with 

sea water conditions, etc. Such factors are usually obtained by either an inexpensive but less accurate 

analytical method or by a more expensive but accurate simulation method [1]. 

1.1. ICT and Maritime Data Engineering 

The advances of Information and Communication Technology (ICT) could certainly be exploited 

for both real-time monitoring and alerting functionalities and for exploring patterns of past data 

behavior and obtaining knowledge about their properties with the forecasting ability into mind. The 

AIS system, along with other sensor data such as radar and GPS can fully support the above 

operations.  

External conditions on the sea also play an important role to maritime traffic engineering. Sea 

and weather conditions are often one of the main causes of marine accidents, also deteriorating any 

potential rescue plan. In the Mediterranean Sea, on the 8th of December 1966, SS Heraklion was 

overwhelmed by heavy seas in the Aegean Sea whilst on passage from Crete to Piraeus and capsized. 

Of the 281 people on board only 47 survived [2]. A more recent incident (luckily without casualties) 

happened on the 8th of February 2016, the vessel MV Epsilon, severe weather conditions resulted in 

its heavy roll during a turn and mass shifting of its cargo, causing damages and some injuries [3]. 

Some cases from marine accidents in the Artic region are also presented in [4]. 

ICT has portrayed significant improvements towards this direction as well, by deploying real-

time monitoring or modeling systems that constantly provide software agents with meteorological 

and sea conditions for a given location. Big data and data mining have also been developed into one 

of the fastest-growing areas in ICT. The vast amounts of generated data from the marine traffic 

domain and from other sources as well, requires sophisticated solutions when handling, collecting 

and analyzing big data to extract meaningful knowledge.  

A large variety of data mining platforms have been introduced, requiring less programming and 

deploying effort from the user’s perspective than ever. Furthermore, web technologies have 

progressed to a phase that nowadays, one can use any type of electronic device (such as smartphones, 

tablets, PCs) and gain full access to distributed data, hybrid methods and sophisticated visualization 

outcomes. Based on all the above arguments, it is mature to state that the proposed work, is utilizing 

all of the aforementioned ICT services in order to ensure effective modeling, analysis and simulation 

of marine traffic data and provide experts with useful insight on current but also future trends and 

patterns. 

1.2. Factors That Raise Marine Traffic Engineering Awareness 

The current work focuses on Aegean, an archipelago of the Mediterranean Sea which connects 

three continents, such as Europe, Asia and Africa. Aegean Sea is an area in which shipping traffic has 

increased dramatically. This increasingly heavy traffic brings a great risk of maritime disaster, which 

could have long lasting environmental and socio-economic impact. The Aegean archipelago has the 

highest accident rate in the Mediterranean.  

The development of shipping, the international trade and tourism relations but most 

importantly the geographical location of the Aegean contributes to increased shipping traffic in the 

area. Every day, hundreds of ships are cruising the waters of the Aegean to transport people, goods, 

materials and fuel to and from various regions of Greece, Cyprus, Egypt, Turkey and the Middle East. 

The following factors need to be identified to provide a qualitative insight on marine engineering 

awareness. 

1.2.1. Sea Traffic 

The maritime traffic in the Mediterranean Sea has increased dramatically in recent years due to 

technological advances in vessels, which have greatly improved the speed, capacity and size. In 

addition, tourist cruisers choose the eastern Mediterranean for the conduct of the cruise, offering 
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economic and tourism boom in the region. However, the shipping around the area is not thoroughly 

controlled and lots of dangers are lurking.  

Despite the small size of the Mediterranean Sea in relation to the area covered by the Earth, it is 

the home for approximately 14–18% of marine species worldwide and about ¼ of organisms that 

lives in the Mediterranean considered endemic. Characterized by a large number of small islands and 

narrow channels, where a lot of protected species can find appropriate conditions to survive such as 

sea turtles, seals, marine mammals and sharks. Consequently, it is important to protect and preserve 

the eastern Mediterranean area from the devastating impacts of uncontrolled shipping [5]. 

1.2.2. Accidents and Hazards 

The Aegean Sea has the highest accident rate in whole the Mediterranean region. According to 

a recent survey conducted by "Archipelagos", (a Greek institute of marine conservation) in three key 

vessel passages of the Aegean Sea, it was observed that about 65% of the moving vessels were cargo 

ships, 21%, were tankers and only 5% were passenger ships. Furthermore, it was observed that a 

large number of vessels sailing under "flags of convenience", about 16%, increased chances of an 

accident. 

Lack of Designated Shipping Lanes 

The lack of regulated waterways allows vessels to moving at will, without any control and safe 

shipping lane policy, as illustrated in Figure 1. The enforcement of designated shipping lanes through 

the most suitable routes has been proven as a factor of reducing the number of accidents in other seas 

globally, therefore reducing the chance of ecological and socio-economic disaster. 

 

Figure 1. A 24h shipping trajectory compilation in the Aegean Sea. Source: Archipelagos®., Samos, 

Greece. 

1.2.3. Impact of Maritime Accidents 

A maritime accident would cause irreparable damage to the ecosystem of the Aegean Sea and 

socio-economic losses to both Greece and Turkey. In the past, within the Aegean Sea, several 

accidents have occurred, causing irreparable damage to the environment. The sinking of the tanker 

“Irene Serenade” resulted in a crude oil spill of 120,000 tons near the touristic ad historic Greek city 

of Pylos. The sinking of the cruise ship “Sea Diamond”, which happened in the Greek island of 

Santorini in 2007, was a marine accident that cost two lives, about 7.2 million Euros to the Greek state 

and caused major ecological disaster in the Aegean Sea after spilling 250,000 liters of diesel [6]. 

Nowadays, 11 years later, the ship continues to contaminate the area of the continuous leakage of oil 

and a series of toxic pollutants such as asbestos and mercury, as the hull of the ship is decomposing. 

Studies have shown that these contaminants can pass into the human food chain, since local fishes 

caught for consumption. 
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1.3. Research Questions 

Based on the above arguments, the present work deals with three research questions: 

 RQ1: How to incorporate various heterogeneous data sources about marine traffic, vessel 

information and sea conditions towards modeling and understanding potential hazardous 

situations. 

 RQ2: How to exploit historical data towards creating a simulation tool for inferring about future 

situations under conditions of uncertainty. 

 RQ3: How to create useful visualization and insights for the domain, in order to help experts 

formulate policies, regulations, reform emergency plans, etc. 

2. Related Work  

In order to be inline with the aforementioned research questions, the present section discusses 

recent works in exploitation of AIS data for identifying maritime routes, analysis and visualization 

of historical data for simulation purposes and risk models for marine traffic. 

The work of [7] shows that the combination of automated grouping of AIS data opens up a range 

of possibilities for analysis of ship traffic and maneuvering from simple statistical studies of current 

traffic to the inference of a prototypical voyage plan for a group of ships. In [8], the authors presented 

a space-use method, which is available and popular in the domain of movement ecology, in an 

attempt to analyze Principal Fairways (PF). The used AIS data together to bathymetric data in order 

to identify when and where strait corridors are used by transit-passage vessels. They argued that this 

method has certain value in maritime risk assessment and waterway planning in a specific strait. In 

[9], it was reported that AIS data could be used as an important tool for a wide range of industries 

and stakeholders of the marine domain such as spatial planning, developments and local marine 

industries (e.g., fisheries). He demonstrated a procedure for processing, analyzing, and visualization 

of AIS data with example outputs and their potential uses. The extracted knowledge resulted in the 

development of tools that performed density mapping, vessel tracking, interpolations of vessel 

dimensions, and ship type analysis. The dataset was subdivided according to its sector and was 

mapped into data packets which could also be analyzed over time. Additional uses of AIS data were 

proposed to monitor invasive non-native species, fisheries, and general statistics. Similar exploitation 

of AIS data is also presented by [10]. In this work, an AIS data warehouse environment is built in 

order to be referenced by port development planning, traffic forecasting, navigation safety 

assessment, and policy-making decisions. 

In the analytical review paper of [11], it is stated that AIS data have proven to be practical and 

useful for activities ranging from basic traffic management, strategic planning, simulation-based 

training, analysis of various risks in terms of human, environmental, and economic loss, decision-

making in the contexts of safety and security at sea. A noteworthy remark is that amongst the 

reviewed publications, a major common point was identified: that the information service is strongly 

dependent on the quality of AIS information and intelligent applications for information processing, 

integration, and presentation. In this context, it has also been demonstrated that AIS alone has never 

been sufficient to describe a full, comprehensive maritime picture. 

As regards to the analysis and visualization of historical data records as basis for simulation 

under uncertainty, we would like to refer to the works of [12] and [13]. The former studied wintertime 

navigational accidents in the Northern Baltic Sea. For cases with no AIS information, they used 

simulation techniques from video analysis. Together with visual data mining, a well-known method 

for its utility in obtaining qualitative knowledge from data sources through a combination of 

visualization techniques and human interaction with the data, they managed to analyze accidents 

that occurred between 2007 and 2013. The results, as claimed by the authors, could be primarily useful 

for improving risk analyses focusing on oil spill risks in winter conditions and for developing realistic 

training scenarios for oil spill response operations. The latter work focused on extreme weather 

factors and their correlation with commercial fishing operations. Based on data obtained from the 

area of Atlantic Canada, regression analysis demonstrated the existed of strong relations between the 

studied weather factors and fishing activity incidents. 
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Some interesting research in the field of simulation of marine traffic is presented in [14]. A 

probabilistic model is used to analyze the risk of two frequent types of marine accidents, such as 

collision and grounding. Their attention is specified upon oil tankers since they pose the highest 

environmental risks. The probability of vessel colliding is assessed in terms of a minimum-distance-

to-collision-based model. The model defines the collision zone using a mathematical ship motion 

model and considers the traffic flow to be a non-homogeneous process. Similar approach is followed 

for the probabilistic assessment of grounding. Furthermore, in the work of [15], the authors presented 

a simulation model that attempts to assess the potential impact of deepening the terminals and ports 

of Delaware River and Bay areas, by considering multiple parameters such as tide, navigation, 

terminal and anchorage rules as well as vessel profiles.  

Concerning risk analysis, a solid review article by [16] emphasized on the catalytic influence of 

solid scientific basis in qualifying risk measurements. They stated that many of their studied 

applications and methods lack clarity about foundational issues concerning the scientific method of 

risk analysis. Definitions for key terminology are often lacking, perspectives are not introduced and 

little attention is given to the scientific approach underlying the analysis. Furthermore, another 

important conclusion in their work stressed the fact that even though many articles use probability-

based risk analysis, only a minority utilizes factors such as uncertainty. Another review article on the 

same topic was published by [17] also mentioning the need to obtain both quantitative and qualitative 

models of risk in maritime transportation. He mentioned several works that are based on Bayesian 

inference and Bayesian networks, in alignment with the proposed work. In 2010, the article by [18] 

presented a paper which concerned the risk assessment of maritime industry, using logistic 

regression and Bayesian Networks. More specifically, a binary logistic regression method was used 

to provide input, using different data resource in maritime accidents. In the network-learning phase, 

the writers used a dataset of 130,000 vessels, by combining information about 10,000 lost vessels and 

120,000 existing vessels, counting for more than 90% of worldwide commercial tonnage. All of the 

conditional probabilities and prior probabilities of the nodes of the Bayes Network were obtained 

through the application of binary logistic regression. Finally, they defined an equation which 

estimates the occurrence probability of an accident and they presented some instances for the effects 

of different factors. 

3. Theoretical Background 

Bayesian Networks (BNs) [19] provide a powerful probabilistic mechanism for reasoning under 

conditions of uncertainty. Formally, a BN is a directed acyclic graph (DAG), whose nodes represent 

a random characteristic of a domain (i.e., a set of mutually exclusive and collectively exhaustive 

propositions) and its arcs portray causal relationships among features (i.e., a probabilistic 

dependence between the node and its parents). BNs are both mathematically rigorous and intuitively 

understandable. They enable an effective representation and computation of the joint probability 

distribution (JPD) over a set of random variables. The structure of a DAG is defined by two sets: the 

set of nodes (vertices) and the set of directed edges. The nodes represent random variables and are 

drawn as circles labeled by the variable names. The edges represent direct dependence among the 

variables and are drawn by arrows between nodes 

Consider the following example that illustrates some of the functionalities of BNs. Supposed 

that the BN, depicted in the following Figure 2 is targeted for a marine modeling expert. The expert 

wishes to model parameters such as VesselType, Cargo, Accident and Pollution. Each one of these 

parameters contain the listed values: 

 VesselType: 

o New 

o Old 

 Cargo: 

o Dangerous 

o Not Dangerous 

 Accident: 



Algorithms 2019, 12, 27 6 of 22 

o Yes 

o No 

 Pollution: 

o High 

o Low 

The structure of this network indicates that Accident is affected by the type of vessel and the 

cargo they carry. In addition, an accident can cause pollution at a given area. Apart from the structure, 

the CPT is also depicted, showing the degree of influence of the source node to the target node. By 

following the BN independence assumption, several statements can be observed: 

 The variables VesselType and Cargo are marginally independent, but when Accident is 

observed (given) they are conditionally dependent. The type of this relation is often named as 

explaining away.  

 When Accident is given, Pollution is conditionally independent of its ancestors VesselType and 

Cargo.  

 Instead of factorizing the joint distribution of all variables using the chain rule, such as 

P(V,C,A,P) = P(V)P(C|V)P(A|C,V)P(P|A,C,V) the BN defines a compact JPD in a factored form, 

such as P(V,C,A,P) = P(V)P(C)P(A|V,C)P(P|A). Note that the BN structure reduces the number 

of model parameters (i.e., the number of rows in the JPD table) from 24−1 = 15 to only 8. This 

property is of major importance since it allows researchers to create a tractable model of domains 

with a plethora of attributes. 

Such a reduction provides great benefits from inference, learning (parameter estimation), and 

computational perspective. 

 

 

Figure 2. A toy Bayesian Network for marine traffic modeling. 

When people use BNs, they behave similarly to expert systems, since they allow representing 

beliefs and knowledge about a specific occurrence. The network represents the knowledge on a 

thematic area. Given evidence on the presence or absence of other situations, conclusions can be 

drawn on a particular situation. This important observation allows us to build information retrieval 

systems that are based on a straightforward probabilistic approach. 

Hybrid Bayesian Networks 

Managing BNs in domains where variables are continuous is not straightforward in a general 

way. The most common way to deal with the above situation is to discretize the variables and then 
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use the known methods for discrete variables. Note however that this is an approximate approach, 

since we introduce some error in the discretization procedure. 

There are some kinds of continuous variables in which the computations can be done in an exact 

way, one of which is the Multivariate Gaussian distribution. For the purposes of this study, a 

generalization of that model, the Conditional Gaussian (CG) distribution is adopted, in which 

discrete and continuous variables appear simultaneously, forming the so-called “Hybrid Bayesian 

Network” [20]. 

4. Marine Simulation System 

The detailed description of the marine data simulation framework is described in the following 

text. As already mentioned in the introductory section, it is operating in a twofold manner, namely, 

a data preprocessing and transformation process and the main process of simulation using Bayesian 

networks and visualization using Social Network Analysis. 

4.1. Data Description and Preprocessing 

Figure 3 demonstrates the first phase of the data gathering approach. As one could observe from 

the above figure, the first operation is about constricting a spatio-temporal big data framework for 

building simulation processes on top of it. The current design supports the inclusion of a Region of 

Interest (RoI) that is adjustable is size, with granularity set to a value of about 38km~1500km2 for our 

area of interest. Different levels of granularity were thoroughly evaluated and in spite of being 

supported, results have shown that low areas pose significant computational and managerial 

restrictions to the latter components of the system such as the data mining and the Bayesian network 

component without gaining significant forecasting outcomes. 

The second step is the retrieval of static and dynamic ship data. More specifically, the location, 

the average speed in knots and the cargo, associated in a scale of A to D, with A considered the most 

hazardous. Additionally, data about sea conditions such as wave height was automatically retrieved 

by the POSEIDON system of the Hellenic Center of Marine Research (HCRM). 

These features are used to construct the spatial objects. From such objects, input parameters 

needed by the simulator will be estimated. Such parameters include the number of ships found within 

a RoI, the average speed, the number of ships that carry hazardous load and the average distance 

between ships. As depicted in Figure 3, these parameters are aggregated per time period, from a day 

to a week and finally to a month. In order to represent data in a spatial dimension, the freely available 

Spheres library was used. Despite the fact that PostgreSQL provides methods for creating, indexing 

and querying spatial data, the Spheres library was preferred due to its programming properties and 

the simplicity in use. 

 

Figure 3. The data preprocessing process. 

Separation of the AEGEAN in RoI

Retrieval from the internal database about ship 
data

Calculcation of the input parameters per time 
period

Retrieval from POSEIDON about exogenous 
conditions

Data mining analysis
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The same approach is followed towards retrieval of exogenous conditions such as the sea wave-

length. Such data are retrieved by the POSEIDON system, which is linked to our tool via RESTful 

interconnection. The preprocessing tool’s main task is to create a list of aggregated criteria per RoI, 

such as the number of ships, the average speed within this area, the density of the ships in the area 

and the sea conditions. The next phase focuses on applying clustering, an unsupervised data mining 

technique to these regions. Clustering organizes RoIs into groups of similar behavior, aiming at 

identifying in an unsupervised manner the hazardous and non-hazardous clusters. 

Various clustering algorithms were examined and evaluated such as K-means, Expectation 

Maximization and DBSCAN. Upon completion of this unsupervised phase, statistical measures were 

extracted for each cluster and the danger level was assigned by a domain expert, resulting in a set of 

six dangers levels. More specifically, as mentioned in the Acknowledgements Section, the domain 

expert was the Hellenic Ports Association (ELIME), a collaborator of project AMINESS that funded 

this work. The method for assigning these levels was through survey forms to the members of the 

ELIME association. The process for allocating the optimal number of clusters is explained in the 

following section, namely Experimental Results. The exact methodology is depicted in Figure 4. 

 

Figure 4. The main characteristics of the clustering subsystem. 

The last step of the data gathering approach is to update the internal database with information 

from the above process. In order to help users evaluate the outcome of this process, a graphical, web 

interface has been developed. The interaction course is depicted in the two figures below (Figures 5 

and 6): 

 

Figure 5. The web user interface. 

Data formatting for analysis in RapidMiner

Clustering of the selected parameters (criteria) 

Measuring of the cluster charactericts and danger 
level setting

Visual representation of the clustering outcome
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On the left side of the page, the user can choose the criteria on which simulation will be based 

on. These criteria (they are shown in Greek in the portal) are: 

 Number of ships 

o It represents the total number of ships that passed through that RoI in a whole time slot 

(day, week, month) 

 Average speed 

o For each RoI, the speed of each instance is averaged on the number of instances 

 Hazardous cargo 

o the most frequent hazard level, as extracted by looking at all cargos from ships that passed 

through this RoI (i.e., nominal value from A to D, A denoting the most hazardous situation). 

This is a weighted value in order to give more emphasis on the hazardous load. 

 Ship density 

o The average distance between all ships that passed through a RoI. 

 Wave height 

o As retrieved from the POSEIDON system 

Finally, there is another criterion which is not shown to the user but taken into consideration by 

our approach. This criterion is the number of ships with flag of convenience. Upon selecting the 

criteria and the time period, results of data mining are presented as shown below: 

 

Figure 6. The outcome of the clustering approach. 

As depicted, RoIs are drawn using different coloring levels. A transparent RoI denotes safe areas 

while yellow to dark red represent increasing levels of danger. This information is also stored in the 

database for future use by the simulation component. From a technical point of view, this 

visualization interface utilizes Google Maps API and JavaScript (jQuery and jQuery UI). 

4.2. System Programming Details 

The main database schema adopted is illustrated below: 
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Figure 7. Database Schema. 

The first table contains the position, speed, orientation, status (such as anchored, cruising, etc.) 

and the time of message reception by the receiver. The second table refers to the ship’s static details 

and is connected to the dynamic data via the mmsi field. The static data are useful when extracting 

the flag of convenience, size, age, etc. Finally, the third table contains details on the type of the ship, 

and the hazard level of cargo. From this table, the preprocessing tools is creating the spatio-temporal 

data for the smallest granularity level, which is set to a day. The aggregated data are stored on the 

following database table as shown below: 

 

Figure 8. The simulation data are stored in a separate table. 

Each RoI is assigned a unique key (ID). All the other fields correspond to the criteria mentioned 

earlier. Finally, the outcome of the clustering process is coded as field color (numeric) on a scale from 

−1 to 5, −1 meaning no hazard and 5 meaning very dangerous area.  

In order to record ship movements within an area, we split the AEGEAN area into spatial 

polygons and the application asks the database about passing ships, speed and hazard level. Since 

the RoI size is adjustable, data preprocessing from database would require numerous database I/O 

operation. Therefore, we have created a series of classes in Java that could help this process by 

view_voyage

• mmsi

• lat

• lon

• speed_kts

• course_deg

• nav_status

• time_utc

attributes

• mmsi

• time_utc

• ship_name

• ship_type

• call_sing

• flag

• ship_length

• ship_draght

• gross_reg_tonnes

• dead_weight_tonnes

• year_built

ship_type_codes

• code

• ship_type

• hazard_cat

• all_ships_of_type

• reserved_future_use

• no_additional_info

• other
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performing a plethora of spatial operations in memory. The following figure shows these class 

connections. 

 

Figure 9. Class connection flowchart. 

The main class is called GMap. Its duty is to create a map and the separation into RoI, each one 

with the marine criteria. The separation of the map into regions is achieved by providing the top left 

point, the size of rectangles (squares) and the number of areas, horizontally and vertically. The 

predefined values are the separation start point, using Latitude 41.00000001 and Longitude 

18.00000001 in order to cover the Hellenic Seas. Afterwards, the CustomRectangle class creates the 

remaining RoI, also calling the method for retrieving data from the database and preprocessing them 

to find the criteria. The CustomRectangle object extends the LatLonBoundingBox object, from the 

Spheres library, which provides a spatial polygon object. When reading data from database, GMap 

creates a connection and asks for ship information, creating a Vessel object along with all the ship’s 

characteristics. As described earlier, the connection closes and all spatial operations and queries are 

performed using the Spheres library. As soon as all vessels are identified (using the Marker object) in 

each RoI, the hazard criteria are calculated, as well as density. In order to retrieve the wave height 

from POSEIDON, the Gmap object is using a method (called waves) for asking a Live Access Server 

(LAS) using the center of each RoI as anaphora. The LAS usually responds as text and then the Gmaps 

object aggregates values from hours to per day granularity. Subsequently, the ClusterProcess method 

is called in order to cluster the created dataset. ClusterProcess can be called with different arguments 

as regards to the clustering method and its internal parameters. Finally, a reconnection to the 

database is performed in order to update clustering outcome (the danger level of each RoI) into table 

mydata (field color). 

4.3. Simulation Phase 

Figure 10 depicts the second stage of the proposed framework. 

Custom 

Rectangle 
Vessel 

GMap 

LatLon 

Bounding Box 
Marker 

ClusterProcess 
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Figure 10. The description of the simulation phase. 

The first step prepares data for the simulation phase. We model the database instances as a multi-

variate time series where geospatial information also contributes to the data. More specifically, for 

each RoI, the parameters presented above are windowed not only in time (e.g., the current period 

and the previous period) but also as regards to the neighboring conditions. As an example, consider 

Figure 11: 

 

Figure 11. The windowing process. 

As it can be observed, for each RoI (called “target”), the set of its eight neighboring RoI is 

considered. Within each RoI, the set of input parameters is kept (as described in the previous 

subsections).  This comprises the spatial dimension of the windowing process. As regards to the 

temporal dimension, we consider a varying window of K previous periods. 

The second step is dealing with feeding the new, augmented vector to the Bayesian learning 

process. The learned structure is used later to estimate the Conditional Probability Table (CPT) of 

each node. The CPT is constructed using the Expectation Maximization algorithm along with 

observed data from the database. Figure 12 illustrates a small subset of the trained BN.  

Storing and Visualizing simulated data

Infering the network on output parameters, given (subset) of input

Estimating the CPT using EM algorithm and available data

Learning Hybrid Gaussian networks from data

Windowing of training vectors
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Figure 12. A fragment of the trained Bayesian network. 

The training process is performed off-line. Upon learning of the structure and parameters (CPT) 

of the network, inference on the nodes which represent the future values, given the observed ones, is 

performed, in order to predict the future parameters of the target RoI, given the whole set or a subset 

of the available input parameters. Simulated data is then stored on a separate database, for 

exploitation and visualization purposes. 

5. Experimental Evaluation 

This section discusses the outcome of the experimental evaluation of the simulation tool. It is 

divided in two section, with the former focusing on the evaluation of the clustering procedure and 

the latter reporting the performance on Bayesian inference, the main mechanism we adopted for 

simulation. 

5.1. Measuring Clustering Validation 

Clustering is used for the analysis of data because knowing how many and which of the areas 

are dangerous in advance is not feasible. Moreover, allowing for human intervention for the 

classification of danger in each area is not practical due to the tremendous laboring effort it would 

require. It is the task of clustering to organize a set of objects in such a way that objects in the same 

group (called a cluster) are more similar to each other than to those in other groups.  
In order to find the most appropriate clustering method, three well known and theoretically 

different algorithms were benchmarked, such as k-Means [21], Expectation Maximization (EM) [22] 

and DBSCAN [23]. The first algorithm is based on clustering by using the most representative object 

of a cluster, that is a centroid, the second algorithm uses data distributions in an iterative manner for 

the separation of clusters, while the latter makes use of the density of the data set. In density-based 

clustering, clusters are defined as areas of higher density than the remainder of the data set. Objects 

in these sparse areas - that are required to separate clusters - are usually considered to be noise. 

The first issue we had to deal with is the optimal number of clusters to be concerned. In solutions 

such as K-means and EM, this parameter is needed as input. A good way to find that number, is to 

consider various values and then for each clustering solution returned by each algorithm to estimate 

the sum of squared error (SSE), given by the following formula: 
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where Ci is the i-th cluster and ci (in lower case) represents the centroid of Ci. 

By plotting the SSE of the k-Means algorithm against different values for k (k = number of 

clusters to be found) the optimal k lies at the point where the curve makes an immediate slope. As 

one could notice by examining Figure 13, this phenomenon occurred for k = 10, therefore this was the 

initial solution. However, when discussing with two domain experts from the Greek Ports 

Association, it was decided that this should change to a lower value, since having so many danger 

level intervals is not user-friendly, especially at the visualization phase. Similar behavior was 

observed for the EM as well. 

 

Figure 13. Sum of squared error (SSE) versus number of clusters. 

Given that the ground truth labels are not known, evaluation must be performed using the 

model itself. The criteria for comparing the results of all three algorithms are the density of each 

cluster and the Silhouette Coefficient [24,25]. For density, the Euclidean distance was used as distance 

metric. The lower the value of density is, the more similar the components to each other are and thus, 

the more compact a cluster is. 
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where n denotes the number of points of a dataset, m is the number of clusters and ����is a specific 

point j from the total points n belonging to a given cluster αi from the total number of clusters m. 

According to the above formula, the Euclidean distance is calculated between points using all of 

their features and the average of all of distances is returned. Afterwards, it is multiplied by the 

number of elements of the cluster minus one and the resulting number represents the performance 

of each clustering method.  

To calculate the total performance of an algorithm the performance of each cluster is summed 

by weighting the number of components that are contained in each cluster and divided by the total 

number of components. 
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As regards to the latter performance metric, a higher Silhouette Coefficient score relates to a 

model with better-defined clusters. The Silhouette Coefficient is defined for each sample and is 

composed of two scores: 

a: The mean distance between a sample and all other points in the same class. 

b: The mean distance between a sample and all other points in the next nearest cluster. 

The Silhouette Coefficient s for a single sample is then given as: 

�� =
� − �

���(�, �)
  

Three different time periods were chosen randomly, namely day, week and month. The total 

number of RoI for the Aegean Sea was 672, given the square size of 1km per side. Each algorithm was 

tested based on predefined chosen criteria, except (a) the number of k, in k-means and in EM 

algorithms k was chosen to equal to 6 and (b) in DBSCAN algorithm the variable ε is replaced by a 

value of 1.0 and the min_points was set to 5. Parameter ε specifies how close points should be to each 

other to be considered as part of a cluster and parameter min_points specifies how many neighbors a 

point should have to be included into a cluster. Since the choice of such parameters plays a crucial 

role in the validity of clusters, we followed estimated the distance from each point to its nearest 

neighbor and created a histogram. By examining the value of distance units where the vast majority 

of points lie within provides a good estimate of the ε parameter. Consequently, for that ε value, we 

examined how many points lie within each point's ε -neighborhood. Again, by visually examining 

the histogram, we exclude the values that have too few neighbors and look for values that start having 

an increasing number of neighbors. Parameter min_points is chosen as the value where the number 

of neighbors begins to grow. 

According to literature, the most efficient algorithm (with the best performance) is the one with 

the smallest absolute value of density. By executing the evaluation process, the following results were 

returned, tabulated on Table 1, referring to cluster density while Table 2 tabulates the Silhouette 

Coefficient score for the same experimental setting: 

 k-Means DBSCAN ΕΜ 

Day -748.720 -3582.824 -1705.336 

Week -769.273 -3701.001 -1715.009 

Month -991.182 -3717.501 -2195.938 

Table 1. Cluster Density evaluation results upon the selected clustering algorithms. 

According to the results of Table 1, it is apparent that the algorithm with the lower average density 

and with almost threefold difference in clustering is the k-Means. The same trend appears on the 

second table as well, denoting that k-Means is the most accurate clustering model. 

 k-Means DBSCAN ΕΜ 

Day 0.741 0.343 0.610 

Week 0.733 0.311 0.606 

Month 0.681 0.303 0.588 

Table 2. Silhouette Coefficient evaluation results upon the selected clustering algorithms. 

In addition, the speed of execution of the k-Means algorithm is slightly faster of this of DBSCAN, 

while the EM algorithm runs more slowly. Measurements were made on a sample of three different 

time periods, taking into consideration all the criteria of data analysis. Additional parameters of k-

Means or differentiation of k extract values quite close to those of k = 6 and we considered using more 

clusters for the evaluation of the sample as unnecessary. 

5.2. Evaluation of the Inference Performance 
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In this experimental setting, we are mostly interested in measuring the inference ability of the 

hybrid Bayesian network in one selected output parameter, namely danger level. Certainly, the 

network is able to simultaneously forecast the future values for all output parameters, but for reasons 

of readability, the aforesaid was selected. Since the majority of similar works utilize linear regression 

analysis and neural networks, a benchmark of the performance of the proposed method is provided 

against Linear Regression and Multi-layer perceptron Neural networks (NN). The method of 10-fold 

cross validation was used, in which the dataset is iteratively partitioned into two distinct subsets, a 

train and a test set, using a 9:1 ratio. Algorithms are trained using the former set and their forecasting 

models are tested on the latter. This step is repeated 10 times using different train and test subsets. 

The result is the average performance over the 10 experimental runs. About performance evaluation, 

the following metrics were used: 

5.2.1. Mean Absolute Error 

The MAE Ei of an algorithm I is calculated by the equation: 

( )
1

1 n

i ij j
j

E P T
n 

 
 

 

where P(ij) is the value that algorithm I forecasted for a j-th sample (from a set of n examples) and Tj 

is the value of the ‘target value’ for the j-th example. For an ideal classification, P(ij)= Tj and Ei = 0. So, 

the Ei indicator varies from 0 to infinity, with 0 to correspond to the ideal classification. 

5.2.2. Root Mean Squared Error 

The RMSE Ei of an algorithm I is calculated by the equation: 
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where P(ij) is the value that algorithm I forecasted for the sample j (from a set of examples) and Tj is 

the value of the ‘target value’ for the j-th example. For an ideal classification, P(ij) = Tj and Ei = 0.  

Figure 14 shows the forecasting performance of the three algorithms, namely the hybrid 

Bayesian network, Linear Regression and Neural Networks, depicted in pairs of two (our method 

against each other approach suggested by literature)  

 

(a) 
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(b) 

Figure 14. Comparing the performance of the proposed Bayesian method against Linear Regression 

analysis (a) and Neural Networks (b). 

As seen above, the adopted solution outperforms Linear Regression in both error rates by more 

than 60%, supporting our claim that Bayesian analysis is well suited for the task at hand, providing 

also semantic interpretation of the variable relations. The same applies at the comparison with NN, 

where again, the Bayesian network performs better, portraying an error rate approximately 35% 

lower than that of NN. 

Despite the fact that the obvious approach when comparing two forecasting models is to select 

the one that has the smaller error measurement based on one of the error measurements described 

above, we have to decide if this difference is significant or basically due to the specific choice of data 

values in the sample. Hence, each of the three forecasting models, namely Linear Regression (LR), 

Bayesian Networks (BN) and Neural Networks (NN), was compared to the others in terms of the 

Diebold-Mariano (DM) test [26]. Taking the null hypothesis: “both forecasting models have the same 

accuracy” into consideration, the DM test returns two measurements, that is a p-value, denoting that 

the hypothesis holds when close to 1 or does not hold when close to 0 and DM-statistics, measuring 

the squared errors of the two models. Negative values show that the squared errors of the model 

listed first are lower than those of the model listed last. 

Table 2 tabulates the DM-test outcome between all forecasting models. By examining the p-

values of pairs LR-BN and BN-NN we can observe that they are very close to zero (i.e., 0,0073 and 

0,0088 respectively) denoting that the null hypothesis that both models have the same accuracy is not 

statistically valid. Considering the last pair between LR and NN we can clearly observe that their p-

value is significantly larger than 0. The same conclusion could be drawn by examining the DM-

statistic metric. Again, it is observed that BN have significantly lower error rates than the other two 

models. 

Null Hypothesis: both forecasts have the 

same accuracy 

p-value LR BN NN 

LR   0,0073 0,6311 

BN     0,0088 

NN       

DM statistic LR BN NN 

LR   0,6264 0,4305 

BN     -3,8733 

NN       
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Table 2. DM-test results for all forecasting models, carried out in pairs. 

6. Modeling Marine Transportation as Social Network 

Upon simulation, we aimed at extending the framework to support more advanced 

visualizations functionalities. Thus, we borrowed techniques from the area of Social Network 

Analysis (SNA). We model the ship traffic domain as an undirected network, whose nodes 

correspond to selected RoIs that need special attention (such as ports, regions that are beings crossed 

by major passaging vessels) and arcs represent the trajectories of vessels moving from one node to 

another. The network would be then analyzed by using conventional SNA analysis algorithms and 

visualized in constant time or in discrete timeslots, in order for domain and policy experts to observe 

dynamic changes over time. The idea is that transportation of ships may be considered as a form of 

social network where nodes represent points in the sea where significant traffic is being observed 

and arcs can be considered as preferences of ships over moving across specific points. In an attempt 

to model maritime flow, we should take the fact that a maritime network is an assemblage of 

individual vessel trajectories that are subjected to spatial constraints. Therefore, by analyzing such 

networks we could identify influential points that could potentially become areas of high risk in terms 

of accidents, touristic development, port authority strategic planning, etc. 

More specifically, historical AIS data were transformed into trajectories using the original 

geolocation information and applying a linear interpolation model. Upon trajectory construction, the 

network’s nodes were divided into two categories, namely static (ports) and dynamic (areas where 

several trajectories of ships cross). The arcs corresponded to the passing of ships from one node to 

another, again based on their extracted trajectories (usually weighted by some criterion, such as 

average speed or average number of ships). The quality of this network was measured, utilizing 

metrics such as centrality, density, modularity, PageRank score, etc.  

Using the Java language and the freely available Gephi® library, visualization could take place, 

either in a static time period or in a sliding window of time. 

6.1. Social Network Analysis Measures 

The present section illustrates the various metrics that can be encountered during a network 

analysis phase, in order to understand the underlying concepts and relations. The five most 

significant concepts that are commonly used in social network analysis tasks are closeness, network 

density, centrality, betweenness and centralization. In addition to the aforementioned, there are four 

other measures of network performance that include: robustness, efficiency, effectiveness and 

diversity. The first set of measures deal with the structure of the network while the second set of 

metrics focuses on the dynamics and thus depend on a theory explaining why certain agents do 

certain things in order to access the information [27]. 

Closeness reflects the ability to access information through network members. Network density 

is a measure of how connected a network is. Node centrality denotes the number of ties with other 

nodes while betweenness of a node measures the extent to which an agent (represented by a node) 

can play the part of a broker or gatekeeper with a potential for control over others. Centralization 

provides a measure of the extent to which a whole network has a centralized structure. 

Robustness can be evaluated based on how it becomes fragmented when an increasing fraction 

of nodes is removed, whereas network efficiency can be measured by considering the number of 

nodes that can instantly access a large number of different nodes. Effectiveness targets the cluster of 

nodes that can be reached through non-redundant contacts and finally, diversity, conversely suggests 

a critical performance point of view where nodes are diverse in nature, that is the history of each 

individual node within the network is important.  

6.2. Applying SNA to Marine Traffic Data 

As previously described, all nodes were coded using the name of the port (in case of static nodes) 

and the name of the closest island or inland point for the dynamic nodes. In all cases, the latitude and 
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longitude values were obtained. The network was formed by the aforementioned nodes and edges 

were placed by monitoring the ship movement over time. More specifically, when a ship was passing 

from a specific node a trigger was initiated that was alert until the ship passed from another node in 

the network for a given period and if not, the trigger was set to the initial value. For example, when 

a ship was found initially in the node that corresponds to the port of Piraeus, a trigger was initialized, 

waiting for the ship to enter another node in the network during a manually predefined period. In 

case it did, the counter of ships form Piraeus to the other node was increased by one and at the end 

of the day, if these counts exceeded a threshold value, an edge was established. From a technology 

perspective, the trigger was implemented using Oracle database triggers in PL/SQL language. The 

triggers were fired during INSERT/UPDATE operation within the framework’s database. 

Figure 15 portrays a visualization based on the authority level of nodes, for the area of the 

Aegean Sea, followed by the same network layered on a map in order to clearly depict the areas of 

interest, see Figure 16. As we can observe, node colors correspond to the modularity class of the 

network, that is the different node communities that are formed, while network sizes reflect the 

closeness centrality. The label size is also proportional to this metric, helping visualization of the 

status of ship movements between these points of interests (i.e., nodes). The edges are weighed 

according to the number of ships moving between two nodes. Note that these edges could be 

weighted with other metrics such as average speed, type of cargo, weather conditions, etc., since all 

of the above are available from our database.  

 

Figure 15. SNA of real ship transportation data for a given day (27/09/2018) in the Aegean Sea. Nodes 

are sized according to the betweenness centrality metric and colored according to their modularity 

class. Edges are weighted according to the number of ships passing between the nodes. 

This figure can reveal and visualize important knowledge to domain experts from the AIS data. 

For instance, the green arcs portray significant marine traffic within the island group of Cyclades, 

and the island of Crete, some of the most touristic parts of Greece. Since there are both commercial 

and passenger ships that form the network, domain experts could examine imposing regulated 

waterways to the former since the effects of a potential accident including vessels with dangerous 

cargo would have catastrophic consequences for the economy and the environment. 

In the figure below, the same graph as above is simplified by removing the edges and mapped 

onto a Google Maps’ layer of the Aegean Sea. 
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Figure 16. The network of Figure 15, layered upon a Google map of the area. 

6. Conclusion 

Marine traffic in the Aegean Sea has dramatically increased throughout recent years, mainly due 

to the need for marine transportation of fuels, materials and goods to and from the Middle East 

countries and the development of commercial agreements with Chinese factories and logistics. The 

increase in maritime traffic, despite the commercial benefits to the region, is posing significant 

challenges to the preservation of the local ecosystem and safety as well. This danger is further 

deteriorated from lack of regulations and unregulated waterways. Marine accidents may cause major 

ecological disasters and have socio-economic impacts in Greece. Monitoring the marine data is of 

major importance and one of the primary goals of the current research. 

Real-time monitoring and alerting can be extremely useful to local authorities, companies, 

NGO’s and the public in general. Apart from real-time applications, the discovery of hidden patterns 

and trends is also significant. Towards this direction, a simulation tool for marine data has been 

designed and developed. 

Recent advances in data storage and management as well as the great progress on data analytics 

methods have enabled Big Data analytics by researchers and developers. Based on free and 

commercial solutions, nowadays, an analyst could create advanced applications using minimal effort. 

Existing and newly developed solutions have been incorporated in order to create a framework.  

The framework analyses historical data about ships and area conditions, of varying time and 

space granularity, measures critical parameters that could influence the hazard of a specific region 

and clusters such data according to their similarity. This process covers research question no. 1, 

namely the incorporation of various heterogeneous maritime and weather data towards identifying 

hazardous conditions. Upon this unsupervised step, the degree of hazard is estimated and along with 

the other parameters is fed into a special type of Bayesian networks [28,29], in order to infer on future 

situations, thus, simulating future data based on past conditions and addressing the related research 

question no. 2. The use of such a system is particularly beneficial for multiple stakeholders, such as 

the port authorities, the ministry of Mercantile Marine, etc. mainly due to the fact that specific policy 

options can be evaluated and re-designed based on feedback from our framework. Finally, maritime 

flow has been modeled and analyzed as a social network to address the third research question, 

which is the creation of useful visualization and insights for the domain. 

Experimental results have portrayed that the suggested technique is more beneficial than other 

methods, such as neural nets and linear models for a variety of reasons, ranging from accuracy to 
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computational issues. The tool is customizable in the sense that new criteria could be added, new 

danger estimation functions could also be supported and clustering could only be serving as a data 

organization method. In order to stress the practical applicability of the proposed study, the 

simulation framework could serve as an analysis and risk assessment tool as well as a decision 

support system for policy-making process by local authorities and domain experts.  
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