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Abstract: The exponential increase in online reviews and recommendations makes document
classification and sentiment analysis a hot topic in academic and industrial research. Traditional
deep learning based document classification methods require the use of full textual information to
extract features. In this paper, in order to tackle long document, we proposed three methods that use
local convolutional feature aggregation to implement document classification. The first proposed
method randomly draws blocks of continuous words in the full document. Each block is then fed
into the convolution neural network to extract features and then are concatenated together to output
the classification probability through a classifier. The second model improves the first by capturing
the contextual order information of the sampled blocks with a recurrent neural network. The third
model is inspired by the recurrent attention model (RAM), in which a reinforcement learning module
is introduced to act as a controller for selecting the next block position based on the recurrent state.
Experiments on our collected four-class arXiv paper dataset show that the three proposed models all
perform well, and the RAM model achieves the best test accuracy with the least information.

Keywords: document classification; deep learning; convolutional feature aggregation; recurrent
neural network; recurrent attention model

1. Introduction

Document classification is a classic problem in the field of natural language processing (NLP).
Its purpose is to mark the category to which the document belongs. Document classification has a
wide range of applications, such as topic tags [1], sentiment classification [2], and so on. With the
fast development of deep learning, several deep learning based document classification approaches
have been proposed, such as the popular convolutional neural networks (CNN) based method for
sentence classification [3]; the recurrent neural network (RNN) based method [4], which can capture
the context information beyond the classical CNN model; and the recent proposed attention based
method [5]. Those approaches have shown excellent results in the tasks of short document classification.
For example, the hierarchical attention method [5] achieved 75.8% accuracy on Yahoo’s Answer [6]
dataset and 71% accuracy on the Yelp’15 [7] dataset. Further, the experimental results of the CNN
model [3] reached 81.5% accuracy on the MR (movie reviews with one sentence per review) dataset [2]
and 85% accuracy on the CR (customer reviews of various products) dataset [8]. Note that those
benchmark datasets mainly consist of short texts according to the statistic in the literature [5] that the
average number of words for those four datasets is less than 160.
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Despite the success of deep learning based methods for short document classification, for long
documents, such as long articles, academic papers, and novels, among others, directly employing CNN
or RNN to capture the sentence-level or higher-level features is prohibitive and not effective. Firstly,
only loading a mini-batch of 128 long documents, say more than 10,000 words, with 300-dimension
word vector representation would cost several gigabytes GPU (Graphic Processing Unit) memory.
Secondly, for CNN model, full document would induce a deeper network to capture the hierarchic
features, which, in turn, burdened the GPU memory pressure. Thirdly, for the RNN model, unlike
sentence classification, it is impossible to feed the full long length document to a single RNN network
because even for long–short term memory (LSTM), it cannot memorize such huge context.

In view of the above problems, we propose three document representation and classification
network models for long documents. In these models, we did not exploit all information of each
document, but instead we extracted some of the content. This prevents the model from being too
large. In the first model, we first randomly sub-sample the full document, then use the word vectors
of the extracted words as input, use the convolution neural network to extract the features of the
documents, and finally feed the features to the classifier. The second model improves the first one.
After random sub-sampling full-text, by sorting the sampled blocks according to the order of context,
a recurrent neural network layer is used to not only concatenate the local convolutional features,
but also capture the contextual order information of the sampled blocks. Our third model is inspired
by the recurrent attention model (RAM) [9], in which a reinforcement learning module is introduced
to act as a controller for selecting the next block position smartly based on the recurrent state.

The paper is organized as follows: in Section 2, we review the relevant knowledge of convolutional
neural network and recurrent neural network, and the significant effects that have been made using
these networks. Section 3 proposes our three approaches for long document classification. One is the
basic random sampling method, another is the ordered local feature aggregation by RNN, and the
third model added a reinforcement learning module as a controller for selecting words. In Section 4,
the three approaches are evaluated on our collected four-class arXiv paper dataset for long document.

2. Related Works

2.1. Convolution Neural Network in NLP

The application of convolution neural networks in the field of computer vision has achieved great
success. Several well-known CNN models have been proposed, such as VGGNet [10], Google Net [11],
and ResNet [12], among others. Besides these successes in computer vision field, CNN has also been
applied to the field of NLP. One popular model for sentence classification is based on a simple CNN
model [3]. It uses different sizes of convolution kernels to convolute the text word vector matrix,
and thus different degrees of the relevance between words can be obtained. This model serves as a
classic model and is an experimental baseline in many other papers. Besides document classification,
CNN is also widely used in sentiment analysis [13], relationship classification tasks [14], and topic
classification [3].

2.2. Recurrent Neural Network in NLP

Recurrent neural networks have shown great success for sequential data. In particular, LSTM
(long–short term memory) [15] tackles the notorious problems of “gradient vanishing” and “gradient
exploding” by its carefully designed gates. In the fields of NLP, the popular Seq2Seq [16] model
is based on RNN/LSTM, in which a multi-layer of an LSTM network is used as an encoder and
another multi-layer of the LSTM network is used as a decoder. This kind of Seq2Seq model has many
variants and has been applied in many applications, such as machine translation [17], text summary
generation [18], and Chinese poetry generation [19], among others.

Regarding document classification, as RNN/LSTM could help to encode the sequential nature
of sentence or even document, the extracted feature could then be augmented to improve the basic
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model. In the literature [4], the authors introduced a recurrent convolutional neural network for
text classification to capture contextual information. In the literature [20], the authors improved the
basic RNN/LSTM based text classification model using a multi-task learning framework. Recently,
a hierarchical attention method was proposed in the literature [5], in which the word-sentence structure
of the document is explicitly modeled by this hierarchical attention model.

These methods have achieved very good performance in document classification tasks, but they
are designed to access all text information, which limits those approaches applicability to relatively
short documents.

3. Model

3.1. Model_1: Random Sampling and CNN Feature Aggregation

A naïve solution of handling long length document is to reduce the length of a document by
randomly sub-sampling and then employ classic approaches of document classification. However,
naïve randomly sub-sampling the document would lose the sentence structure. Here, we propose
to randomly sample several blocks or sentences of the document that can at least maintain the local
correlation of words in these blocks or sentences.

Our first model, CNN_Random_Agg, in short, is based on this kind of random block/sentence
sub-sampling, and then aggregates the extracted local CNN features for classification. This model is
shown in Figure 1. Input X is a word vector matrix of n × d, where n is the word number of the full
document and d is the dimension of the word vector. We first randomly sample a few groups of words
in the full document range as

{
Xi}K

i=1 with w words in each group, where Xi is the ith sampled block of
words with the size of w× d, and K is the number of sampled groups. In our experiments, just 6–10%
of the full document words could obtain good performance. Then, we use 1d-CNN, Relu (Rectified
Linear Unit) activation function, and max-pooling operation to extract the features of each group
as follows:

yi = Relu[Conv1D(Xi, W)] (1)

yi = max_pooling[yi] (2)
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Here, Conv1D is the 1d CNN operator and W is the tensor of the convolutional filters with the
shape of h× d× f , where h is convolutional kernel size, d is the dimension of the word vector same
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as above, and f is the number of convolutional filters. Thus, after the operation of Equation (1), yi,
the convoluted feature for each group, is further pooled to yi by the max over time pooling operation
as Equation (2). Then, for the K sampled groups of words, the extracted local CNN features {yi}

K
i=1

are concatenated as follows:
y = [y1, y2, . . . , yK] (3)

This aggregated CNN feature y is then input to the last full-connected layer for classification.
Finally, we perform the Softmax operation and output the probability p.

3.2. Model_2: CNN Feature with LSTM Aggregation

In the first model, we extracted and aggregated local CNN features from the randomly sampled
blocks or sentences of the document for classification. This kind of feature aggregation is simple and
effective, though the correlation among those sampled blocks is lost. This is because there is no order
information between the randomly sub-sampled blocks, which results in less semantic association
between the feature vectors of these blocks. Therefore, we consider using a recurrent neural network
(RNN) to explicitly model the semantic order of the sampled blocks. RNNs have shown great success
in many NLP tasks, such as non-segmented continuous handwriting recognition [21] and autonomous
speech recognition [22]. Specifically, in this model we use LSTM [15] nodes as RNN computational
nodes, shown in Figure 2. The advantage of the LSTM node is that it well tackles the difficulty of
“gradient vanishing” and “gradient exploding” by its carefully designed gates. Therefore, it is possible
to design a deeper LSTM network and unfold this network into many steps, which is suitable for
practical sequential data modeling.
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The LSTM node is calculated as follows [15]:

i = σ(Uixt + Wiht−1)

f = σ(U f xt + W f ht−1)

o = σ(Uoxt + Woht−1)

g = tanh(Ugxt + Wght−1)

ct = ct−1 ⊗ f + g⊗ i

ht = tanhct ⊗ o

(4)

In our second model, CNN_LSTM_Agg, in short, we sorted each group of words in the order of
text to obtain the semantic order, so as to form a set of ordered document data. The first steps are the
same as the model of CNN_Random_Agg, but the key difference to the model of CNN_LSTM_Agg is
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that we use an LSTM layer to aggregate the extracted local CNN features for classification. The specific
model structure is shown in Figure 3.
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3.3. Model_3: CNN Feature with Recurrent Attention Model

In the previous two models, we use the random sub-sampling technique to extract parts of the text.
As a result, the blocks of words that the two models selected are purely random, which do not represent
the most salient parts of the document. In view of this, we consider introducing a smart sampling agent
that can quickly find the best positions for those blocks. Inspired by the seminal recurrent attention
model (RAM) [9], we expect to employ reinforcement learning to control the locations of sampled
blocks, so that we could select more suitable blocks of words that better represent the characteristics of
the document.

The diagram of the model CNN_RAM_Agg is shown in Figure 4. This document classification
framework incorporates the recurrent attention mechanism, which includes a glimpse network module
fg(·
∣∣θg) for local CNN feature extraction, a recurrent neural network module fh(·|θh) for CNN feature

aggregation, and an attention network fa(·|θa) for sampling location predication. The algorithm of
this model is shown in Algorithm 1.

Algorithm 1: CNN_RAM_Agg

1: Input: Document D, GloVe dictionary, initial network parameter
[
θa, θh, θg

]
(θa for attention network, θh for

recurrent network, θg for glimpse network), number of glimpse T, maximum iteration maxIter.
2: for i = 0, 1, 2, . . . , maxIter do
3: for t = 0, 1, 2, . . . T do (l0 is initialized by a random location)

Extract words near the position lt and use GloVe to obtain the word vectors
Use the glimpse network fg(·

∣∣θg) to extract feature vectors ot

Input ot to the LSTM network fh(·|θh) to obtain a new hidden state ht

Predict the next location lt+1 by the attention network fa(·|θa) with ht

4: end for
5: Using the aggregated feature hT+1 emitted from the last step of LSTM to obtain the predicted label.
6: If predicted label is correct then get reward 1 otherwise get none reward.
7: Update fa(·|θa) parameters θa with reinforcement learning; update fh(·|θh) parameters θh and

fg(·
∣∣θg) parameter θg with back propagation

8: end for
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Following the mechanism of RAM [9], at the tth glimpse step, the location lt is predicted by the
attention network fa(·|θa) of previous step. Then, a block of words is extracted near this location and
the local CNN features ot are extracted by the glimpse network fg(·

∣∣θg) . Next, ot is aggregated with
the previous hidden state ht−1 to obtain a new hidden state ht by the LSTM network fh(·|θh) . Then,
the attention network fa(·|θa) predicts the next location lt+1 for the next glimpse step. After the model
glimpses T locations, the last state of LSTM hT+1 is used for document classification. Note that we use a
reinforcement learning technique to train the attention network fa(·|θa) because the predicted location
lt is not differentiable with respect to θa. Thus, if the predicted label is correct, our model receives
reward r = 1, otherwise r = 0. Then, the attention network fa(·|θa) is optimized by maximizing the
expected cumulative return, as Equation (5):

J(θ) = Ep(s1:T |θ)

[
∑T

t=1rt

]
= Ep(s1:T |θ)[R] (5)

where p(s1:T |θ) is the optimized policy, which predicts the next position according to its glimpse at
each step; rt is the reward for each step; and R is the cumulative return, which is defined as follows:

R = ∑T
t=1γt−1rt (6)

where γ is the decaying coefficient.

4. Experiment Analysis

This section mainly introduces the data set used for the experiment, the experimental setup,
and the comparative analysis of the experimental results.

4.1. Data Set

We collected four classes of papers from arXiv as the benchmark dataset for long document
classification. They are cs.IT, cs.NE, math.AC, and math.GR, and the number of papers in each class is
3233, 3012, 2885, and 3065, respectively. Among them, each class in our dataset has an average of more
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than 6000 words, which is much longer than other short document datasets, such as IMDb (Internet
Movie Database) reviews, Amazon reviews, and so on.

Because the format of these papers is very special, we take the following preprocessing steps.
First of all, as the texts of each paper are converted from PDF format, in order to remedy the side effect
to classification, we have to remove the garbled characters, punctuation, and numbers in the paper
because they are missing in GloVe [23]. Next, we convert the document into a long string and a typical
word segmentation operation is performed on the string to get a long list of words. Finally, the list of
words ar1 converted into word vectors through the GloVe dictionary. For those words that are not
in GloVe, we use random word vectors as a supplement, which can be further trained by our model.
The details of the data are shown in Table 1.

Table 1. Data statistics: #w denotes the number of words (maximum, minimum, and average
per document).

Class Name Number of Documents Average Words

cs.IT 3233 5938
cs.NE 3012 5856

math.AC 2885 5984
math.GR 3065 6642

4.2. Experiment Setup

1. Experiment platform: The experimental platform is a deep learning workstation with 32 Gb RAM
and NVIDIA Titan X GPU with 12 Gb memory. The computer is installed with Ubuntu16.04
system and the program mentioned in the experiment is implemented with TensorFlow 1.8 [24].

2. Word vector: The word vector used in this article is GloVe. GloVe originally stored 400,000 word
vectors, but there are around 730,000 missing words in our arXiv dataset. Then, the number
of the final embedding lookup word vector table is around 1.13 million. Therefore, if we use a
300-dimension word vector, we cannot store the lookup table in GPU memory. For this reason,
we chose to use a 100-dimension word vector.

3. Training parameters: In the experiment, we set 5000 steps, and we used Adam’s optimization
method to train our model. The learning rate was set to 0.001, and it gradually became 0.0001.
Dropout’s coefficient is set to 0.5. The input batch size is 64. For the convolution layer, convolution
kernels with convolution kernel sizes 3, 4, and 5 are used, with 128 convolution kernels of
each size.

4.3. Experiment Results

4.3.1. Baseline Model

We used the popular CNN model proposed in the literature [3] as the baseline method for our
experiments. As the document in the arXiv dataset is too long to be directly used by the CNN baseline
model, each document is trimmed to its first 1000 words. Based on the same hyper-parameter setting
in the literature [3], the classification result on the arXiv dataset is 91.94%. This result is plotted in
Figure 5a,b as the baseline for comparison.
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4.3.2. Model 1: CNN_Random_Agg

For model CNN_Random_Agg, we performed the following experiments by changing two
parameters: window size and total number of words. The experimental results are shown in Table 2.

Table 2. Model CNN_Random_Agg experimental results.

Total Words
Window Size

10 20 50 100 200 400 500

200 86.37% 86.53% 86.98% 87.03% 87.21%

400 87.48% 90.11% 90.33% 90.60% 92.08% 92.12%

600 88.36% 91.21% 91.88% 92.16% 93.35%

800 89.14% 92.13% 92.32% 92.63% 93.38% 93.41%

1000 90.26% 92.21% 92.59% 93.78% 93.89% 94.02%

From the above table, we can see that when the window size is fixed, total number of words
extracted is higher; that is, the more blocks that are sub-sampled, the better the experimental results.
Because the total number of words extracted determines the ratio of the full-text content that the model
can see, the more it sees, the more useful information it contains, resulting in better classification
results. On the other hand, when the extracted total number of words is fixed, the larger the window
size, the better the experimental results. Because the words in a window have closer local correlation,
their relevance is large.

4.3.3. Model 2: CNN_LSTM_Agg

For model CNN_ LSTM _Agg, we performed the following experiments by changing the three
parameters: window size, total number of words, and number of hidden unit. For each fixed window
size and total number of words, the result for the 256 hidden unit is at the top and 512 is at the bottom.
The experimental results are shown in Table 3.
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Table 3. Model CNN_LSTM_Agg experimental results.

Total Words
Window Size

10 20 50 100 200 400 500

200
88.16% 88.21%% 90.67% 90.96% 91.32%

83.42% 86.05% 86.71% 87.23% 88.06%

400
89.05% 91.03% 91.35% 91.62% 92.21% 92.33%

86.28% 88.41% 89.08% 89.27% 90.08% 90.12%

600
89.52% 91.96% 92.03% 92.85% 93.87%

86.66% 89.59% 89.92% 90.23% 90.51%

800
90.28% 92.41% 93.12% 93.32% 94.01% 94.35%

89.44% 90.28% 90.37% 90.56% 90.82% 90.94%

1000
92.36% 92.85% 93.23% 93.86% 94.12% 94.25%

89.48% 90.36% 90.61% 91.77% 91.96% 92.34%

From Table 3, we can see that the accuracy increases gradually with the increase of the window
size and the total number of words. When the window size is 10 and the total number of words is 200,
that is, the number of blocks extracted is 20, the accuracy is only about 88%; and when the total number
of words increases to 1000 and the window size increases to as large as 200, that is, the number of
blocks is 5, the accuracy of the model reached more than 94%. In addition, we also investigate the effect
of the number of hidden units by setting the number to 256 and 512, respectively. Experiments show
that setting hidden units to 256 is better than the case of 512. This may because the current collected
arXiv dataset is still too small relative to a larger RNN network, which could be easily overfit. We hope
to enlarge our dataset in future work.

4.3.4. Model 3: CNN_RAM_Agg

For model CNN_RAM_Agg, we also performed experiments based on the two parameters of
window size and total number of words, the experimental results are shown in Table 4.

Table 4. Model CNN_RAM_Agg experimental results.

Total Words
Window Size

10 20 50 100 200 400 500

200 89.84% 90.15% 91.67% 91.89% 92.23%

400 90.05% 92.22% 93.08% 93.56% 93.67% 93.53%

600 90.11% 92.38% 93.68% 94.24% 94.11%

800 92.36% 92.53% 93.86% 94.36% 94.41% 93.87%

1000 93.17% 93.21% 94.56% 94.68% 95.48% 94.73%

From Table 4, we can see that different from CNN_Random_Agg and CNN_LSTM_Agg,
CNN_RAM_Agg achieves its best accuracy not with the largest window size, but with a suitable
window size. When we extract 1000 words and the window size is 200, that is, by taking 5 glimpses,
the accuracy reaches 95.48%. This result is higher than the first two models. This fully demonstrates
that the RAM model is very suitable for the long length document scenario.

4.3.5. Experimental Comparison

We compared the experimental results of the three proposed models and the baseline model.
The comparison is shown in Figure 5. We can clearly see that the results of our proposed models are
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superior to the baseline with proper setting. In Figure 5a, because the baseline model only exploited the
first 1000 words in a document, for fair comparison, we fixed the number of extracted words to 1000 and
varied the window size for the three proposed models. Both CNN_LSTM_Agg and CNN_RAM_Agg
outperform the baseline by a large margin for all windows size settings. CNN_Random_Agg is also
superior to the baseline except that the window size was set to 10. Moreover, in Figure 5b, we can
observe that even with much fewer extracted words, the proposed sub-sampling methods can beat
the baseline. In particular, CNN_RAM_AGG outperforms the baseline with less than 400 words. It is
not surprising that the sub-sampling methods are superior to the classic CNN baseline, because the
CNN baseline is limited to the first 1000 words because of memory constraints. On the contrary, these
sub-sampling based methods make use of the full coverage.

To investigate the performance of these sub-sampling approaches, we first varied the window
size from 10 to 500 while fixing the total number of words to 1000. The results are shown in Figure 5a.
It can be observed that the classification accuracy of the three models gradually increases as the size of
the window increases. However, for CNN_RAM_Agg, there is an interesting decrease when setting
window size from 200 to 500. This is because the total number of extracted words is only 1000, then the
window size of 500 means CNN_RAM_Agg can only glimpse two word blocks, but for the window
size of 200 CNN_RAM_Agg, can glimpse five word blocks. In some sense, more word blocks may
cover more global information, which increases the possibility of it focusing on other salient parts.

Secondly, by fixing the window size to 40, we increased the total number of extracted words
from 200 to 4000. Note that for CNN_RAM_Agg, we only extracted up to 1000 words. Figure 5b
demonstrates that CNN_RAM_Agg significantly outperforms the other two models with the
least information. Even with 200 extracted words, say only 3% of the average words are used,
CNN_RAM_Agg can achieve more than 90% classification accuracy. Moreover, by glimpsing
20 blocks, say extracting 1000 words, CNN_RAM_Agg is still superior to CNN_Random_Agg and
CNN_LSTM_Agg, which have seen 4000 words. It definitely shows that the RAM mechanism is well
trained and can smartly locate the most salient blocks of words for long length document.

Even though CNN_RAM_Agg outperforms CNN_Random_Agg and CNN_LSTM_Agg with
least extracted words, CNN_RAM_Agg requires much more training time than these two approaches.
Besides less training time, CNN_Random_Agg and CNN_LSTM_Agg are easy to implement.
Additionally, compared with the classical CNN baseline model, these two methods aggregate the local
CNN word features in the full coverage to produce superior results for long document classification.

5. Conclusions

This paper introduces three sub-sampling based models for long document classification,
using convolutional neural networks, recurrent neural networks, and a recurrent attention model.
The experimental analysis shows that our models can perform document classification tasks well even
with incomplete information. Among these models, the RAM based model can effectively and quickly
find the statement that best characterizes the text feature in the long document. We only need to use
less than 10% of the document text to achieve good results. For the classification of long documents,
we have greatly reduced the computational complexity and memory requirement, which is easy for
deployment in practice.

However, in our experiments, we just made simple parameter adjustments. In future work,
we will use more datasets to verify our methods, and we can use parameter random search [25],
or Bayesian optimization methods [26], to get better parameters to improve the performance of
our model.
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