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Abstract: This article presents a novel technique for the fast tuning of the parameters of the
proportional–integral–derivative (PID) controller of a second-order heat, ventilation, and air
conditioning (HVAC) system. The HVAC systems vary greatly in size, control functions and
the amount of consumed energy. The optimal design and power efficiency of an HVAC system
depend on how fast the integrated controller, e.g., PID controller, is adapted in the changes of the
environmental conditions. In this paper, to achieve high tuning speed, we rely on a fast convergence
evolution algorithm, called Big Bang–Big Crunch (BB–BC). The BB–BC algorithm is implemented,
along with the PID controller, in an FPGA device, in order to further accelerate of the optimization
process. The FPGA-in-the-loop (FIL) technique is used to connect the FPGA board (i.e., the PID
and BB–BC subsystems) with the plant (i.e., MATLAB/Simulink models of HVAC) in order to
emulate and evaluate the entire system. The experimental results demonstrate the efficiency of the
proposed technique in terms of optimization accuracy and convergence speed compared with other
optimization approaches for the tuning of the PID parameters: sw implementation of the BB–BC,
genetic algorithm (GA), and particle swarm optimization (PSO).

Keywords: Big Bang–Big Crunch optimization algorithm; FPGA based acceleration; digital PID
controller; FPGA-in-the-loop; heat ventilation air condition

1. Introduction

Although novel and effective theories and design methodologies are being continually developed
in the digital control field, proportional–integral–derivative (PID) controllers are still the most widely
adopted solution for control problems in both academic and industry sectors. The tuning of the
parameters of the PID controllers has been proved a hard task and several approaches have been
investigated in the past [1,2] using analytical methods, heuristic methods, such as Ziegler–Nichols
(Z–N) rule, frequency response methods, artificial intelligence such as fuzzy logic [3], and iterative
learning approaches [4]. Evolutionary algorithms (EA), such as genetic algorithms (GA) [5] and particle
swarm optimization (PSO) [6], used in intelligent control applications, have been also proposed as an
efficient solution for tuning the PID parameters. The simplicity and speed convenience of evolutionary
algorithms force the controller quickly seek out the optimal output value.

In this paper, we study the use of an evolutionary algorithm, named Big Bang–Big Crunch
(BB–BC) [7], to optimize PID controller gains. BB–BC optimization algorithm is used to minimize
performance control measures, integral absolute error (IAE), integral time absolute error (ITAE),
integral square error (ISE), and integral time square error (ITSE) while minimizing the system overshoot.
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The key idea of using BB–BC here can be explained as the transformation of a convergent solution to a
chaotic state and then back to a single tentative solution point. BB–BC algorithm has been implemented
in various engineering applications, especially where the computational time and convergence time
are important factors [8]. Some representative optimization problems, where the efficiency of BB–BC
has been demonstrated, are the following: optimal design of truss structures [9], Schwedler and ribbed
domes [10], concrete retaining walls [11], fuzzy inverse controllers [12], and fuzzy PID controllers [13].
Moreover, BB–BC algorithm has been adopted in real-time applications where the optimization task is
adaptive or must be solved in relatively small sampling intervals. Besides its low computational time
and high global convergence speed, another advantage of BB–BC, especially important for auto-tuning
processes, is that it does not need gradient information and therefore can operate to minimize naturally
defined cost functions without complex mathematical operations.

We evaluate the efficiency of BB–BC to tune the parameters of a PID controller used in a
second-order heat, ventilation, and air conditioning (HVAC) system. In the HVAC system, the supply
air pressure is regulated by the speed of a supply air fan. Increasing the fan speed will increase supply
air pressure, and vice versa. The dynamics from the fan variable speed drive to the supply air pressure
can be modeled as a second order plus dead time. This process is well established by Bi and Cai [14].
In real applications, however, where both fans and dampers exhibit non-linear properties for different
working points, even a well-tuned PID controller may not be able to achieve a desired performance for
all set points and process variations. Thus, we investigate how fast and accurate the BB–BC algorithm
can tune the PID controller parameters in this HVAC system.

To further reduce the optimization latency of the control system, the BB–BC algorithm along with
the PID controller, are accelerated using FPGA technology. Up to now, embedded computers, built
around programmable microcontrollers, were the dominant computing platform for implementing PID
controllers in industrial environments. The last decades, the field programmable hardware technology,
also known as field programmable gate arrays (FPGAs), has emerged as an alternative solution
for controlling industrial applications. The main advantages of the FPGA technology are reduced
engineering cost, reduced time-to-market, high performance due to the exploitation of fine-grained
hardware parallelism, and adaptation to control system requirements. Especially for control systems
that use demanding computational intelligence techniques, the advanced performance of FPGAs
combined with their low-cost and high adaptability render them an attractive computing platform.
Taking also into consideration the real-time requirements of our HVAC system, we propose the
FPGA-based acceleration of the BB–BC optimization algorithm and the PID controller to speed up the
parameters tuning process, and consequently, improve system performance.

The BB–BC, PID controller and register transfer level (RTL) models have been described using
the VHDL language and implemented in the Xilinx Zybo (Zynq) development board from Xilinx
Corporation (San Jose, CA, USA). Built around the Xilinx Zynq XC7Z010 FPGA device. Moreover,
the FPGA-in-the-loop (FIL) technique has been used to enable the emulation of the plant (HVAC)
in MATLAB/Simulink environment in conjunction with the execution of the PID controller and the
optimization process in the real hardware; this way, the FIL technique facilitates the evaluation of the
entire system in higher abstraction layers [15].

In order to demonstrate the efficiency of the proposed approach, we run various experiments
in a second order system with two sec time delay and compared it with GA and PSO optimization
algorithms in terms of PID tuning speed and convergence speed. The experimental results showed
that the FPGA–BB–BC algorithm tunes the PID controller parameters ~430X faster than the software
version of GA algorithm, ~539X faster than the software version of PSO algorithm, and ~270X faster
than the software version of BB–BC algorithm. Furthermore, the proposed approach was tested under
various fitness functions (error) for different number of iterations, and the integral time absolute error
(ITAE) was chosen.

The organization of this paper is given as follows. Section 2 shortly describes the basics of PID
controllers and BB–BC optimization algorithm. Section 3 presents the HVAC optimization problem
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and the proposed BB–BC-based tuning process of the PID parameters. Section 4 describes the FPGA
implementation of the PID and BB–BC subsystems and the FIL approach. Section 5 presents the
experimental results and demonstrates the efficiency of the proposed approach, while Section 6
concludes the paper.

2. Background

2.1. PID Controller

The PID controller has been widely used since its invention in 1910 in both academia and
industry [16]. There are many PID control configurations, but the most common implementation is
shown in Figure 1.
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In general, the synthesis of the PID controller can be mathematically described by

u(t) = kpe(t) + ki

t∫
0

e(t)dt + kd
d
dt

e(t) (1)

where kp is the proportional gain, kd is the derivative gain, ki is the integral gain, and the error e(t)
is the difference between the set-point and the plant output y(t). In addition, Equation (1) can be
rewritten in Laplace form as

u(s) = e(s)[kp +
ki
s
+ kds] (2)

Finally, under the above scheme the transfer function of the PID controller or the control law is
specified by

C(s) =
u(s)
e(s)

= kp +
ki
s
+ kds (3)

For digital PID controllers, Equation (3) can be transformed via the z-domain into a difference
equation for a recursive digital filter with an infinite impulse response (IIR) [16]

U(z)
E(z)

= kp +
kiTsz
z− 1

+
KdN(z− 1)

(1 + NTs)z− 1
(4)

where Ts is sampling period, N is the filter value.
To be implemented on an FPGA platform, a digital PID controller must be transformed to a

difference equation, as shown below

U(z)
E(z)

=
b0 + b1z−1 + b2z−2

a0 + a1z−1 + a2z−2 (5)
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A differential equation can be derived from Equation (5) as follows

u[n] = k1u[n− 1] + k2u[n− 2]− k3e[n]− k4e[n− 1]− k5e[n− 2] (6)

Therefore, the relationship between the PID gains and its implementation in a digital system is
shown in Table 1.

Table 1. Equivalence of parameters for PID controllers

C(z) k1 k2 k3 k4 k5

C(z) − a1
a0

− a2
a0

− b0
a0

− b1
a0

− b2
a0

where the differential equation variables equal

a0 = (1 + N ∗ Ts)

a1 = −(2 + N ∗ Ts); a2 = 1
b0 = kp ∗ (1 + N ∗ Ts) + ki ∗ Ts ∗ (1 + N ∗ Ts) + kd ∗ N
b1 = −(kp ∗ (2 + N ∗ Ts) + ki ∗ Ts + 2 ∗ kd ∗ N)

b2 = kp + kd ∗ N

(7)

2.2. Big Bang–Big Crunch Algorithm

Big Bang–Big Crunch (BB–BC) algorithm was introduced by Erol and Eksin in [7]. Its key concept
has been inspired by the creation theory of the universe. It is mainly consisted of two stages: the Big
Bang phase and the Big Crunch phase. In the Big Bang phase, the population is randomly generated
and the fitness function values of the individuals are calculated. Then, the Big Crunch phase follows.
This phase implements a convergence operator, called the center of mass, that has many inputs but
only one output, which is extracted by calculating the center of mass. Here, the term ‘mass’ refers to
the inverse of the fitness function value. The point representing the center of mass is denoted by

→
x

c

and calculated according to

→
x

c
=

∑N
i=1

1
f i
→
x

i

∑N
i=1

1
f i

(8)

where
→
x

i
is an individual (point) within an L-dimensional search space, f i is the fitness function value

of this individual, and N is the size of the population generated in the Big Bang phase. After the Big
Crunch phase, the algorithm creates new members to be used as the Big Bang of the next iteration
according to the following formula

xnew = xc + r ∗ l/k (9)

where r is a random number with normal distribution, k is the number of Big Bang iterations, and
l is a problem-dependent constant, l = a ∗ (xmax − xmin); parameter α limits the search space, while
xmax and xmin are the upper and lower values of the optimization function variables. After the second
explosion, the center of mass is recalculated. These successive explosion and contraction steps are
carried out repeatedly until a stopping criterion has been met. Since normally distributed numbers can
exceed ±1, it is necessary to keep the candidate values within the predefined search space bounds [6].

The steps of the BB–BC algorithm implementation as follows:

1. Form an initial generation of N candidates in a random manner.
2. Calculate the fitness function values of all the candidate solutions. This step depends on the

target optimization problem.
3. Find the center of mass according to Equation (8). Best fitness individual of each generation can

be also chosen as the center of mass instead of using Equation (8) reducing the computation time.
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4. Calculate new candidates around the center of mass using Equation (9). Notice that the random
value added or subtracted to the center of mass decreases as the iterations elapse.

5. Return to Step 2 until stopping criteria have been met.

Figure 2 below shows the flow chart of BB–BC algorithm.
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3. Proposed Approach

3.1. HVAC System and PID Controller

The HVAC systems are automatic systems that control and provide a comfortable environment
in terms of temperature, humidity, ventilation, and other parameters (power consumption, pressure,
time control). HVAC systems are equipped with various sensors to monitor these parameters (e.g.,
temperature and humidity sensors, anemometers for measuring the flow speed, etc.) and optimize
system performance and power consumption. In an HVAC system, the PID controller can be used in
the control loop of the supply air pressure [17]. Figure 3 shows the block diagram of a conventional
single-zone HVAC system. The control inputs of the HVAC system are the air flow rate, which can be
adjusted through a variable-speed fan, and the water flow rate from the chiller to the heat exchanger.
The PID controller calculations adjust motor speed as necessary to maintain a set point compared to
the system output signal.

For the HVAC system—such as valve and damper operation, ambient temperature, and flow
rate—the motor speed should be adjusted to maintain a set point difference. The BBBC-PID system
performance depends on its ability to maintain a set point and speedup action.

The tuning process in large HVAC systems is a hard and time consuming task [18,19] due to
their non-linearity and time-variance characteristics. Consequently, tuning the PID controller of an
HVAC system in order to achieve the optimum tracking control performance is a hard problem. Here,
we propose the use of BB–BC algorithm and FPGA technology to tune the PID parameters, and thus
speed up the re-tuning process of the HVAC system when needed.
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3.2. Tuning of the PID Parameters Using BB–BC

Evolutionary algorithms can be applied for the tuning of PID controller gains/parameters to
ensure optimal control performance at stable operating conditions. In this paper, the BB–BC algorithm
is employed for the offline tuning of the PID parameters (kp, ki, kd) in the HVAC model. Figure 3
above shows how the control unit consisting of the BB–BC unit and the PID controller is connected
in the HVAC system. First, the BB–BC unit produces initial candidates for the PID parameters in the
target search space. Next, based on the calculation of the objective function, it produces new candidate
solutions around the center of mass until the stop criteria is satisfied.

In the design methodology of a PID controller, one of the most important performance criterion
is the difference (error) between the plant output and the set point signal. Using this error criterion
as the fitness function of the optimization algorithm results in a small overshoot with a long settling
time. In general, fitness functions are based on error equations. The following four equations, integral
time absolute error (ITAE), integral time square error (ITSE), integral absolute error (IAE), and integral
square error (ISE) indicate the most commonly used fitness functions:

ISE =
∫

e(t)2.dt (10)

IAE =
∫
|e(t)|.dt (11)

ITAE =
∫

t.|e(t)|dt (12)

ITSE =
∫

t.[e(t)2].dt (13)

Fitness functions are not actually limited to the above equations. Engineers can provide custom
fitness functions depending on the target design and control system. The overall performance
(convergence speed and optimization accuracy) of evolutionary algorithms depends on the fitness
function adopted to monitor the optimization search.

To choose the optimal fitness function, i.e., the objective function of the BB–BC algorithm, we
performed a set of experiments for the four typical error equations. We executed the four formulas
of the errors (ITAE, ITSE, IAE, and ISE) for different number of iterations, specifically for 100, 200,
500, and 1000 cycles, in order to evaluate the performance of the objective functions. In the objective
function used, the added term of control output u× uT (where uT is the transpose of u) seeks to reduce
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the magnitude of the control signal. When the objective function includes the control signal term (u),
the algorithm seeks to minimize it. Therefore, the term u× uT is equivalent to squaring every element
in u. The objective function that achieved the best performance is the integral time absolute error
(ITAE) with control signal (u) as reported below in the equation (17). The results of these experiments
are shown in Table 2.

Table 2. Comparison of different errors, ITAE, ITSE, IAE, ISE as performance index (fitness function).

Iteration No. ITAE ITSE IAE ISE

100 5.33 × 102 2.47 × 103 3.10 × 102 2.25 × 103

200 4.85 × 102 2.58 × 103 2.99 × 102 2.24 × 103

500 4.40 × 102 2.62 × 103 3.46 × 102 2.34 × 103

1000 3.96 × 102 2.20 × 103 2.86 × 102 2.45 × 103

Figure 4 presents the convergence and time response of the PID controller using the four objective
functions (ITAE, ITSE, IAE, ISE) for parameters tuning for different number of iterations (100, 200,
500, and 1000). The curves show how the fitness function response (error) changes during the
optimization process of the PID controller using BB–BC algorithm. Among the four traditional
objective functions, the integral time absolute error (ITAE) provides the minimum settling time, peak
overshoot, and rise time.

As mentioned above, any objective function can be adopted to tune the PID parameters. However,
it is hard to reduce the rise time without increasing overshoot. By reducing the rise time, the system
will try to follow the set-point faster, which will produce a greater inertia, thus raising the chance of an
increased overshoot. As can be seen in Figure 4, although the response signal of ITAE declines faster,
the convergence velocity of ITAE is obviously the best one compared with the other methods. Note
that the integral absolute error (IAE) provides the best convergence, but its time response (overshoot,
rise time, and settling time) is not optimal. Thus, in all cases (number of iterations), the integral time
absolute error (ITAE) provides the best solution.
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4. FPGA Implementation of PID Controller and BB–BC

The FPGA technology provides an effective solution in several industrial control applications
due to its low development cost, high flexibility, and limited power consumption, while it has
been proved an ideal processing platform for industrial applications with real-time constraints due
to the acceleration achieved by the hardware parallelism. In this paper, we propose the use of
FPGA technology to implement the BB–BC algorithm that calculates and optimizes the PID control
parameters, (kp, ki, kd) in order to accelerate the control system process, which can be very effective for
latency-sensitive applications.
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4.1. PID Controller in FPGA

In the past, several approaches have proposed the use of FPGA technology to implement PID
controllers [20,21] and/or optimize the PID controller parameters in real-time industrial applications,
such as DC motor speed control system [22]. In [23], a fuzzy logic controller has been implemented
on an FPGA platform and validated on a real-time application, namely a truck backer-upper
control system. In [24], the authors presented a runtime reconfigurable PID controller that can
dynamically switch between the different controller variants, e.g., PI, PD, PI-PD, etc., as the control
requirements change.

Figure 5 shows the block diagram of a typical PID controller FPGA architecture based on the
differential Equation (6) and the parameters of Table 1.
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The PID controller architecture consists of five registers blocks, for storing the current and previous
error values, i.e., e(n), e(n − 1), e(n − 2), u(n − 1), and u(n − 2). Notice that the PID controller has a
five-stage pipeline structure in order to increase clock frequency. Five arithmetic multipliers are used
to multiply the proportional part, derivative part integral part with the corresponding parameters (k3,
k4, and k5, respectively) and the output signal with (k1 and k2) as described in Table 1, while the adder
finally sums all factors. Embedded DSP slices of the FPGA device are used for the implementation of
arithmetic multipliers and adders in order to improve the design area and speed.

4.2. BB–BC Algorithm in FPGA

Several FPGA-based implementations of evolutionary algorithms have been presented in the
literature to accelerate the optimization process. Most of these approaches focus on the optimal
design of hardware accelerators to achieve high performance and flexibility [25,26] and satisfy other
genetic algorithm features, such as multi-objective optimization [27]. In our approach, we adopted the
BB–BC optimization algorithm due to its low computational time and high global convergence speed.
These features of the BB–BC algorithm mainly motivated our work, since an FPGA-based BB–BC
accelerator can greatly reduce the computational time providing an ideal platform for large-scale
adaptive or latency-sensitive optimization problems [28].

In this subsection, we describe the FPGA design architecture of the BB–BC algorithm. Figure 6
depicts the top-level design diagram of the FPGA BB–BC architecture consisting of the following blocks:
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• Random Number Generation: It generates the random numbers (
→
x

i
), either to form an initial

population (iteration 0) or to form new candidates around the CoM (iteration > 0). A typical linear
feedback shift register (LFSR) is used to generate random numbers based on a configurable seed.
Note that the boundaries of the random numbers are determined by the upper and lower values
of the optimization function variables. In each iteration, the module generates N candidates
sequentially, where N is the population size, with each one consisting of L random numbers,
where L is the number of features of each candidate. The generated random numbers of each
iteration are stored in a RAM in order to be processed later for the calculation of center of mass.

• Objective Function: After the random number generation, this module calculates the objective

function ( f i) for each candidate (
→
x

i
) using the ITAE equation, which is also stored in the RAM.

Both the random number generation and objective function modules have been implemented
following a simple, serial processing model, where a single element is processed in each clock cycle,
providing a low-cost FPGA circuit. Note that both modules can be parallelized (i.e., to generate
the random numbers and calculate the objective functions concurrently using many processing
elements working in parallel) and pipelined in order to improve performance, as proposed in [28].

• Calculate Center of Mass: It reads the candidates and their objective function values from the
RAM and calculates the center of mass which is forwarded in the random number generation
module to generate the population in the next iteration cycle.

• Evaluate Function: It reads the objective function values of the candidates from the RAM in order
to select the best fitness candidate which is store in RAM too, and from output signal when the
FPGA-BBBC control the HVAC model.

• Control Unit: It orchestrates the operation of the other modules and repeats the BB–BC steps until
the stopping criteria are met.

• Solution: It includes a register that stores the outcome of the BB–BC algorithm.
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Note that a high-performance FPGA architecture of BB–BC algorithm has been presented in [28]
which incorporates parallel pipelined engines to accelerate the execution of BB–BC. This FPGA
BB–BC architecture has been optimized in terms of execution latency and is very suitable for control
applications with strict real-time requirements. However, this performance optimization has been
achieved at the expense of extra hardware area and power consumption. Thus, the optimized FPGA
architecture of [28] is suggested only for time sensitive control applications.

Table 3 presents the device utilization summary on a Xilinx Zynq XC7Z010 FPGA device.

Table 3. Device utilization summary of the PID controller on a Xilinx Zynq FPGA device

Logic Utilization Used Available Utilization

Number of Slice Registers 306 54,576 0%
Number of Slice LUTs 16,998 27,288 62%

Number of Block RAM/FIFO 2 116 1%
Number of DSP48A1s 54 58 93%

4.3. FPGA-In-The-Loop (FIL)

MATLAB/Simulink is a high-level language and interactive environment highly popular among
system and algorithm designers for many different real-world applications and research topics.
To accommodate developers to interface with real hardware (e.g., components implemented in FPGA
devices), MathWorks® presented the FPGA-in-the-loop (FIL) concept. Based on this idea, data can be
exchanged between the MATLAB/Simulink modules and the FPGA device. FIL scheme can be used
for multiple tasks while designing, evaluating, and verifying designs. For example, it can be used to
configure and tune FPGA design parameters at runtime, such as tuning data pipe gains and modifying
filter parameters [29], or to monitor hardware components by reading specific status registers at
runtime. Another powerful capability of the FIL approach is that allows the generation of complex
stimulus datasets on the host PC and rapid download to the FPGA target in real time [29]. By using the
FIL approach and connecting the hardware target via some common protocol interface (e.g., Ethernet
or JTAG), one can obtain significant improvements in simulation runtime compared to cycle-accurate
host simulation.

As shown in Section 5, the proposed approach in conjunction with the FIL technique achieves a
speedup of around 253X compared to the MATLAB 2015b software simulation. Moreover, when design
complexity increases, the advantages of the FIL methodology over software simulation at runtime will
be more evident. Figure 7 presents the structure of the FIL acceleration scheme used in our system,
where MATLAB/Simulink provides the user with a working environment.
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4.4. System Architecture

The FPGA design consisting of the PID controller and the BB–BC algorithm is written in VHDL
hardware description language and implemented in a Xilinx development platform, Zybo–7010 board,
using the Xilinx ISE Design Suite 14.7 and Vivado Design Suite. Figure 8 depicts the entire system
architecture including the FPGA device and the HVAC model implemented in MATLAB environment.
The processing steps of the proposed architecture are shortly described below.

(1) The FPGA BB–BC module generates a set of random PID parameters (kp, ki, kd), either to form the
initial candidate or the new candidate around the center of mass in the next iteration cycles.

(2) The FPGA PID controller module receives the values of the parameters and controls the
HVAC plant.

(3) The FPGA BB–BC module calculates the fitness functions for this candidate (i.e., PID parameters)
using the ITAE equation and then calculates the new center of mass.

(4) The HVAC model runs for a short period.
(5) The evaluate function checks the system output and decides whether the BB–BC module must

re-run to improve system performance, i.e., when the system has been affected by external
disturbances that cause the output to exceed some predefined thresholds. Note that we use the
HVAC plant as a part of the FPGA BBBC module to produce the first optimization parameters
(kp, ki, kd) of the PID controller for the HVAC model in the first run.
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Given that the evolutionary algorithms consume enough time to reach the optimal solution, even
when the number of iterations is small, they are not suitable for latency-sensitive applications in real
time. However, accelerating the evolutionary algorithm using an FPGA-based platform, as in the case
of FPGA-in-the-loop (FIL) paradigm, can reduce the execution time and achieve the convergence into
the optimal solution under specific timing constraints. Therefore, the FPGA-based BB–BC algorithm
can be executed much faster, fact that improves confidence that the target optimization algorithm can
finally satisfy the real-time requirements of an industrial application.

The total execution time of the MATLAB/Simulink model (TMS) incorporates the MATLAB
processing time, the FPGA execution time and the time required for the data exchange between the
host PC and the FPGA board and is given by the equation

TMS = TMP + TM2F + (TFPGA) + TF2M (14)

where TMS is total execution time of the MATLAB/Simulink model, TMP is the MATLAB processing
time, TM2F is the time required for transferring data from MATLAB to FPGA platform, TFPGA is the
FPGA processing time, and TF2M is the time required for copying data from FPGA platform to the
MATLAB/Simulink environment.
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Assuming population size N and number of iterations M, the total execution time (TFPGA) of the
proposed FPGA BB–BC circuit is given by the equation

TFPGA = M× N × (TCG + TFC + TCOM + TPID+Plant) (15)

where TCG, TFC, TCOM are the latencies of the FPGA BB–BC stages, i.e., candidate generation, fitness
function calculation, and center of mass calculation, respectively and TPID+Plant is the latency of FPGA
PID controller and the plant.

Figure 9 shows the top-level diagram of our MATLAB/Simulink model, which includes the FPGA
BB–BC/PID module (using the FIL concept), the HVAC module, an analog-to-digital converter to feed
the digital error value into the FPGA BB–BC module, an digital-to-analog converter to provide the PID
controller output to the HVAC model, an adder to calculate the error and the set point.
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5. Experiments on the HVAC System

The efficiency of the proposed approach was demonstrated by a set of experimental tests
performed over a second order system with two seconds delay.

In our case study (HVAC) simulation experiments, we observed that, when BB–BC runs and
the error value is calculated in the beginning, the plant output becomes equals to set point, while
when the optimal values for kP, ki, and kd are used to calculate the current plant output, the plant
output equals the set point when error reaches near to zero, hence plant starts running at the set point.
The final outputs of the proposed design are the optimized PID controller parameters (kP, ki, kd) used
in the HVAC control system. The experiments showed that our approach considerably reduces the
overshoot value without compromising the latency sensitivity compared to the genetic and particle
swarm optimization algorithms where the desired overshoot is not considered, even when the error
and response time is reduced [30].

5.1. Experimental Setup

In the HVAC systems, the air pressure supplier is regulated by the speed of the air fan. Increasing
the fan speed we manage to increase the supply air pressure, and vice versa. The dynamics system
from the control signal output u(t) that providing to the fan variable speed drive to the supply air
pressure can be modeled as a second-order added time-delay system. The process response is shown in
Figure 3. For our experiments, we have adopted the HVAC model proposed in [14]. In [14], the authors
derived this HVAC model after various experimental tests on supply air pressure and room pressure
in an HVAC pilot. Thus, our target system is an HVAC model using the transfer function

G(s) =
e−2s

0.12s2 + 1.33s + 1.24
(16)

The system response performance criterion used as objective function in our optimization
algorithm is the integral time absolute error (ITAE) plus the control signal (u) given by the formula

ITAE =
∫

t.|e(t)|dt + uT ∗ u (17)
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Note that integral time absolute error (ITAE) is widely used in control processing since it is simple
to implement and natural to define energy of a signal, which possesses symmetry and differentiability.

5.2. System Performance and Convergence

In order to evaluate the robustness of the proposed approach against other optimization methods
we simulated our HVAC model running: (i) BB–BC algorithm in MATLAB sw, (ii) BB–BC in FPGA (our
approach), (iii) PSO method in MATLAB sw and (iv) GA in MATLAB sw. The simulation is performed
for different number of iterations (M = 100, 200, 500, 1000) and the results are illustrated in Figure 10.
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The BB–BC, PSO, and GA models run in a Core i7-3612QM@ 2.10 GHz (64-bit) processor.
The transient performance measured in seconds is presented in Table 4, while Figure 11 shows
the control system action, i.e., system output, control signal, error, and objective function for all
optimization methods, assuming population size (N = 10) and number of iterations (M = 100). As it
can be clearly, the BBBC-FPGA approach is more robust compared to both PSO and GA approaches.

Table 4. Transient performance comparison.

Method
PID Parameters

Os % Ts Tr
kp ki kd

BBBC 0.205 0.063 0.046 0.505 8.632 7.708
BBBC-FPGA 0.236 0.076 0.020 0.505 9.498 7.959

GA 0.341 0.154 0.014 0.493 23.196 14.014
PSO 0.479 0.217 0.006 0.499 15.430 9.364
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5.3. Computation Time

Table 6 compares the computation time of the proposed approach (BBBC-FPGA) with GA and
BB–BC implemented in software (MATLAB model). The proposed approach achieves a speedup of
more than 428X compared to the GA (in sw) approach and more than 253X compared to the BBBC
(in sw) approach.



Algorithms 2018, 11, 146 17 of 19

Table 6. Computation time in (s) for GA, BBBC (in sw), and BBBC-FPGA (proposed approach)

M GA Mat sw BBBC Mat sw
BBBC-FPGA

Exec. Time Speedup vs. GA Speedup vs. BBBC

100 6.887 4.061 0.016 430 253
200 12.008 7.990 0.028 428 258
500 28.728 18.023 0.065 441 277

1000 59.205 40.302 0.140 422 287

6. Conclusions

In this paper, we presented a novel technique for the fast tuning of the parameters of the PID
controller of a second-order heat, ventilation, and air conditioning (HVAC) system using a low-cost,
fast-convergent optimization algorithm, called Big Bang–Big Crunch (BB–BC). To further accelerate
the optimization process, we proposed the implementation of both the BB–BC algorithm and the PID
controller using FPGA technology. In order to emulate and evaluate the entire system we adopted
the FPGA-in-the-loop (FIL) technique, according to which, the plant (i.e., MATLAB/Simulink model
of HVAC) is connected to the FPGA board (i.e., the PID and BB–BC modules). To demonstrate the
efficiency of the proposed approach, we run an extensive set of experiments in a second-order HVAC
model using different optimization methods (BB–BC in FPGA, BB–BC in sw, GA, and PSO in sw). The
experimental results proved the benefits of the proposed approach against the other methods in terms
of convergence speed and computation time.
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Abbreviations

ADD Adder
BB-BC Big Bang-Big Crunch
Clk Clock
CoM Center of Mass
DE Deferential Equation
FIL Field programmable gate array in the Loop
FPGA Field Programmable Gate Array
GA Genetic Algorithm
HVAC Heat Ventilation Air Condition
IAE Integrated Absolute Error
ISE Integrated Square Error
ITAE Integrated Time Absolute Error
ITSE Integrated Time-weighted Square Error
PID Proportional Integrating Derivative
PSO Particle Swarm Optimization
RandGen Random Generator
REG Register
RT Running Time
RTL Register Transfer Level
SST Steady State Time
VHDL Very High Speed Integrated Circuit Hardware Description Language
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